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Foreword

The Sun, combined with the Earth’s orbit, has always governed the activities of
humanity on timescales from the changing seasons to glacial cycles. Changes in
climate can be driven by alterations of the total solar irradiance (TSI) but recent
evidence from satellites shows only modest changes in TSI which has only a min-
imal impact on the current changes that are being observed in the climate system.
However the solar insolation at ultra-violet and extreme ultra-violet wavelengths
changes from ~7 % to more than 100 % over a solar cycle and hence can result in
major changes in the middle and upper atmospheres. For example, weaker westerly
winds at the Earth’s surface are observed in winters at sunspot minimum, and at
sunspot maximum the temperature of the thermosphere is about 400 K greater than
at sunspot minimum and the winds are about twice as strong.

Energetic particles from the Sun can change the climate system too. Observations
of surface air temperatures, derived from climate re-analysis data, show differences
between periods when there are significant space weather events compared to those
periods when events are absent [Seppdild et al., 2009]. Differences can be as large
as ~4 K with areas of warming and cooling approximately the same suggesting a
redistribution of energy. However, the mechanism by which these changes occur is
not known.
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vi Foreword

As changes in the Earth’s atmosphere occur, whether due to changes of solar origin
or in response to enhanced green house gas concentrations, the propagation and
dissipation of gravity and planetary waves, and tides is altered. Clouds, whether they
occur in the troposphere, stratosphere and mesosphere have a marked impact on the
atmosphere. Thus, changes can occur on all spatial and temporal scales and both
within and between different levels of the atmosphere caused by solar variations.

Addressing the Sun-Earth connections is both an essential and urgent issue. To
understand both the natural variability of the climate system and those caused by
humanity is essential for the prediction of future climate scenarios that have greater
confidence. Therefore it is timely for the international community to have a focused
scientific effort to address these critical issues.

Research over previous decades has provided solid explanations of many of the
individual processes that are involved in the coupling of the Sun to the Earth en-
vironment but to make real progress at these scientific frontiers a system-level ap-
proach is now required, and indeed possible for the first time. The necessary science
infrastructure has developed to a point where it is possible to address these topics.
The worldwide research community now has access to international data sets from
every critical region in the space environment, a highly-distributed, ground-based
network of sensor, virtual observatories, advanced computational and visualisation
facilities, and sophisticated Sun-to-Earth community models.

But the availability of data and models is not enough; an operating framework
is also required and this has been provided by the Scientific Committee on Solar-
Terrestrial Physics (SCOSTEP). It was established as an Inter-Union Commission of
International Council of Science (ICSU) in 1966 with the aim to promote and organ-
ise international interdisciplinary programmes of limited duration in solar-terrestrial
physics. In 2004 SCOSTEP began the Climate and Weather of the Sun-Earth Sys-
tem program—CAWSES—with the specific objective to enhance understanding of
the space environment and its impact on space weather and the climate. CAWSES
made very substantial progress since its inception not only in pushing back the fron-
tiers of knowledge but also in building science capacity in developing countries. It
held the first virtual conference which had 270 participants. After five years, it was
recognised that there was much still to be achieved and hence SCOSTEP endorsed
CAWSES-II to run from 2009-2013.There was re-focusing of the working groups
to reflect the evolution of science questions but the fundamental aim remained the
same.

CAWSES and CAWSES-II only provide a scientific strategy and framework that
gives focus for the development of relevant science activities. For such international
initiatives to be successful the engagement of scientists across many disciplines in
many countries is essential. It needs passionate scientific leadership, and champi-
ons who can persuade funding organisations to support the research. Funding agen-
cies also have to be willing to take initiatives, and sometimes risks. The Deutsche
Forschungsgemeinschaft (DFG) German Research Foundation recognised the im-
portance of Sun-Earth connection science and created a German CAWSES Priority
Programme. The Programme, very ably led by Prof. Dr. Franz-Josef Liibken, has
explored many aspects of Sun-climate links as is amply demonstrated by the com-
prehensive and illuminating chapters in this book stretching from fundamental solar
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physics through to the surface of the planet. There is an excellent blend of theory,
observation and modelling. The Programme has also been very successful in educa-
tional terms giving many opportunities for early career scientists. We commend both
the German CAWSES Priority Programme and the book—both are truly excellent
exemplars for the research community.
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Preface

The Sun is the most important external driver of climate. Although the total solar ir-
radiance (TSI) fluctuates by less than 0.1 % during a solar cycle, the solar impact on
the terrestrial atmosphere can be significant, in particular in the upper atmosphere
where the highly variable energetic part of the solar spectrum is absorbed. TSI varia-
tions on centennial time scales are of similar magnitude. Unfortunately, the scientific
understanding of the variation of solar radiation (and its spectral components) and
its impact on the atmosphere is rather limited. This concerns the direct modification
of composition by solar radiation, but even more so various coupling mechanisms.
For example, photochemically active gases are generated in the upper atmosphere,
propagate to lower layers where they substantially alter the composition, e.g., the
abundance of ozone. Planetary waves, gravity waves, and tides are excited in the
atmosphere and propagate over large distances. They transport trace gases, energy,
and momentum. Although these waves are most pronounced in the middle atmo-
sphere, they may modify the background circulation in the entire atmosphere, even
in the troposphere. As can be seen in various chapters in this book, major progress
has been achieved in our understanding of solar radiation, its impact on the atmo-
sphere, and coupling mechanisms within the atmosphere. Still, various uncertainties
exist. For example, the observed solar signal in some parts of the middle atmosphere
is larger than can be explained by models.

The purpose of this book is to summarise the scientific results related to a major
research program of the international SCOSTEP organisation (Scientific Commit-
tee on Solar-Terrestrial Physics) called CAWSES (Climate And Weather of the Sun
Earth System). The German Research Foundation (Deutsche Forschungsgemein-
schaft, DFG) ran a priority program (‘Schwerpunktprogramm’, SPP) from 2005
to 2011 focusing on several important science topics from CAWSES. The aim of
the CAWSES SPP is a better understanding of the influence of the Sun on the ter-
restrial atmosphere and the physical/chemical processes involved in various cou-
pling mechanisms within the atmosphere. The DFG spent approximately 10 Million
Euro for a total of 25-30 institutes. Most of the financial support from DFG was
used for postdoctoral and PhD student positions. In 31 chapters, this book presents
the scientific summaries from 28 projects supported under a total of 93 individual

ix
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grants. International cooperation was strongly encouraged and supported by funds
for travel, etc. At each stage of the proposals, an international team of reviewers
assisted the DFG in their selections. Several hundred papers were published in in-
ternational peer reviewed journals within the priority program.

The book is structured in six parts, namely i) solar radiation, heliosphere, and
galactic cosmic rays (Chaps. 2 to 6), ii) solar influence on trace gases (Chaps. 7
to 10), iii) thermosphere, energetic particles, and ionisation (Chaps. 11 to 17),
iv) mesospheric ice clouds (Chaps. 18-20), v) gravity waves, planetary waves, and
tides (Chaps 21 to 28), and vi) large-scale coupling (Chaps. 29 to 32). The evolu-
tion of solar radiation, its effect on galactic cosmic rays (GCR), and their potential
impact on cloud droplets in the troposphere are studied in detail. Some chapters con-
centrate on the direct effect of solar radiation on trace gases, mainly on ozone and
water vapour in the stratosphere and mesosphere. Precipitating particles of solar or
geomagnetic origin modify the upper atmosphere directly. They also produce pho-
tochemically active species which can be transported downward and significantly
affect the mesosphere and upper stratosphere. This aspect is studied in several chap-
ters. Results on short and long-term variations of mesospheric ice clouds, as well
as related microphysical aspects are presented. Planetary waves, gravity waves, and
tides play a key role in distributing and modifying a signal being imposed some-
where in the atmosphere by, for example, the solar cycle. Physical details of this
process and implications of wave morphology for the entire atmosphere, from the
thermosphere to the troposphere, are presented in several chapters. Finally, results
on global aspects of the solar cycle, long-term variations, and comparison with an-
thropogenic climate change are covered.

This book addresses researchers and students who are interested in actual results
on solar cycle and long term variations in the atmosphere. The chapters are written
by lead scientists from nearly all major German research institutions where the ter-
restrial atmosphere is investigated. A brief introduction is provided at the beginning
of each chapter to familiarise a broader community with the scientific background.
Each chapter was subject to an international peer review process to ensure high
quality.

In the name of the German CAWSES community I thank the German Research
Foundation for funding the CAWSES priority program. We appreciated the con-
structive and stimulating support from the reviewers, some of whom accompanied
our program for the entire six years. As speaker of this program I would like to
express my appreciation for all the activities, excitement, and success being cre-
ated in various groups. Perhaps most important, many students were involved and
contributed to the enthusiasm when working on a wide range of scientific topics of
solar-terrestrial physics. I thank Dr. Norbert Engler and Monika Rosenthal for their
excellent assistance when compiling this book.

Kiihlungsborn Franz-Josef Liibken
February 2012
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Chapter 1
Scientific Summary of the German CAWSES
Priority Program

Franz-Josef Liibken

Abstract The German Research Foundation (Deutsche Forschungsgemeinschaft,
DFG) launched a ‘priority program’ (Schwerpunktprogramm, SPP) focusing on
science topics related to CAWSES (Climate And Weather of the Sun Earth Sys-
tem) which refers to a program of the international SCOSTEP organization (Scien-
tific Committee on Solar-Terrestrial Physics). The CAWSES-SPP ran from 2005 to
2011. In 31 chapters, this book presents the scientific highlights from 28 projects
supported under a total of 93 individual grants. This chapter summarizes some im-
portant results from this book and puts them into a CAWSES program perspective.
Long-term trends and solar cycle variations in various parameters are studied in ba-
sically all chapters. Five chapters cover the evolution of solar radiation, its effect on
galactic cosmic rays (GCR), and their potential impact on cloud droplets in the tro-
posphere. Four chapters concentrate on the direct effect of solar radiation on trace
gases, mainly on ozone and water vapor in the stratosphere and mesosphere. Precipi-
tating particles of solar or geomagnetic origin modify the upper atmosphere directly.
They also produce photochemically active species which can be transported down-
ward and significantly affect the mesosphere and upper stratosphere. This aspect
is studied in seven chapters. Microphysical aspects of mesospheric ice clouds, and
their short and long-term variation, are studied in three chapters. Planetary waves
and gravity waves (including tides) play a key role in distributing and modifying a
signal being imposed somewhere in the atmosphere by, for example, the solar cy-
cle. Physical details of this process and implications of wave morphology for the
entire atmosphere, from the thermosphere to the troposphere, are presented in eight
chapters. Finally, results on global aspects of the solar cycle and long-term varia-
tions are presented in four chapters. Basically all chapters involve observations and
modeling.
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2 F.-J. Liibken
1.1 Introduction

The purpose of this chapter is to summarize some important scientific results from
the remaining 31 chapters in this book. Considering the quantity and quality of
scientific results presented in more than 600 pages, it is obvious that such a summary
cannot cover all aspects. An important advantage of a concerted scientific action like
this priority program of the German Research Foundation is that various groups with
different expertise worked together on a common research topic. Indeed, basically
all groups involved in the CAWSES-SPP had collaborations with other groups, thus
creating substantial synergy effects. Some of the cross-references to other chapters
in this book are explicitly mentioned in the text, while others are obvious from the
context. Although CAWSES-SPP was primarily a German program, all projects had
strong cooperations with several international research institutes.

The aim of CAWSES is a better understanding of the influence of the Sun on
the terrestrial atmosphere on time scales from hours to centuries. The focus of the
CAWSES-SPP was on scientific problems dealing with important aspects of the
solar-terrestrial system. The Sun influences the atmosphere through the absorption
of radiation and energetic particles, through the generation and modification of pho-
tochemically active trace gases, and through the generation of waves, including
tides. The physical and chemical processes involved are coupled through various
complicated mechanisms. Although the total solar irradiance fluctuates by less than
0.1 %, the solar impact on the terrestrial atmosphere can be significant, in partic-
ular in the upper atmosphere where the highly variable energetic part of the solar
spectrum is absorbed. A local disturbance can be distributed over large vertical and
horizontal distances through various coupling mechanisms such as transport of trace
gases and propagation of waves. Figure 1.1 highlights some of the basic processes
and important coupling mechanisms involved.

Medium and long-term variation of solar activity and its influence on the ter-
restrial atmosphere is also relevant to assess the importance of natural processes in
long-term trends in comparison with anthropogenic influences. The following topics
were investigated in the scope of this priority program:

e Characterization of the variability of solar forcing by electromagnetic radiation
and by impact of energetic particles.

e Analysis of solar forcing on the thermal, dynamical, electro-dynamical, and com-
positional structure of the atmosphere in the height range from the upper tropo-
sphere to the lower thermosphere and on time scales from hours to centuries. This
includes investigation of neutral gas, plasma, and aerosols.

e Investigation of the coupling mechanisms in the atmosphere, including transport
of trace gases, and generation, propagation and destruction of waves (e.g., plane-
tary waves, gravity waves, tides, turbulence).

e Identification and understanding of solar signals in atmospheric parameters which
are not directly influenced by the Sun, including a study of the relevant physical
and photochemical processes.

e Comparison of solar induced long-term variations with anthropogenic climate
change.
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Fig. 1.1 Some fundamental physical/chemical processes of solar activity and coupling mecha-
nisms affecting the Earth’s atmosphere. Solar radiation and particles affect the terrestrial atmo-
sphere from the thermosphere to the ground. Various coupling mechanisms exist which can dis-
tribute and modify the solar signal over large spatial scales. Several of these processes are studied
in the CAWSES priority program. From Liibken et al., J. Geophys. Res., 2010 (Copyright by Amer-
ican Geophysical Union)

Although space weather was not an explicit topic in the priority program, several
results are highly relevant to this issue, for example tropospheric processes creating
thermospheric tides which affect satellite orbits. This summary is organized accord-
ing to the main topics covered in this book, namely

. Solar radiation, heliosphere, and galactic cosmic rays (Chaps. 2 to 6)
. Solar influence on trace gases (Chaps. 7, 8, 9, 10)

. Thermosphere, energetic particles, and ionization (Chaps. 11 to 17)

. Mesospheric ice clouds (Chaps. 18, 19, 20)

. Gravity waves, planetary waves, and tides (Chaps. 21 to 28)

. Large-scale coupling (Chaps. 29, 30, 31, 32)

AN R W=

For practical reasons, citations given in the chapters are not repeated here.
Acronyms are listed at the end of the book.

1.2 Solar Radiation, Heliosphere, and Galactic Cosmic Rays

The first five chapters cover solar radiation and the modulation of galactic cosmic
ray flux in the heliosphere and its potential impact on the troposphere. Solar vari-
ability is the most important external driver of climate. The reconstruction of total
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solar irradiance (TSI) and spectral solar irradiance (SSI) is important for a reliable
evaluation of the connection between solar variability and Earth’s climate. Unfortu-
nately, our information about TSI and SSI is insufficient, increasingly so when going
back in time. Satellite measurements are performed only since 1978, and telescope
measurements of sunspots are available since 1610. Before that, cosmogenic iso-
topes such as '“C and '°Be are used as indirect indicators of solar variability. As is
shown by Krivova et al. (Chap. 2) the physics-based SATIRE model reproduces TSI
to an accuracy of a few percent if compared to satellite observations. It is confirmed
that TSI has increased by ~1.25 W/m? since the Maunder minimum (Fig. 1.2). Sur-
prisingly, the contribution of UV radiation to the solar cycle TSI variation is higher
than previously considered. This has potential impact on the effect of solar cycle
and long-term solar effects in the atmosphere.

The EUV and UV parts of the solar spectrum are absorbed in the meso-
sphere/lower thermosphere (MLT) and stratosphere, respectively. Therefore, a com-
prehensive study of the effect of solar radiation on photochemistry and composition
requires measurements (or models) of spectrally resolved solar irradiance.

Weber et al. (Chap. 3) analyze SSI variations during the solar storm in October
2003 (‘Halloween storm’) and during solar cycles 21 to 23. Amongst others, they
use first measurements of daily spectral solar irradiance from the UV to the near
infrared from the SCIAMACHY satellite. During the Halloween storm, the irradi-
ances in the near UV (above 300 nm), visible, and near IR are reduced(!) by about
0.4 %, which is in agreement with TSI reduction by the same amount observed
by others. This reduction is much larger compared to solar cycle variations of TSI
which is only ~0.1 %. The SCIAMACHY observations are compared to the net
effect of brightening by faculae and darkening by sunspots, respectively. These fea-
tures on the solar surface are described by solar proxies, namely Mg-II and sunspots,
respectively. It is shown that proxy based models underestimate solar cycle changes
in the UV. This challenges the application of solar proxies in chemistry models and
highlights the importance of long-term measurements of SSI.

The effect of solar radiation on trace gases is investigated in several chapters.
Solar rotation with a period of 27 days leads to variation of UV radiation (here
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205 nm) which photolysis O, and thereby affects ozone. From observations by
SCIAMACHY Weber et al. find only a small 27-d signal during solar cycle 23
(0.2 % ozone change for a 1 % change in UV radiation). The effect is not persistent
in time.

The Sun modulates galactic cosmic rays (GCR) entering the solar system. GCR
create cosmogenic isotopes such as '“C and !“Be. Speculations that GCR could
affect climate directly through cloud production are controversially discussed in
the literature. Fichtner et al. (Chap. 4) investigate in detail the modulation of GCR
when entering the heliosphere, magnetosphere, and the terrestrial atmosphere. They
show, for example, that the production of '°Be depends on various time-dependent
parameters most of which are not known accurately enough. The uncertainties of
various cross sections alone result in an uncertainty of the production rate of '°Be
by ~25 %. This has potential implications for the retrieval of long-term climate
records from cosmogenic isotopes.

Rohs et al. (Chap. 5) try to identify the GCR effect on clouds by studying MIPAS
cloud parameters relative to neutron count data indicative for GCR. They concen-
trate on six events of strong solar eruptions (‘coronal mass ejections’) where the
interaction of solar wind with GCR particles leads to a significant decrease of GCR
(‘Forbush decreases’). Even for these strong events they found no, or only a weak
correlation between GCR and high clouds. Still, considering the entire data set they
conclude that a GCR effect on clouds cannot be excluded at this point.

The impact of solar radiation via cosmic rays is believed to be introduced through
particle charging affecting cloud formation. Unfortunately, many steps are involved
from the charging of nuclei and droplets to cloud formation. Little is known quan-
titatively about the physical mechanisms involved. Rzesanke et al. (Chap. 6) per-
formed laboratory studies to characterize the influence of charges on the micro-
physics of cloud droplets. They quantify the enhanced scavenging of aerosol par-
ticles by charged cloud droplets and measure the size dependent contact freezing
probabilities. They also found a substantial decrease of saturation vapor pressure in
the vicinity of charged droplets which has so far not been taken into account in cloud
modeling. These laboratory results are important not only for tropospheric clouds
but also for ice particles in the mesosphere.

1.3 Solar Influence on Trace Gases

Four chapters cover the direct solar effect on trace gases in the middle atmosphere.
More contributions to solar modulation of trace gases are described in Sect. 1.4.
Ground-based microwave radiometry allows ozone and water vapor in the strato-
sphere and mesosphere to be measured nearly continuously. Some observations ex-
ist for several years which allows study of the impact of solar radiation on these trace
gases on time scales from days to solar cycle. Hartogh et al. (Chap. 7) present wa-
ter vapor and ozone measurements at high and middle latitudes (69°N and 52°N).
They find an anti-correlation between H>O and solar activity in the winter meso-
sphere, which is expected since enhanced photo-dissociation by Ly, during solar
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maximum destroys water vapor. This anti-correlation is also present in summer but
is much weaker and only in the uppermost part of the height range covered by the
instrument (~70-80 km). Below that altitude the correlation is positive in summer,
which is explained by increased up-welling from the ‘moist’ stratosphere, and/or by
additional photochemical sources for HyO (autocatalytic production). Water vapor
shows a general decrease since 1996 in the mesosphere, both in summer and winter.
This is surprising since an increase of H>O is generally expected due to the increase
of methane in the troposphere (source for H>O in the mesosphere).

Palm et al. (Chap. 8) present ground based microwave observations of ozone at
Spitsbergen (78°N) on time scales from days to months. As is well known, meso-
spheric ozone concentration is larger during night since it is destroyed by photolysis
during day. The authors perform a detailed analysis by measuring ozone as a func-
tion of solar zenith angle. Even in polar summer (when the Sun is above the horizon
all day) a diurnal variation is observed which is explained by the wavelength de-
pendent attenuation of UV radiation destroying ozone. The situation is complicated
by the fact that UV radiation also produces ozone by generating atomic oxygen
through photo-dissociation of O, (atomic oxygen is a key substance in the pro-
duction of ozone). During the solar storm in October/November 2003 (‘Halloween
storm’) they measure details of a strong ozone decrease (by up to 60 %) in the meso-
sphere and upper stratosphere. In short, ionization by solar protons produces HO,
which destroys ozone (see next section for more details). Since HO, is short-lived,
this effect disappears shortly after the solar storm is over.

Sinnhuber et al. (Chap. 9) construct a new long-term ozone data set using various
measurements from satellites and data assimilation. This data set reproduces ozone
variability on intra-seasonal time scales much better compared to ECMWF ERA-40
reanalysis. The data set is analyzed, concentrating on winter at high latitudes. Sys-
tematic variations (‘anomalies’) related to changes in the Northern Annular Mode
(NAM) are detected. NAM describes a large-scale pressure and circulation pattern
in the North Atlantic. Positive NAM index is associated with stronger, colder polar
vortex, and reduced ozone, whereas a negative NAM index is associated with a dis-
turbed polar vortex and intrusion of ozone rich air from lower latitudes. Anomalies
in the autumn polar vortex and related Arctic ozone variations may persist for sev-
eral months and may propagate downward from the stratosphere to the troposphere
(Fig. 1.3). However, this signal may be distorted by tropospheric events propagat-
ing into the stratosphere. It is therefore not surprising that an earlier observation of
an unexpected (and unexplained) correlation between ozone in autumn and ozone in
spring is not confirmed. The new data set is also used to study long-term and decadal
ozone trends, which are of general importance for trends in the middle atmosphere
(see, for example, Chap. 18). On global scales total ozone has decreased by roughly
0.1-0.3 %l/year in the period 1979-1999 (much stronger at SH polar latitudes), and
has increased by up to 0.3 %/year thereafter (2000-2007). Interestingly, this change
of trends is not only due to anthropogenic effects in gas-phase chemistry (including
ozone destroying trace gases) and polar heterogeneous chemistry, but also due to
climatological changes in meteorology (transport and temperatures).
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Fig. 1.3 Ozone anomalies (in percent relative to average conditions) north of 65°N relative to
the beginning of a weak vortex (day 0). If the vortex is weak (negative NAM) ozone rich air
from mid latitudes enters the polar region. The temporal/spatial characteristics of the anomaly is
determined by a complex interaction of photochemistry and dynamics. The anomaly propagates
from the stratosphere to the upper troposphere and is visible for several months. From Sinnhuber
et al. (Chap. 9)

Kaufmann et al. (Chap. 10) deduce atomic hydrogen at ~80-95 km from mea-
surements of hydroxyl (OH) by SCIAMACHY and ozone by GOMOS. They con-
centrate on equatorial latitudes and find an ~8 % increase of hydrogen from 2002 to
2008, i.e., in the declining phase of the solar cycle. They confirm that chemical heat-
ing rates are on the order of 4-10 K/day which is important for the energy budget at
these altitudes. Heating rates have decreased from 2002 to 2008, which needs to be
taken into account when studying solar induced long-term temperature variations in
the MLT region.

1.4 Thermosphere, Energetic Particles, Ionization, and Impact
on Trace Gases

From CHAMP measurements Liihr and Marker (Chap. 11) find significant local
density enhancements (up to nearly doubling) in the upper thermosphere (~400 km)
at high latitudes. Combining these observations with EISCAT measurements they
provide an explanation of these enhancements which involves a chain of processes
originating from soft-energy particle precipitation, Joule heating caused by small-
scale field-aligned currents, increasing temperatures, and finally an upwelling of
‘molecular-rich’ air from below. The amplitude of the enhancement increases with
solar flux. This demonstrates that solar activity can influence thermospheric back-
ground not only by absorption of EUV radiation but also by rather indirect effects.
Satellite observations now allow to study ionospheric effects on planetary scales.
Arras et al. (Chap. 12) use GPS measurements by CHAMP and other satellites to
derive, for the first time, a global and comprehensive coverage of sporadic E-layers
(Ey), i.e., an enhancement of ionization at ~110 km altitude. They find maximum
occurrence during daytime at mid latitudes of the summer hemisphere. The current
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theory of E; formation is based on vertical convergence of ions and electrons caused
by v x B-forces originating from horizontal winds and the horizontal component of
Earth’s magnetic field. The authors support this theory by combining the morphol-
ogy of E; with observations of tidal parameters by meteor radars.

As is shown in several chapters, ion chemistry can significantly affect trace gases
in the middle atmosphere (see below). It is therefore important for models to have a
good representation of ionization. For the first time Wissing et al. (Chap. 13) present
a 3D ionization model (AIMOS) based on satellite observations of energetic parti-
cles. AIMOS considers electrons, protons, and alpha particles. It combines solar
and geomagnetic sources over a wide range of energies. The model is tested and
improved by using observations from EISCAT. It turns out that ignoring some ion-
ization processes (e.g., particles during the night) may lead to a substantial underes-
timate of electron densities, which may have severe consequences for ion chemistry
modeling.

As has been mentioned above, high-quality radar measurements by EISCAT
strongly supported the development of models and the interpretation of satellite
observations. Rottger et al. (Chap. 14) summarize the operation of EISCAT and
present the main scientific highlights where EISCAT contributed. There are several
examples where the combination of EISCAT observations and models led to a better
understanding of the physical/chemical processes involved.

It is known since several years that photochemically active species, being pro-
duced in the lower thermosphere and mesosphere, may be transported into the strato-
sphere where they significantly alter the concentration of trace gases such as ozone.
In Chaps. 15 and 16 by Reddmann et al. and Sinnhuber et al., respectively, new
measurements from MIPAS and simulations by various models are used to study
this important coupling mechanism. Some new and crucial details are identified. It
is important to realize that particles with different energies ionize the polar atmo-
sphere at different altitudes. For example, regular low energy electrons leading to
auroras are absorbed in the MLT region, whereas high energy protons during so-
lar proton events (SPEs) penetrate into the stratosphere. Both produce ions, which
lead to photochemically active gases such as NO, (=N + NO + NO,) and HO,
(= OH + H + HO,) destroying ozone. The relative importance and the altitude de-
pendence of photochemical effects and their influence on trace gases are studied in
these chapters.

Auroral electrons are much more frequent than SPEs but are commonly not
considered to be important for stratospheric chemistry because they are absorbed
at higher altitudes. However, during polar winter NO, is transported downward
to stratospheric altitudes. The photochemical lifetime of NO, is large (weeks to
months) because sunlight destroying NO, is absent. In total, NO, intrusions from
the MLT region are likely to be more important for the chemical state of the mid-
dle atmosphere than SPEs (Fig. 1.4). NO, intrusion can add 5 %—-10 % of the total
global NOy (NOy = all active nitrogen species including NOy). At high latitudes,
ozone is reduced by up to 50 % in the middle atmosphere, and total ozone is reduced
by about 20 Dobson units. The effect lasts for several months. More important de-
tails are described in these chapters. For example, ion chemistry plays a crucial role
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Fig. 1.4 MIPAS observations of NO, (NO + NO3) in the polar night. The color bar gives NO,
mixing ratios in ppb. The black lines are isolines of the CO mixing ratio for 0.25, 1.5 and 5 ppm,
indicating transport. A large solar proton event in late October 2003 caused a significant enhance-
ment of NO,.. However, even more NO, is transported from the thermosphere to the stratosphere
in January and February 2004 due to high geomagnetic activity which is not directly related to the
SPE

in explaining the conversion of HCl to other chlorine species affecting ozone. Other
photochemically active gases, such as HNO3, are formed during SPEs. For the first
time, an enhancement of H,O» during a SPE was observed by MIPAS.

The downward transport of species from the lower thermosphere to the strato-
sphere depends on the general circulation of the atmosphere and thereby on gravity
waves (see Sect. 1.6). This allows use of NO, observations in the middle atmo-
sphere to validate models which use different parameterizations for gravity waves.
This topic was also covered in the HEPPA model comparison initiative. In summary,
the transport of photochemically active gases from the thermosphere to the strato-
sphere is an important coupling process in the atmosphere which, amongst others,
depends on dynamical coupling.

Baumgdirtner et al. (Chap. 17) applied a whole-atmosphere model (MESSy), in-
cluding various extensions, to study in detail particle precipitation effects in the
entire atmosphere. Surprisingly, they find (in the NH winter) localized effects of ge-
omagnetic activity from the MLT region all the way down to the troposphere(!), both
in observations (ERA-40) and in the model. Sensitivity studies were performed to
identify the physical mechanism which involves the production of NO,, ozone de-
struction, heating of the stratosphere due to the reduction of IR cooling, and finally a
modification of the polar vortex related to a stronger NAM index (stronger vortex) at
high geomagnetic activity. In the troposphere NAM anomalies are related to weather
anomalies. Further studies are required to confirm the effect of geomagnetic activity
in the entire atmosphere and to better understand details of the proposed mechanism.

1.5 Mesospheric Ice Clouds

Mesospheric ice clouds are very sensitive to background conditions, in particular to
temperatures, and are therefore suitable to improve our understanding of the middle
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Fig. 1.5 Temperature trends from the LIMA model in the mesosphere (70 km) over Kiihlungsborn
(54°N, 12°E) in summer. The trend is not uniform in time. Various long-term variations contribute
to the total trend, namely CO; (red), ozone in the upper stratosphere/lower mesosphere (blue),
and ozone in the rest of the stratosphere (difference between black and green curve). LIMA trends
nicely agree with various observations (SSU satellites, lidars, phase heights etc.). More details and
trends in mesospheric ice clouds are presented by Liibken et al. (Chap. 18)

atmosphere, to test models, and to study potential long-term changes. This topic is
covered in three chapters. Long-term variations of noctilucent clouds (NLCs) and
the background atmosphere are analyzed by Liibken et al. (Chap. 18). They present
LIMA model studies, which include the effects of the stratosphere and of green-
house gas trends (CO, and O3) on the mesosphere. At lower altitudes, i.e. from the
ground to ~35 km, LIMA adapts to the real atmosphere from ECMWF analysis
which introduces year-to-year variations. It turns out that atmospheric shrinking in
the stratosphere alone (i.e., no CO; and O3 trends in the mesosphere) causes a sig-
nificant trend in the mesosphere. In general, temperature trends are negative in the
stratosphere and mesosphere, but they are positive in the summer polar mesopause
region which includes the upper part of the ice particle regime. This complicates
a simple prediction of long-term temperature trends on NLCs. LIMA is able to
reproduce long-term variations of polar mesospheric clouds (PMCs) observed by
SBUV. Temperature trends are not uniform in time but vary on decadal time scales
(Fig. 1.5). Stratospheric ozone contributes significantly to this time variation of
trends. The background atmosphere (temperature and water vapor) is modulated by
the solar cycle which also influences NLC. However, natural year-to-year variability
can destroy a simple (anti-)correlation. This is consistent with lidar observations at
ALOMAR which do not show a clear anti-correlation between solar cycle and NLC.

Rapp et al. (Chap. 19) study in detail the effects of charged aerosols on radar re-
turns coming from the D region. They consider mesospheric smoke particles (MSP)
which are believed to act as condensation nuclei for ice clouds. For the first time
MSP particles were identified in the spectral shape of the backscattered signal of
EISCAT radars in Northern Scandinavia and from the Arecibo radar in Puerto Rico.
The S/N ratio for the latter is so strong that it allowed height profiles of particle radii
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(typically » = 0.8—1 nm) and number densities (N = 10-1000/ccm) to be deduced.
These numbers are consistent with the theory of meteor ablation. Regarding meso-
spheric ice clouds, they derive particle properties by analyzing the signal strength
from EISCAT radars at three frequencies applying an established theory for ice par-
ticle affecting radar echoes known as ‘polar mesosphere summer echoes’ (PMSE).
The observations confirm the PMSE theory and give ice particle radii of 10-60 nm
which nicely agrees with lidar and satellite measurements of PMCs. These results
promise a new direction in MLT research, namely aerosol particle studies by radars.

Von Savigny et al. (Chap. 20) investigate a significant reduction of satellite based
detection of PMCs during a solar proton event (SPE). Various processes were con-
sidered, for example Joule heating, but cannot explain this event. Instead, a potential
candidate has been studied in detail by KMCM modeling, namely dynamical heat-
ing caused by gravity wave filtering at lower heights, induced by reduced zonal
winds caused by SPE destruction of ozone. Indeed, this process can explain most,
but not all, of the observed features of PMC reduction. The authors also discuss the
recently discovered 27-day solar cycle signature in PMCs, which is generated sim-
ilarly to the solar cycle effect on NLCs: larger solar activity implies less favorable
conditions for ice particles because it is warmer and water vapor is less abundant
because it is destroyed by photo-dissociation.

1.6 Gravity Waves, Planetary Waves, and Tides

Hydrodynamical waves play a key role in understanding the thermal and dynamical
state of the terrestrial atmosphere. They can transport momentum, energy, and trace
gases over large distances and may cause drastic deviations from the state without
waves. For example, wave driven circulation pushes the summer mesopause at high
latitudes away from radiative equilibrium by approximately 100 K(!) and makes it
the coldest place in the Earth’s atmosphere, despite permanent sunshine. Unfortu-
nately, measurements of waves are complicated and sparse. Global scale models
use crude parameterizations to describe the impact of these waves. Several chapters
cover the role of gravity waves, planetary waves, and tides for the mean state and
also for the variability of the atmosphere from the ground to the thermosphere.

Ern et al. (Chap. 21) present the first multi-year global data set of gravity wave
parameters from satellite observations complemented by long-term local measure-
ments by radars. In the lower stratosphere, GW induced temperature fluctuations
are largest in the high latitude winter season, and in the sub-tropics of the summer
hemisphere (Fig. 1.6). Some GW sources are identified, e.g., winds over mountains
or deep convection. The quasi-biennial oscillation (QBO) modifies GW activity not
only in the stratosphere but also at higher altitudes. There is some weak and non-
conclusive evidence for solar cycle variations of GW activity in the stratosphere.
These GW observations have been implemented in a GCM model to study the im-
pact of the associated drag on the basic state of the atmosphere. Furthermore, ray
tracing studies have been performed to investigate the propagation characteristics
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Fig. 1.6 Time series of zonal average gravity momentum flux at 25 km from SABER for gravity
waves with A, = 4-25 km. Activity is enhanced in the summer subtropics and at the locations of
the winter polar night jets. Note that the subtropical maxima are larger every other year, especially
in the northern hemisphere. More precisely they are modulated by the quasi-biennial oscillation
(QBO). From Ern et al. (Chap. 21)

of GW. It turns out that GW may propagate large horizontal distances when travel-
ing from the troposphere to the mesosphere. This study shows that many assump-
tions made in models using standard GW parameterizations are too simple and need
to be improved. Gravity waves can be important even for the troposphere. That is
why some constraints regarding non-orographic GW drag schemes have been im-
plemented in the ECMWF weather forecast model.

Compared to satellites, radars measure waves with higher vertical and temporal
resolution, but are constrained to few locations. Singer et al. (Chap. 22) present a
study on long-term wind variations in the MLT region at 54°N and 69°N. They find
strong maximum wave activity in winter and a smaller maximum in summer which
is explained by filtering of GW at lower heights. In summer, GW activity is larger
at middle latitudes compared to high latitudes. Applying the KMCM model which
includes GW generation, filtering, and damping, this is explained by the latitudinal
variation of zonal winds causing differences in GW filtering. Winds in the MLT
region at 69°N increase with solar activity and vary by as much as 6—8 m/s during the
solar cycle. Using 20 years of wind measurements at 54°N a long-term enhancement
of westward (eastward) directed winds in the summer MLT at ~70-80 km (80—
90 km) by up to 1 m/s/year is detected. The wind trend at ~75 km causes some
GW trends at higher altitudes. It is also shown that zonal winds at ~85 km regularly
reverse during sudden stratospheric warmings, a feature which is not well captured
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in GCM models. Wind reversals can also be induced by strong solar proton events,
in particular regarding meridional winds.

Gravity waves lead to temperature variations of the background atmosphere. This
alters radiative cooling/heating rates at infrared wavelengths. By considering non-
LTE effects Kutepov et al. (Chap. 23) show that gravity waves can thereby enhance
cooling around the mesopause. The effect is small in summer (<—1 K/day) but may
be substantial in the winter hemisphere (up to —4 K/day).

Ozone in the winter stratosphere is not completely zonally symmetric because
of large-scale disturbances and heterogeneous chemistry. This zonally asymmetric
component in ozone (called O%) induces asymmetries in heating and cooling, which
in turn excites planetary waves. Gabriel et al. (Chap. 24) analyze in detail phys-
ical details of this process and show that these waves may influence not only the
entire stratosphere but also (by propagation and non-linear interaction) the meso-
sphere and the troposphere. For example, the geopotential height of the 1000 hPa
pressure level (i.e., near the Earth’s surface) may vary by up to 30 m which is
+20-30 % of the undisturbed values. Interestingly the zonally asymmetric com-
ponent in ozone has increased substantially in the last 40 years (Fig. 1.7) which
(through dynamical coupling involving planetary waves) introduces long-term vari-
ations in the stratosphere, mesosphere, and even in the troposphere. This is another
example of a coupling mechanism from above to below.

The effect of gravity waves in the highly dissipative regime above the turbopause
has largely been ignored in the past because the effects were believed to be small
and parameterizations were not yet available. As is shown by Yigit and Medvedev
(Chap. 25) dissipating gravity waves contribute significantly to the thermal and
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Fig. 1.8 Upper panel: DE3 tidal component of relative density modulation observed by CHAMP
close to 400 km. Lower panel: model calculations (Hough mode extensions) of the DE3 tide at the
same altitude based on observations by TIMED in the MLT. From Hdusler et al. (Chap. 26)

dynamical state of the lower thermosphere, in particular at high latitudes. Here the
momentum deposition due to gravity waves is comparable to ion drag. The net ther-
mal effect is cooling by downward heat conduction. Future GCM modeling studies
of the thermosphere will have to consider this substantial contribution from gravity
waves originating at lower heights.

Tides are global scale oscillations with main periods of 24 h and 12 h. They
are called ‘non-migrating’ if the disturbance does not follow the apparent motion
of the Sun around the Earth. Atmospheric tides have been known for a long time,
but several exciting and unexpected results have been discovered in recent years.
As is shown by Hdusler et al. (Chap. 26) non-migrating tides (here the eastward
propagating diurnal tide with zonal wavenumber 3, labeled DE3) being excited in
the troposphere by strong regional latent heat release can propagate all the way
into the mesosphere and even into the upper thermosphere. Such tides have not
been expected in the upper thermosphere since the main sources are in the tropo-
sphere/stratosphere and dissipation in the lower thermosphere hinders propagation.
However, they are observed by satellites. Upper atmosphere tides are identified in
various observations such as winds up to 105 km by TIDI, temperatures at ~100 km
by SABER, nitric oxide concentration at 100—150 km by SNOE, and mass density
and winds at ~400 km from CHAMP (Fig. 1.8). Tidal signatures are also identi-
fied in several ionospheric components. The physical explanation is supported by
applying Hough mode extensions (HME) which is a theoretical representation of
tides obtained through assimilation of measurements. HME range way into the up-
per thermosphere and thereby allow interpretation of CHAMP observations. This
chapter demonstrates another important and yet unexplored coupling process from
the troposphere through the mesosphere all the way into the upper thermosphere.

More details of the propagation of tides and their interaction with planetary
and gravity waves is presented in a theoretical study by Achatz et al. (Chap. 27).
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Different from classic GW parameterizations, they include time-dependent back-
ground conditions and horizontal refraction of waves. The former leads to a dis-
appearance of critical layers and thereby drastically decreases damping of tides by
GWs. Planetary waves can lead to a non-migrating tidal component in the meso-
sphere caused by migrating forcing in the troposphere.

Trends and solar cycle effects in mesospheric waves, winds, and temperatures in
the upper mesosphere are studied by Offermann and Koppmann (Chap. 28) applying
mainly ground based measurements of OH temperatures and satellite observations
of winds and temperatures. In their 1987-2008 data set of OH temperatures (alti-
tude: ~87 km) they find a significant solar cycle signal of ~3.5 K/100 SFU (.e.,
approximately 5 K during a solar cycle) and an annual mean temperature decrease
of —0.23 K/y with rather small trends in summer. Note, that the total variation of
solar radiation throughout a solar cycle is approximately 150 SFU. The length of
the summer season increases by approximately 1.2 days/year. It is suggested that
these changes are related to trends in dynamic parameters (gravity wave activity,
winds, quasi-two day waves) which points to a long-term trend in the large-scale
circulation.

1.7 Large-Scale Coupling

Several papers study the solar impact in the atmosphere on global dimensions and
on time scales from decades to thousands of years. This includes the direct impact of
solar irradiance variations from the troposphere to the MLT region, but also dynami-
cal feedback mechanisms, for example by planetary and gravity waves affecting the
mean circulation.

Langematz et al. (Chap. 29) study the solar impact (including precipitating parti-
cles) on the Earth’s atmosphere from decadal to millennium time scales applying so-
phisticated models and observations. They concentrate on stratospheric ozone, tem-
peratures, and winds and their impact on tropospheric weather and climate. From
solar minimum to maximum, ozone in the stratosphere increases by approximately
1.5-3 % (similar to the effect of man-made halo-carbons) and temperatures increase
by 0.6-1.2 K (note that Fig. 1.9 shows the ozone changes per 100 SFU). It is con-
firmed that these stratospheric changes can cause effects in the troposphere purely
by dynamical feedback processes (Fig. 1.9). From solar minimum to maximum, the
geopotential height of the 700 hPa level increases by as much as 25 m, which is as-
sociated with a poleward shift of the tropospheric jet stream. Local temperatures in
the lower troposphere (850 hPa) increase by as much as 1.5-2 K. Regarding centen-
nial time scales, it is well known that TSI, SSI, and greenhouse gas concentrations
have increased since the Maunder Minimum (1645-1715). During this phase of ex-
tremely low solar activity, annual global mean temperatures were lower in the upper
troposphere and stratosphere by ~0.4 K compared to pre-industrial times. The po-
lar vortex was weaker. At the Earth’s surface the TSI increase and natural variability
(volcanoes) cause some effects, but the strong temperature increase from industrial-
ization onwards is mainly caused by the increase of GHG concentrations.
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Fig. 1.9 Left panel: Variation of annual mean ozone per 100 units of solar F10.7 cm flux (= Sun
flux units = SFU). Right panel: Temperature variation in the lower troposphere (at 850 hPa) per
100 SFU. The distribution of the signal is indicative of an enhancement of the AO index (stronger
vortex), associated with a cooling of the polar areas and a warming of middle/southern Europe and
eastern Eurasia during solar maximum. From Langematz et al. (Chap. 29)

Several years ago large solar influences in some parts of the stratosphere were
identified if the years were grouped according to the phase of the QBO (east or
west). In the meantime the data base has been extended to 70 years and the solar
impact is fully confirmed (see Labitzke and Kunze, Chap. 30). During summer and
for QBO-east the solar signal in the tropics/sub-tropics at 30 hPa is highly signif-
icant and large, namely an increase of up to 2.4 K from solar minimum to solar
maximum. During Arctic winter the situation is more complicated because of much
larger natural variability. It is therefore difficult to derive trends, even more so if the
trend changes in time. Still, after grouping into QBO-east/west, a clear and signif-
icant correlation between the geopotential height of the 30 hPa level and solar flux
is observed also in winter. Based on 70 years of observations and after selecting
for QBO-east, this height is found to increase by as much as ~1000 m from solar
minimum to maximum. Significant progress has been made in recent years in iden-
tifying a physical mechanism for the QBO/solar-cycle relationship and its effect on
stratospheric temperatures. Still, the effect cannot be reproduced to its full extent in
models (see below).

A comprehensive analysis of solar effects in the entire atmosphere is performed
by Schmidt et al. (Chap. 31) applying AOGCM models, even considering the ocean.
A ‘secondary maximum’ of solar response is found in the equatorial lower strato-
spheric ozone and temperatures which, however, may easily be obscured by variabil-
ity stemming from ENSO. The 27-d variation of solar radiation leaves a clear signal
in the stratosphere and mesosphere, but is intermittent for not identified reasons.
From solar cycle minimum to maximum a 3 K temperature and 7 % ozone increase
at the mesopause is detected. Values in the stratosphere are generally smaller (~0.2—
0.3 K between 100 hPa and 10 hPa). Attempts to identify the physical mechanisms
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relating QBO and solar cycle influence on the stratosphere and troposphere (via
planetary waves and their effects on circulation, see Chap. 30) have been made but
were not conclusive. In general, the signal in the real atmosphere is significantly
larger than in models. Recent satellite observations suggest that solar UV variabil-
ity throughout the solar cycle may be much stronger than previously assumed. This
would presumably have severe impacts on the GCM modulations presented in this
chapter.

A long-term increase of the Brewer-Dobson circulation is expected which re-
duces the transport time of man-made inert trace gases from the troposphere into the
stratosphere, i.e., the ‘age-of-air’ in the stratosphere is expected to decrease. Based
on 30 years of balloon borne measurements of SFg and CO; Stiller et al. (Chap. 32)
show that the age of stratospheric air is approximately 5 years and has increased(!)
with a rate of +0.24 £ 0.22 years/decade. This is contrary to most model results
which predict a reduction(!) by to —0.25 years/decade. The authors present for the
first time global measurements of age-of-air based on satellite observations of SFg
from 2002 to 2010. The values for the age-of-air and its trend are in agreement with
other observations, including the balloon borne observations mentioned above. It is
not clear at the moment how this apparent discrepancy between observations and
GCM models can be solved.

1.8 Concluding Remarks

Some of the more general aspects of the numerous scientific results presented in this
book may be summarized as follows.

e Long-term variations of solar radiation (from solar cycle to centennial time
scales) directly influence the thermosphere, mesosphere, and stratosphere. Even
the troposphere is affected through coupling mechanisms which involve grav-
ity/planetary waves and their influence on the mean circulation. Since the mid of
the 20th century solar activity is larger compared to several hundred years be-
fore. This has contributed to long-term variations in the atmosphere and created,
for example, cold conditions during the Maunder Minimum in the 17th century.
The long-term variation of solar activity also plays a role in more recent climate
issues, although anthropogenic greenhouse gas increase is the most important
driver of current climate. Not only the total solar irradiance but also the varia-
tion in its spectral decomposition have shown unexpected features. In some parts
of the atmosphere, the observed solar modulation is still larger than explained
in models. Some basic features of the physical mechanisms explaining the role
of solar-cycle and QBO interaction in creating relatively large temperature vari-
ations are meanwhile established. Still, there is a mismatch between models and
observations which points to some deficiencies in our understanding.

e Several coupling mechanisms exist and are crucial to understand the reaction of
the atmosphere to external and internal drivers including their temporal/spatial
variability. Coupling exists from above to below and vice versa. For example,
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photochemically active species being created by solar particles and geomagnetic
activity in the thermosphere can be transported down to the stratosphere where
they significantly reduce ozone for an extended period of time. The stratosphere
couples downward by a combination of mechanisms involving trace gases, so-
lar heating, planetary/gravity wave generation, propagation, breaking, and finally
their effect on the general circulation. The transport of trace gases may also be
used to validate circulation models. There are various coupling processes from
below to above. For example, trace gases emitted from anthropogenic activity
propagate to higher altitudes. Planetary waves and gravity waves are typically
excited in the troposphere and propagate through the entire middle atmosphere.
Even thermospheric tides can be generated by tropospheric processes. It is shown
that the parametrization of these waves in models needs to be improved.

e Large trends exist in some parts of the middle atmosphere, much larger compared
to the troposphere. But trends may not be uniform in time. For example, tem-
perature trends on decadal scales in the middle atmosphere vary in time since
several processes with different temporal characteristics are involved. Care must
be taken when deducing trends from too short time series since these ‘short term’
variations (including solar cycle) may play a role.

e It is important to distinguish local from global effects. Some trends and solar
variability effects are important in certain regions only, whereas they may be neg-
ligible on global scales. The effect may propagate from one region to another by
coupling processes.

Many important and new scientific results have been achieved in the CAWSES
priority program. Some old puzzles were solved and some new and surprising re-
sults were discovered. This program has brought together a rather diverse commu-
nity, with expertise ranging from the Sun through the thermosphere, ionosphere,
mesosphere, and stratosphere, down to the troposphere. This concentration of spe-
cialists has created several synergy effects, for example when considering the conse-
quences of solar spectral irradiance variations for atmospheric photochemistry and
dynamics. The CAWSES community in Germany has greatly benefited from the
DFG priority program. We have developed plans to continue this successful coop-
eration within Germany but also with international groups in the future.
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Chapter 2
Models of Solar Total and Spectral Irradiance
Variability of Relevance for Climate Studies

Natalie A. Krivova and Sami K. Solanki

Abstract The variable radiative output of the Sun is a prime external driver of the
Earth’s climate system. Just how effective this driver is has remained relatively un-
certain, however, partly due to missing knowledge on the exact variation of the Sun’s
irradiance over time in different parts of the solar spectrum. Due to the limited length
of the time series of measured irradiance and inconsistencies between different mea-
surements, models of solar irradiance variation are particularly important. Here we
provide an overview of progress over the last half decade in the development and
application of the SATIRE family of models. For the period after 1974, the model
makes use of the full-disc magnetograms of the Sun and reproduces up to 97 % of
the measured irradiance variation. Over this time frame, there is no evidence for
any non-magnetic change in the solar irradiance on time scales longer than about
a day. We have also been able to compute total solar irradiance since the Maunder
minimum and further into the past throughout the whole Holocene. The Sun’s spec-
tral irradiance from the Lyman « line in the UV to the far infrared has also been
reconstructed throughout the telescopic era.

2.1 Introduction

The Earth’s global surface temperature has being growing rapidly over the last
decades [see, e.g., Solomon et al., 2007]. This has in large measure been attributed
to human activity. However, a quantitative assessment of the anthropogenic contri-
bution to the change in climate is still hampered by inadequate understanding of the
relative roles of different climate drivers, both internal and external [e.g., Hansen et
al., 2002, 2005; Jungclaus et al., 2010; Schmidt et al., 2011].

The main external driver of the Earth’s climate system is the solar radiative output
[e.g., Eddy, 1976; Reid, 1987; Hansen, 2000; Bond et al., 2001; Neff et al., 2001;

N.A. Krivova () - S.K. Solanki
Max-Planck-Institut fiir Sonnensystemforschung, 37191 Katlenburg-Lindau, Germany
e-mail: natalie@mps.mpg.de

S.K. Solanki
School of Space Research, Kyung Hee University, Yongin, Gyeonggi 446-701, Korea

F.-J. Liibken (ed.), Climate and Weather of the Sun-Earth System (CAWSES), 19
Springer Atmospheric Sciences,
DOI 10.1007/978-94-007-4348-9_2, © Springer Science+Business Media Dordrecht 2013


mailto:natalie@mps.mpg.de
http://dx.doi.org/10.1007/978-94-007-4348-9_2

20 N.A. Krivova and S.K. Solanki

Hansen et al., 2002; Camp and Tung, 2007; Gray et al., 2010]. The strength of
Sun’s influence and which process plays the main role remain, however, unclear.
Variations in solar total and/or spectral irradiance are the prime suspects. Solar total
(i.e. integrated over all wavelengths) irradiance (TSI) is the total solar energy flux at
the top of the Earth’s atmosphere, and thus any changes in the TSI affect the overall
energy balance of the climate system. Variations in the spectral distribution of the
irradiance, in particular in the UV but also in the visible and IR, have a pronounced
effect on the chemistry and dynamics of the Earth’s atmosphere [e.g., Haigh, 1994,
2007; Haigh et al., 2010; Rozanov et al., 2004; Kodera and Kuroda, 2002, 2005;
Langematz et al., 2005; Matthes et al., 2006; Gray et al., 2010].

Space-based instruments have being monitoring solar total and spectral (SSI)
irradiance since 1978 [e.g., Willson et al., 1981; Frohlich et al., 1997; Floyd et
al., 2003; Willson and Mordvinov, 2003; Skupin et al., 2005; Kopp et al., 2005;
Frohlich, 2006; Harder et al., 2009]. Different mechanisms have been proposed
to explain the observed changes in the irradiance [see review by Domingo et al.,
2009], of which most successful was the modulation by the solar surface magnetic
field. Models assuming that solar brightness changes due to the varying relative
contributions of dark sunspots, bright faculae and the bright network explain over
90 % of the measured TSI variation on time scales of days up to the solar cycle
[Frohlich and Lean, 1997; Fligge et al., 2000; Preminger et al., 2002; Ermolli et
al., 2003; Krivova et al., 2003; Wenzler et al., 2006, 2009; Ball et al., 2011].

Despite the great success of the models in reproducing TSI measurements, a
number of open questions remain, including the presence and the magnitude of the
secular trend in the irradiance during the last 3 cycles [Frohlich, 2009; Scafetta and
Willson, 2009; Krivova et al., 2009a, 201 1a], the absolute level of the TSI [Kopp et
al., 2007; Kopp and Lean, 2011] or the contribution of different spectral ranges to
the irradiance variation [Krivova et al., 2006; Harder et al., 2009; Pagaran et al.,
2009; Morrill et al., 2011].

Understanding the mechanisms of the irradiance variability is not of purely the-
oretical interest. Only when the physical origin of the variation is recognised and
the measured changes are reproduced with high accuracy, can a reconstruction of
the past solar irradiance be trustworthy. Such longer-term reconstructions are pre-
requisites for a reliable evaluation of the connection between solar variability and
the Earth’s climate change, since the time series of direct measurements is just over
30 years long and is too short for this.

Extension of the models back in time poses additional challenges. Available his-
torical data featuring solar activity become sparser and of lower quality when going
further back in time. The magnitude of the secular trend in the irradiance has re-
mained by far the most speculative aspect of long-term reconstructions [cf. Lean et
al., 1992; Hoyt and Schatten, 1993; Zhang et al., 1994; Soon et al., 1996; Mendoza,
1997; Foster, 2004; Wang et al., 2005; Krivova et al., 2007, 2010; Schrijver et al.,
2011; Shapiro et al., 2011].

Here we describe our recent progress in modelling solar irradiance on time scales
of days to millennia using the SATIRE set of models. We refer to Domingo et al.
[2009] for a recent review of different irradiance models on time scales of days
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to the solar cycle. The present paper is structured as follows. Section 2.2 sketches
out essentials of the SATIRE model. Section 2.3 describes our efforts in modelling
solar total and spectral irradiance over the satellite era, whereas Sects. 2.4 and 2.5
deal with reconstructions of solar irradiance for the telescope and pretelescopic eras,
respectively. Section 2.6 summarises the results.

2.2 SATIRE

SATIRE (Spectral And Total IRradiance REconstructions) is a set of routines de-
veloped for calculations of solar irradiance from other magnetic activity proxies
[Solanki et al., 2005; Krivova and Solanki, 2008; Krivova et al., 2011b]. SATIRE is
based on the assumption that all irradiance variation on time scales longer than a day
is entirely due to the changes in the number and distribution of magnetic features
(such as sunspots or faculae) on the solar surface.

Irradiance changes on shorter time scales are dominated by other sources, such
as the p-mode oscillations peaking at a period of around 5 minutes [see review by
Christensen-Dalsgaard, 2002] or solar granulation, i.e. the convective cells on the
surface of the Sun [e.g., Seleznyov et al., 2011] and are not described by the SATIRE.
These variations are, however, of no importance for climate studies. On time scales
related to climate variability, no evidence for other mechanisms of intrinsic (i.e. not
related to changes in the Earth’s orbit) solar irradiance modulation has yet been
provided [see, e.g., Domingo et al., 2009, as well as Sect. 2.3].

Magnetic features that can be observed on the solar surface are divided in
SATIRE into various classes. Sunspot umbrae and sunspot penumbrae, that are
cooler than the surrounding quiet photosphere, appear dark and reduce solar bright-
ness. Faculae and the network (represented by a single component in SATIRE) are
bright. Solar surface essentially free (above the noise and detectability thresholds)
of magnetic field is called ‘the quiet Sun’. Thus, SATIRE currently distinguishes
four different photospheric components.

The brightness of each component is assumed to be time-invariant but depends
(as attested by observations) on the wavelength and the position on the solar disc.
These brightnesses were calculated [Unruh et al., 1999] in the LTE approximation
using the ATLAS9Y code by Kurucz [1993].

The area covered by different features on the solar surface changes with time,
which leads to the irradiance modulation. To describe the surface coverage by each
component and its evolution in time, we employ different observational data. Most
detailed information is provided by the direct measurements of the solar photo-
spheric magnetic field, i.e. by the full-disc magnetograms. The version of SATIRE
which makes use of the magnetograms is called SATIRE-S (S stands for Satellite
era; Krivova et al., 2003; Wenzler et al., 2005, 2006) and is discussed in Sect. 2.3.
Magnetograms with sufficient quality and cadence have been recorded for less than
four decades. Thus reconstructions of solar irradiance over longer periods have to
content themselves with data having lower quality and resolution (both spatial and
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temporal). For the period after 1610, the sunspot number can be employed to recon-
struct the evolution of the solar surface magnetic field and thus irradiance. This is
done in the SATIRE-T (for the Telescope era; Solanki et al., 2002; Balmaceda et
al., 2007; Krivova et al., 2007, 2010) model described in Sect. 2.4. Finally, before
1610 even the sunspot number is not available. Then, concentrations of cosmogenic
isotopes in terrestrial archives can be employed as a proxy of solar magnetic activity
if the effect of the Earth’s magnetic field is taken into account. This is possible for
the Holocene [Solanki et al., 2004; Usoskin et al., 2006a; Vieira and Solanki, 2010].
The SATIRE-M model [Vieira et al., 2011] deals with solar irradiance on millen-
nial time scales (Sect. 2.5). Knowing brightnesses of individual features and their
surface coverage, it is then possible to calculate solar irradiance as the sum of the
contributions of all components.

Since brightnesses of the photospheric components depend on the wavelength,
calculations are done on a grid of wavelengths from 10 to 160000 nm. An integral
over all wavelengths gives the total solar irradiance (TSI). The LTE approximation
involved in calculations of the brightness spectra of photospheric components is not
valid in some spectral lines, mainly in the UV (see also Danilovic et al., 2007, 2011
for an example of SATIRE’s performance in spectral lines in the visible) and be-
low roughly 200-250 nm. The contribution of these short wavelengths to the TSI
is less than 1 % [Krivova et al., 2006] and the computed TSI is still quite accu-
rate. However, the calculated UV fluxes are not reliable. We therefore correct the
model at shorter wavelength in the following way. Krivova and Solanki [2005] and
Krivova et al. [2006] found that SATIRE reproduces quite accurately variations of
solar spectral irradiance in the range between 220 and 240 nm as observed by the
UARS/SUSIM instrument. Thus we have derived empirical relationships between
the measured irradiance in this range and irradiance at other wavelengths covered
by SUSIM (115-410 nm). Applying these relationships to the modelled irradiance
at 220-240 nm, SATIRE is extended down to 115 nm.

2.3 Satellite Era

2.3.1 TSI

Employment of the solar full-disc magnetograms for irradiance modelling turned
out to be very successful in reproducing the measured irradiance variations. Krivova
et al. [2003] and Ball et al. [2011] employed the SOHO/MDI magnetograms and
continuum images to model solar irradiance over the ascending (1996-2002) and
descending (2003-2009) phases of cycle 23, respectively. The model captures 92 to
97 % of the TSI variation (given by the squared correlation coefficient rf, with max-
imum r, values reaching 0.984) measured by the SOHO/VIRGO and SORCE/TIM
instruments (see Fig. 2.1). Employment of the ground-based NSO KP magne-
tograms and continuum images [Wenzler et al., 2004, 2005, 2006] results in a some-
what lower correlation of r. = 0.91 (rc2 = 0.83) over the period 1974-2003. Taking
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Fig. 2.1 TSI measured by SORCE/TIM (green line) and irradiance integrated (Int) over the range
200-1630 nm (i.e. the spectral range covered by SORCE/SIM) as measured by SORCE/SIM (red)
and modelled with SATIRE-S (blue). The Int-SIM and Int-SATIRE curves are shifted in absolute
levels to compensate for the missing contributions from the spectral ranges below 200 nm and
above 1630 nm. Top: daily values; bottom: smoothed to remove short-term fluctuations. Error bars
represent one standard deviation in the long-term stability of Int-SIM and are 0.259 Wm~2 or
212 ppm. This figure is taken from Ball et al. [2011]

into account the significantly lower quality of the ground-based data, which suf-
fer from numerous artefacts, such a good agreement of the model with the mea-
surements provides strong support for surface magnetism as the dominant driver of
irradiance variations on time scales from about a day to the solar cycle.

The space-based TSI measurements started in 1978 and were carried out by a
number of different experiments, whose observing time span partly overlapped.
Each of the instruments suffered from its individual degradation, calibration or
other problems, making a construction of a composite time series nontrivial. The
three currently available composites, PMOD [Frdhlich, 2009], ACRIM [Willson
and Mordvinov, 2003] and IRMB [Dewitte et al., 2004] show significantly different
long-term trends (i.e. differences in the relative irradiance levels during different ac-
tivity minima). This initiated the debate on the presence and magnitude of a secular
trend in the TSI during the satellite era [e.g., Frohlich, 2006, 2009; Scafetta and
Willson, 2009].

Whereas the ACRIM and IRMB composites show an increase in the TSI between
the minima preceding cycles 22 and 23 (though the increase is not statistically sig-
nificant in the IRMB composite), the PMOD composite suggests a slight decrease
(by 0.053 W/m?, given by Fréhlich, 2011, to 0.123 W/m?2, from Frohlich, 2009).
From the minimum in 1996 preceding cycle 22 to the most recent minimum in
2008, TSI has been found to decrease by a further 0.22 to 0.273 W/m? [Frohlich,
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Fig. 2.2 ‘Mixed’ TSI composite constructed from ACRIM-1 and ACRIM-2 data (black dashed
line), with the gap bridged using the SATIRE-S (PMOD-optimised) model (asterisks connected by
grey solid line when there are no gaps). The heavy solid line is the 1-year smoothed TSI, and the
horizontal dashed line shows the level of the minimum preceding cycle 22. From Krivova et al.
[2009a]

2009, 2011]. Note that SORCE/TIM measures a shallower decrease [Kopp and
Lean, 2011]. This most recent decrease appears unusual when compared to other
solar magnetic activity proxies according to Frohlich [2009], which has been inter-
preted by him as a sign of non-magnetic origin in the TSI secular change. We have
therefore tested whether the SATIRE-S model is able to reproduce all the observed
TSI changes within the surface magnetism concept.

First, Wenzler et al. [2009] have compared the TSI reconstructed from the NSO
KP magnetograms with all three available composites. They found a significantly
better agreement with the PMOD composite than with the other two records. Both
the correlation coefficients were significantly higher (over 0.91 for PMOD com-
pared to 0.79-0.82 for ACRIM and IRMB) and the slopes of the linear regressions
between the data and the model were closer to 1 (0.98 compared to 0.81-0.82). In
particular, the upward trend between the minima in 1986 and 1996 in the ACRIM
and IRMB composites could not be reproduced.

The main moot point in the discussion on the trend between the minima 21/22
and 22/23 is the question on the ‘cross-calibration’ of the ACRIM-1 and ACRIM-2
instruments caused by an unplanned 2-year long gap between their operations.
Therefore Krivova et al. [2009a] have used the TSI reconstructed by SATIRE-S
to bridge this gap, as proposed by Scafetta and Willson [2009]. Such a ‘mixed’
(observations—model—observations) composite is shown in Fig. 2.2 and suggests
that the TSI has decreased between the two minima by 0.15-0.38 W/m?>. The exact
value of the change depends somewhat on the SATIRE-S optimisation (i.e. whether
it is optimised to best fit the PMOD, ACRIM or IRMB composite). But indepen-
dently of the optimisation (1) an increase in the minima levels could not be achieved,
and (2) the decrease of 0.15-0.38 W/m? in the TSI from 1986 to 1996 is slightly
larger than is shown by the PMOD composite (0.053-0.12 W/m?; the 1-o uncer-
tainty of the PMOD composite for the minimum in 1996 is listed as 0.1 W/m?;
Frohlich, 2009).
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Fig. 2.3 The difference, in W/m?, between the model and the data: PMOD (blue), ACRIM 11 (pine
green), TIM (light green), and between the PMOD and the two other data sets: ACRIM 1II (orange)
and TIM (cyan). Dots represent values for individual days, whereas bigger symbols represent bins
of five individual points. The corresponding trends with time are indicated by the straight lines and
their slopes are listed in the right top corner. The vertical black lines show the beginning and the
end dates of the period without regular contact with SOHO. From Krivova et al. [2011a]

Finally, Krivova et al. [2011a] have used 60-min averaged MDI magnetograms
sampled roughly every two weeks to reconstruct the TSI over the period November
1996 to April 2009. They have compared the modelled TSI with the PMOD com-
posite and with the measurements by two individual instruments, UARS/ACRIM-2
and SORCE/TIM that monitored the TSI over the minimum in 1996 and during
the declining phase of cycle 23, respectively. Excellent agreement has been found
between the model and all sets of measurements with the exception of the early
(1996-1998) PMOD data. The difference between the model and all sets of mea-
surements as well as between the PMOD and the other two records is plotted in
Fig. 2.3.

Whereas the agreement between the SATIRE-S and the PMOD composite be-
tween 1999 and 2009 is essentially perfect, the modelled TSI increases faster from
the end of 1996 to 1999 than implied by the PMOD composite. On the other hand,
model’s steeper trend agrees remarkably well with the ACRIM-2 data. This is fur-
ther supported by the fact that the shallower trend of the PMOD data is only seen
in the measurements of one VIRGO radiometer, the PMOG6V, whose data are used
in the composite, whereas the other VIRGO radiometer, the DIARAD, shows a
steeper trend in agreement with ACRIM-2 and SATIRE-S results. This all suggests
that the TSI level during 1997-1998 might be overestimated in the PMOD data set
by roughly 0.1-0.15 W/m?. This inconsistency of the PMOD composite with other
measurements and the model around the minimum preceding cycle 23 explains why
the earlier study by Steinhilber [2010] found a discrepancy between the observed
and modelled TSI in the minima preceding cycles 23 and 24. At the same time, the
study of Krivova et al. [2011a] clearly demonstrates that there is no evidence for
any non-magnetic long-term change in the TSI over the period of satellite measure-
ments.
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2.3.2 SSI

Although regular monitoring of solar spectral irradiance (SSI) in the UV also started
in 1978, a consistent time series does not exist. The reason is that, in addition to
different absolute levels, degradation trends and other problems in the data from
various instruments depend strongly on the wavelength, which makes a proper
self-consistent cross-calibration of measurements by different instruments essen-
tially impossible [cf. DeLand and Cebula, 2008]. Regular observations in a broader
spectral range covering the visible and the near-IR began only in 2002/2003 with
ENVISAT/SCIAMACHY and SORCE/SIM.

Poorer spectral data is one of the factors hindering SSI models in their devel-
opment. Another one is the failure of the LTE approximation in the UV part of
the spectrum. Non-LTE models still need to mature to provide SSI reconstructions
over a broad spectral range [e.g., Fontenla et al., 2004, 2006] although significant
progress has been made recently [Shapiro et al., 2010].

As described earlier in Sect. 2.2, SATIRE makes use of the empirical relation-
ships derived from SUSIM observations at wavelength below 270 nm and thus al-
lows a reconstruction of the solar spectral irradiance over essentially the whole range
that is of interest for climate models (115-160 000 nm). Detailed comparisons of
the SATIRE-S results with different spectral data can be found in Krivova et al.
[2003, 2006, 2009b]; Krivova and Solanki [2005]; Unruh et al. [2008]; Danilovic
et al. [2007, 2011]; Ball et al. [2011]. Reconstructions of the SSI from magne-
tograms over cycles 21-23 were presented by Krivova et al. [2006, 2009b, 2011b].
They have shown that the contribution of the UV radiation below 400 nm to the
TSI variation might be significantly higher than was previously estimated from
UARS/SOLSTICE and UARS/SUSIM data [see, e.g., Lean, 1989; Lean et al., 1997,
Krivova et al., 2006]. The reason is that the long-term stability of these (and earlier)
instruments above 250-300 nm was comparable to or even lower than the solar cycle
changes in this range.

The relative contributions of different wavelength ranges to the TSI and its solar
cycle variation obtained by Krivova et al. [2006] are listed in Table 2.1 together with
the values obtained by other authors from both observations and models. All recent
estimates suggest a relatively high contribution of the UV wavelengths to the TSI
changes. At the same time, considerable uncertainty remains.

In particular, Table 2.1 makes it apparent that, of the recent estimates of the
contribution of the UV wavelengths below 400 nm to the total change in the TSI,
all but SIM are lying in the range 47-63 %. At the same time, the SIM estimate
of roughly 180 % is by a factor of 3 higher. The results based on the SORCE/SIM
measurements [Harder et al., 2009] are particularly surprising, since they imply that
the total change in the irradiance at 200—400 nm is roughly a factor of 2 higher than
the TSI change over the same period, which is almost compensated by the negative
trends in the visible and the IR. If confirmed, this may have a significant effect on
climate models [Haigh et al., 2010; Garcia, 2010]. Note that values from Harder et
al. [2009] listed in the table are rough estimates from their plot and depend strongly
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Table 2.1 The relative contribution of different spectral ranges to the TSI variation (A F; /A Frsy)
as measured or modelled by different authors (listed in the 1st column). The solar cycle upon
which the results are based is identified in the 2nd column. The last line lists the contribution of
the irradiance in the corresponding intervals, F;, to the total solar irradiance, Frsj, according to
Krivova et al. [2006]. If only a part of the corresponding wavelength interval or a larger range was
considered, then the exact range is given in brackets (for PWB-09 and MFM-11)

Ref Cycle  Wavelength range, nm
200-400 400-700  700-1000 1000-3000 > 3000
Lea-97 22 30.8
KSF-06 23 61.8 26.1 15.4 —5.5 1.4
Hea-09 23 ~ 180 ~ —90 ~ 10 ~ —50
PWB-09 23 47 (> 240) 20.6 5.6 (<900) 3.2 (1100-1600)
MFM-11 21-23 63.3 (> 150)
F,./Frs1, % 7.7 387 227 28.8 2.0

Lea-97 Lean et al. [1997]
KSF-06 Krivova et al. [20006]
Hea-09 Harder et al. [2009]
PWB-09 Pagaran et al. [2009]
MFEM-11 Morrill et al. [2011]

on whether the SORCE/TIM data are used as a measure for the TSI change or an
integral over the SORCE/SIM data (corrected for the missing wavelengths).

The unusual behaviour displayed by the SORCE/SIM data can also be seen
in Fig. 2.1. In this figure, the red line shows the data integrated over the entire
SORCE/SIM spectral range (200—1630 nm) shifted to account for the missing wave-
lengths, the blue line shows the same quantity, but now provided by the SATIRE-S
model [Ball et al., 2011], and the red line represents the SORCE/TIM TSI mea-
surements. In the bottom panel, all data are smoothed to emphasise the long-term
trends. Whereas SATIRE-S results agree amazingly well with the TIM data, the
long-term behaviour of the integrated SIM data is rather different. A comparison
of the SATIRE-S with the SIM data in individual spectral bands reveals that most
significant differences between the modelled and measured trends appear at the be-
ginning of the considered period, i.e. before 2006-2007 [Ball et al., 2011]. Since
SATIRE-S also reproduces UV measurements by UARS/SUSIM between 1991 and
2002 [Krivova and Solanki, 2005; Krivova et al., 2006, 2009b; Ball et al., 2011;
Morrill et al., 2011] this implies that either the mechanism of SSI variation funda-
mentally changed around the peak of cycle 23 or there is an inconsistency between
SUSIM and SIM measurements. Thus the origin of the very different trends mea-
sured by SIM needs to be further investigated.

We note that the estimate of the relative changes in different spectral ranges by
Pagaran et al. [2009] based on SCTAMACHY measurements should be considered
as a lower limit. The reason is that their normalisation to the TSI change is not self-
consistent (the total change in the irradiance used for the normalisation is taken from
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the PMOD composite and is not estimated from SCIAMACHY data). As a result,
the sum of the contributions of all the wavelength ranges they list is only 76 % of the
TSI. The missing wavelengths (below 240 nm and above 1600 nm) are unlikely to
contribute the remaining 24 % if other studies are to be believed (see Table 2.1 and
Krivova et al., 2006). We therefore believe that the real numbers should be roughly
20 % higher, i.e. the contribution of the 240—400 nm range to the TSI variation, as
derived from SCIAMACHY data, is most probably lying around 60 %.

2.4 Telescope Era

Since high-quality full-disc magnetograms of the Sun are not available before the
1970s, reconstructions on longer time scales have to rely on disc-integrated quanti-
ties. To describe the evolution of sunspots, the records of their areas and numbers
have widely been employed. Sunspot areas and positions have regularly been mea-
sured by the Royal Greenwich Observatory between 1874 and 1976. Balmaceda et
al. [2009] have combined these data with more recent observations from a number
of other observatories taking into account their systematic differences to provide a
homogeneous record covering more than 130 years. The historic sunspot number
record goes back to 1610. A long, reliable proxy of facular areas is not yet avail-
able. However their evolution is related to that of sunspots, since both are found in
active regions. Hence, a given relationship of the magnetic flux emerging in plage to
that in sunspots (such as that found by Chapman et al., 1997) can be employed. The
changes of the weak magnetic field on the solar surface, however, are not well rep-
resented by the sunspot proxies, which makes an estimate of the secular trend in the
irradiance a particularly challenging task. It is this secular trend that is of particular
interest for climate studies.

Most of the early reconstructions of TSI back to the Maunder minimum [e.g.,
Lean et al., 1992; Zhang et al., 1994] relied on indirect estimates of the secular
change in irradiance derived from a comparison with other Sun-like stars. The basis
for these estimates turned out to be flawed [e.g., Hall and Lockwood, 2004; Wright,
2004] and they have later been strongly criticised. A physical mechanism that pro-
duces a secular change in the irradiance has been identified by Solanki et al. [2000,
2002]. Harvey [1992] has shown that a significant amount of fresh flux in ephemeral
active regions (smaller than normal active regions and spread over the whole solar
surface) appears at the surface already during the decay phase of the previous cycle,
so that consecutive cycles of ephemeral region emergence overlap. Significant back-
ground magnetic flux is thus present on the solar surface even at activity minima.
This flux is actually comparable to the flux in active regions at activity maximum
[Harvey, 1994; Krivova and Solanki, 2004]. Since the length and the strength of the
solar cycle vary with time, so does the overlap between the ephemeral region flux
from different activity cycles. This should lead to a secular change in the background
field.

This idea underlies our reconstructions of the open and total solar magnetic flux
back to the Maunder minimum [Solanki et al., 2000, 2002; Krivova et al., 2007,
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Vieira and Solanki, 2010] from the sunspot number. The total flux agrees well with
observations available for the last 4 cycles, while the open flux closely follows the
empirical reconstruction by Lockwood et al. [2009]. Moreover, if the modelled open
flux is used to calculate *4Ti activity following Usoskin et al. [2006b], the latter
agrees well with **Ti activity measured in stony meteorites [Vieira et al., 2011].

Using the modelled solar surface magnetic flux as input to SATIRE-T (see
Sect. 2.2), Balmaceda et al. [2007] and Krivova et al. [2007, 2010] have recon-
structed solar total and spectral irradiance since the Maunder minimum. The recon-
structed TSI is shown in Fig. 2.4. We find that between the end of the Maunder
minimum and the end of the 20th century, the cycle-averaged TSI has increased by
1.25 W/m? or about 0.9 %. Krivova et al. [2007] have estimated the possible range
of the secular increase as 0.9—1.5 W/m?. This range is consistent with most other re-
cent estimates derived under various assumptions [Foster, 2004; Wang et al., 2005;
Crouch et al., 2008; Steinhilber et al., 2009], although two different, fairly contro-
versial estimates have recently been published by Schrijver et al. [2011] and Shapiro
et al. [2011]. This is because they considered rather extreme assumptions about the
solar activity state during the Maunder minimum. Schrijver et al. [2011] assumed
that the minimum solar activity state, similar to that reached during the Maunder
minimum, was globally approached during the last minimum in 2008, which sug-
gests a decrease of only about 0.014—0.036 % compared to the minimum in 1996.
Shapiro et al. [2011], in contrast, assumed that during the Maunder minimum the
entire solar surface had the intensity that is currently observed only in the darkest
parts of supergranule cells, which results in a value of 0.4 % (6 + 3 W/m?) for the
TSI change between the Maunder minimum and the present. Therefore these two
extreme estimates may be considered as lower and upper limits.

Figures 2.5 and 2.6 show solar irradiance in Ly-o and several other spectral in-
tervals of special interest for climate models reconstructed by Krivova et al. [2010].
Interestingly, the irradiance variation in the IR, between 1500 and 2500 nm, is re-
versed compared to other spectral ranges, as also seen in SORCE/SIM data [Harder
et al., 2009], which, however, also displays such a reversed behaviour in the visible.
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Fig. 2.5 Solar irradiance in
Ly-o reconstructed using the 1.1x10
SATIRE-T model (black solid
line). Also shown are the
11-yr smoothed Ly-o
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Fig. 2.6 Reconstructed solar irradiance in selected spectral intervals of special interest for cli-
mate models: daily (thin lines) and smoothed over 11 years (thick lines). (a) Shumann-Runge oxy-
gen continuum; (b) Schumann-Runge oxygen bands; (¢) Herzberg oxygen continuum; (d) Hart-
ley-Huggins ozone bands; (e) and (f) water vapour infrared bands. The exact wavelength ranges
are indicated in each panel. From Krivova et al. [2010]

Potentially, information on the magnitude of the secular change in irradiance can
be provided by full-disc solar images in the Ca II line. A number of observatories
around the globe carried out such observations since the beginning of the 20th cen-
tury, and some of these archives have recently been digitised. Unfortunately, these
images suffer from numerous problems and artefacts (e.g., plate defects and ag-
ing, geometrical distortions, degradation and changes of the instrumentation etc.),



2 Models of Solar Irradiance 31

some of which, such as photometric uncertainties, are difficult to correct [Ermolli
et al., 2009]. Thus more work is needed before the Ca II archives can be employed
for reliable irradiance reconstructions, although their potential remains very large.
A simultaneous analysis of different archives would be advantageous.

2.5 Pretelescopic Era

The sunspot number record goes back to 1610. Information on the solar magnetic
activity prior to 1610 is provided by concentrations of cosmogenic isotopes, such
as 1%C or 1°Be, in natural archives. These can be used to calculate the Sun’s open
and total magnetic flux and the sunspot number [Solanki et al., 2004; Usoskin et al.,
20006a; Steinhilber et al., 2009; Vieira and Solanki, 2010].

The main complication for the irradiance reconstructions is that only cycle-
averaged values can be derived. Thus the SATIRE-T model cannot be applied di-
rectly. Vieira and Solanki [2010] and Vieira et al. [2011] have reconstructed the
evolution of the decadally averaged magnetic flux from decadal values of '4C con-
centrations employing a series of physics-based models connecting the processes
from the modulation of the cosmic ray flux in the heliosphere to the isotope records
in natural archives. They have also found that the variation in the TSI is produced
by contributions of the magnetic flux from two cycles. This result suggests that re-
constructions of TSI based on linear relationships between the open flux and TSI
[e.g., Steinhilber et al., 2009] are not justified physically, although the practical
consequences are expected to be significant mainly for time scales shorter than 40—
50 years. Vieira et al. [2011] thus compute the TSI (Fig. 2.7) as a linear combination
of two consecutive decadal values of the open magnetic flux and employ different
paleomagnetic models to evaluate the uncertainties.

Note that the TSI reconstructed in this way shows a stronger increase since the
Maunder minimum than the reconstruction by Steinhilber et al. [2009] from the
10Be data. This is expected to be largely due to the difference in the methods em-
ployed by the two groups, although differences in the input data, '°Be vs. '4C, may
also contribute. In particular, the linear relationship between the TSI and the open
flux employed by Steinhilber et al. [2009] is based on the measurements for the
last 3 minima only [Frohlich, 2009]. Of these, the levels of the last two in the TSI
are rather uncertain (see Sect. 2.3.1).

2.6 Summary

The SATIRE models have been used to reconstruct solar total and spectral irradiance
on time scales ranging from a day up to millennia from different available prox-
ies of solar magnetic activity. Most accurate are reconstructions from the full-disc
magnetograms and continuum images (SATIRE-S) covering the period after 1974.
Reconstructions from the sunspot number (SATIRE-T) go back to 1610, while the
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Fig. 2.7 (a) TSI reconstruction since 9500 BC from the SATIRE-M (blue) and SATIRE-T (red)
models. (b) Enlargement of panel a for the last 3000 years. From Vieira et al. [2011]

SATIRE-M version, relying on the cosmogenic isotope concentrations, has provided
TSI over the whole Holocene. The following data sets produced in the framework
of the CAWSES/SOLIVAR project described here are available from the MPS Sun-
Climate web page http://www.mps.mpg.de/projects/sun-climate/data.html:

the solar spectral UV irradiance at 115-400 nm between 1 Jan 1974 and 31 Dec
2007 reconstructed from magnetograms [Krivova et al., 2006, 2009b];

TSI and SSI since 1610 reconstructed from the sunspot number [Balmaceda et
al., 2007; Krivova et al., 2007, 2010];

TSI for the Holocene reconstructed from the 4C data [Vieira er al., 2011];

the composite of daily sunspot areas and the PSI index calculated after cross-
calibration of measurements by different observatories [Balmaceda et al., 2009].


http://www.mps.mpg.de/projects/sun-climate/data.html
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Chapter 3
Investigation of Solar Irradiance Variations
and Their Impact on Middle Atmospheric Ozone

Mark Weber, Joseph Pagaran, Sebastian Dikty, Christian von Savigny,
John P. Burrows, Matt DeLLand, Linton E. Floyd, Jerry W. Harder,
Martin G. Mlynczak, and Hauke Schmidt

Abstract The satellite spectrometer SCTAMACHY aboard ENVISAT is a unique
instrument that covers at a moderately high spectral resolution the entire optical
range from the near UV (230 nm) to the near IR (2.4 pm) with some gaps above
1.7 . This broad spectral range allows not only the retrieval of several atmospheric
trace gases (among them ozone), cloud and aerosol parameters, but also regular daily
measurements of the spectral solar irradiance (SSI) with an unprecedented spectral
coverage. The following studies were carried out with irradiance and ozone data
from SCIAMACHY: a) SCTAMACHY SSI was compared to other solar data from
space and ground as well as with SIM/SORCE (Solar Irradiance Monitor, the only
other satellite instrument daily measuring the visible and near IR), in order to verify
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the quality of the SCTAMACHY measurements, b) an empirical solar proxy model,
in short the SCIA proxy model, was developed that permits expressing the SCIA-
MACHY SSI variations by fitting solar proxies for faculae brightening and sunspot
darkening, which then allows investigation of solar variability on time scales be-
yond the instrument life time, e.g. 11-year solar cycle, c¢) solar cycle SSI variations
derived from empirical models (Lean2000, SATIRE, SCIA proxy) and different ob-
servations (SBUV composite, SUSIM) were compared for the three most recent
solar cycles 21-23, and d) SCIAMACHY ozone limb profiles were analyzed to de-
rive signatures of the 27-day solar rotation on stratospheric ozone. Our studies were
complemented by investigations of daytime variations in mesospheric ozone (here
data from SABER/TIMED), which were compared to results from the HAMMO-
NIA chemistry climate model.

3.1 Introduction

Regular daily space-borne satellite SSI monitoring started in 1978. The wavelength
coverage of early SSI measurements from different satellite instruments was gen-
erally limited to below 400 nm (UV), where the largest variations occur over an
11-year solar cycle [Rottman et al., 2004]. A limiting factor for many space spec-
trometers measuring in the UV is the optical degradation due to hard radiation that
makes it challenging to maintain the accuracy over the instrument lifetime which
rarely extends to more than a decade [DeLand et al., 2004]. In order to derive es-
timates for SSI variations over an entire 11-year solar cycle or more one needs to
rely on a SSI time series composed of different instruments (UV composite) as done
for the UV spectral range [DeLand and Cebula, 2008] or use solar proxies, like the
Mg II index, that are well correlated with irradiance changes over a large spectral
range to extrapolate beyond the instrumental lifetime [DeLand and Cebula, 1993;
Viereck et al., 2001].

Daily observations of the visible and near-IR started with the three channel SPM
(Sun Photometer) of VIRGO/SOHO (1996-2010) at selected wavelength bands
[Frohlich et al., 1997] and were continued with GOME/ERS-2 (Global Ozone
Monitoring Experiment) since 1995, covering 240-800 nm [Weber et al., 1998;
Burrows et al., 1999], SCTAMACHY/ENVISAT (Scanning Imaging Absorption
Spectrometer for Atmospheric Chartography) since 2002, covering 220 nm-2.4 pm
[Bovensmann et al., 1999], and SIM/SORCE (Solar Irradiance Monitor) since 2003,
240 nm-3 pum [Harder et al., 2005a, 2005b]. In Fig. 3.1 a sample SCTAMACHY so-
lar irradiance spectrum is shown. Compared to the UV region, daily irradiance mea-
surements simultaneously covering the UV, visible, and the near IR do not cover
yet a complete solar cycle. One of the important scientific question is what are the
irradiance changes in the visible and near IR during 27-day solar rotations and can
we use this information to extrapolate to changes during the 11-year solar cycle.

SCIAMACHY is primarily an atmospheric sounder measuring several trace
gases in nadir (column amounts) and limb viewing geometry (vertical profiles)
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Fig. 3.1 SCIAMACHY full disc solar spectrum measured on March 4, 2004. The eight spec-
tral channels varying in spectral resolution from 0.2 nm to 1.5 nm are indicated. The gaps near
1850 nm as well as 2200 nm are not measured by SCIAMACHY since terrestrial water vapor ab-
sorption saturates in the atmospheric observation mode. From Pagaran et al. [2009]. Reproduced
by permission of the AAS

[Bovensmann et al., 2011]. Global vertical profiles of ozone are measured by SCIA-
MACHY and cover the altitude range from the tropopause to about 70 km altitude
[von Savigny et al., 2005; Sonkaew et al., 2009]. The influence of irradiance varia-
tions related to the 27-day mean solar rotation period on upper stratosphere ozone
can be investigated using SCTAMACHY ozone data. The upper stratosphere above
30 km is chemically controlled and an immediate radiative influence on the photo-
chemistry is expected [e.g. Gruzdev et al., 2009; Fioletov, 2009]. In this study for
the first time a wavelet analysis was applied to study the 27-day signature in ozone.
This permits the investigation of the time-varying frequency content of the ozone
signal.

The non-polar orbit of the TIMED satellite (Thermosphere, Ionosphere, Meso-
sphere, Energetics and Dynamics) carrying the SABER instrument (Sounding of
the Atmosphere using Broadband Emission Radiometry) [Russell I1I et al., 1999]
permits the study of daytime variations in mesospheric ozone that are significantly
larger than the 27-day and solar cycle related changes observed in the upper strato-
sphere [Huang and Mayr, 2008]. In this study the daytime variation of mesospheric
ozone were compared for the first time with the output of a chemistry climate model
[Dikty et al., 2010a].

3.2 SCIAMACHY Spectral Solar Irradiance

SCIAMACHY is a passive remote sensing double spectrometer combining a predis-
persing prism and eight gratings in separate channels. Silicon and InGaAs detectors
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are used as linear arrays with 1024 pixels each in Channels 1-5 (UV/visible) and
Channels 6-8 (near IR), respectively. A detailed description of SCIAMACHY can
be found in Bovensmann et al. [1999] and Pagaran et al. [2009].

Radiometrically calibrated SSI has been measured by SCIAMACHY since July
2002 once a day. A sample spectrum from March 2004 is shown in Fig. 3.1.
The SCIAMACHY SSI has been compared with solar data from other satellites
and measurements from the ground [Skupin et al., 2005a, 2005b; Pagaran et al.,
2011a]. Figure 3.2 shows the comparison of SCIAMACHY with SIM [Harder et
al., 2010], the SOLSPEC/ATLAS-3 shuttle experiment [Thuillier et al., 2004], and
the PMOD/WRC (WRCS85) composite [Wehrli, 1985]. The PMOD/WRC compos-
ite (200 nm-10 pum) was derived from various spectra obtained from aircraft, rocket,
and balloon experiments as well as ground data from Neckel and Labs [1984]. SCIA-
MACHY agrees to within 5 % (SIM within 4 %) with the SOLSPEC data from 300
to 1600 nm [Pagaran et al., 2011a]. The theoretical precision is usually in the range
of 2-3 % based upon radiometric standards [Bovensmann et al., 1999]. A more
comprehensive comparison also to other solar data can be found in Pagaran et al.
[2011a].

In later years of the SCIAMACHY mission the optical degradation in the UV
due to the hard radiation environment in space is evident. The agreement of
SCIAMACHY with other solar data can be improved when using the white light
lamp (WLS) source as a degradation correction, however, the corrections are too
strong since WLS itself is optically degrading and therefore this type of correction
cannot be applied to the more recent SCIAMACHY data [Pagaran et al., 2011a].
Further investigations are underway to improve upon the in-flight radiometric cal-
ibration. For atmospheric studies this is generally not a problem since the degra-
dation cancels out in the sun-normalized earth radiances used in most atmospheric
retrievals.

The Mg II core to wing ratio derived from the Mg II Fraunhofer lines at 280 nm
(Fig. 3.3) is an index that has been proven to correlate well with UV irradiance
changes down to 30 nm [DeLand and Cebula, 1993; Viereck et al., 2001]. It is a mea-
sure for the chromospheric activity of the sun and describes the plage and faculae
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remove the 27-day solar rotation signature

brightening responsible for the UV increase. The Mg II index, defined as a ratio,
is insensitive to instrumental degradation and has been derived from many different
instruments to provide a long-term time series going back to the late 1970s [De-
Land and Cebula, 1993; Viereck and Puga, 1999; Viereck et al., 2004]. An updated
composite Mg II index by adding GOME [Weber et al., 1998; Weber, 1999] and
recent SCIAMACHY data is shown in Fig. 3.3. It seems that the Mg II index was
lower during the recent solar minimum in 2008 than the two solar minima before,
but this is not statistically significant. A potential lower solar minimum value could
be expected from the very low thermospheric density observed in 2008 [Emmert et
al., 2010]. Solar irradiance at extreme ultraviolet (EUV) wavelengths heats the ther-
mosphere, causing it to expand. Low EUV irradiance contracts the thermosphere
and decreases the density at a given altitude. The cooling of the upper atmosphere
due to increases of greenhouse gases can only explain part of the recent contraction
observed [Emmert et al., 2010; Solomon et al., 2011].

3.3 Irradiance Variations from Solar Rotations to Several Solar
Cycles

In order to estimate SSI irradiance variations beyond the instrument lifetime and
covering several decades a model was developed that uses solar proxies scaled to
SCIAMACHY SSI observations. The underlying assumption is that irradiance vari-
ations are mainly caused by solar surface magnetic activity [Fligge et al., 2000] and
can be expressed in terms of faculae brightening as represented by the Mg II index
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and sunspot darkening as expressed by the photometric sunspot index (PSI), here
taken from Balmaceda et al. [2009]. The SSI can then be written as a time series as
follows

L(t) = Li(to) + a5 [ Pa(t) — Pa(t)] + B[ Po(t) — Po(to)] + pa(t), (3.1

where P,(t) and P(t) are the Mg II index and PSI time series, respectively.
A similar approach was used to model UV irradiance variations derived from
UARS/Solstice [Lean et al., 1997].

A multivariate linear regression is performed to determine the regression coef-
ficients of the solar proxies. In addition to the two solar proxy terms piecewise
polynomials, p,(¢), are used to correct for instrument degradation and small jumps
following instrument and satellite platform anomalies [Pagaran et al., 2009]. The
regression was applied to SCTAMACHY SSI time series over several solar rotations
during 2003 and 2004. Regression coefficients, a, and b;, were determined from
240 nm to 1750 nm (SCIAMACHY channels 1 to 6) in steps of 10 nm [Pagaran
et al., 2009]. As a solar reference spectrum, I (fy), the SCTAMACHY SSI from
March 4, 2004, (Fig. 3.1) was selected.

The modeled and observed SCIAMACHY solar irradiance change is shown as
an example in Fig. 3.4 during the Halloween 2003 solar storm, where the PSI index
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Fig. 3.5 Solar irradiance variations during solar cycle 23 as derived from SCIAMACHY obser-
vations and proxy data. Solar maximum and minimum dates were defined by the 81 day boxcar
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value reached the lowest value since 1980 and substantial mesospheric ozone loss
(mainly due to solar protons) was observed by SCIAMACHY [Rohen et al., 2005].
The combined faculae and sunspot contributions and SCIAMACHY observations
are in qualitative agreement with Fig. 6 in Lean et al. [2005]. Across the near-UYV,
vis, and near-IR spectral range solar irradiance dropped by 0.3 % (near-IR) to 0.5 %
(near-UV). This is consistent with a drop of about 0.4 % in the total solar irradiance
(TSI) or solar constant. Below 300 nm an irradiance enhancement due to faculae
activity was observed reaching +1.3 % near 250 nm.

The SCIAMACHY irradiance time series as well as the SCIA proxy model show
the dark faculae effect in the spectral region 1400—1600 nm (near opacity H™ mini-
mum), where both sunspot and faculae contributions are negative in agreement with
observations from ground indicating a darkening under enhanced solar activity con-
ditions [Moran et al., 1992]. The SCIA proxy model, nevertheless, underestimates
the observed irradiance depletion in this spectral region.

The SCIA proxy model can be used to reconstruct spectral irradiance changes
since the late 1970s, where the Mg II index record started, covering nearly three
solar cycles. From the SCIA proxy model the UV contribution below 400 nm to TSI
changes in solar cycle 23 (~0.1 %) is 55 % [Pagaran et al., 2009] which is higher
than the 30 % estimate from solar cycle 22 derived from SOLSTICE observations
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[Lean et al., 1997] and lower than the 63 % derived from the semi-empirical model
SATIRE (Spectral and Total Irradiance Reconstructions) [Krivova et al., 2006].

The largest TSI change contribution comes from the near UV (300—400 nm),
where the irradiance solar cycle change per wavelength is well below 1 % [Pagaran
et al., 2009]. During solar cycles 21 to 23, the dominant contribution to irradiance
changes in the UV from solar minimum to maximum comes from the faculae bright-
ening. The sunspot contribution is non-negligible in the near UV and in the visible
cancels within the error bars the faculae brightening (see Fig. 3.5 and Pagaran et
al. [2009, 2011b]). The dark faculae near 1400-1600 nm are again evident at so-
lar maximum in agreement with observations by SIM and results from the SATIRE
model [Unruh et al., 2008].

Harder et al. [2009] reported on SIM irradiance changes during the descending
phase of solar cycle 23 (April 2004 to November 2007) and found UV changes
that are much larger than models like the NRLSSI irradiance model [Lean, 2000]
indicate. This is also true when comparing to other data sets as shown in Fig. 3.6
where the comparison is extended to the SCIA proxy model, the SATIRE model
[Krivova et al., 2009], and the UV composite from DeLand and Cebula [2008] as
well. Also shown in this figure are the comparison of irradiance changes during the
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descending phase of prior solar cycles with similar Mg II index change as in solar
cycle 23 [Pagaran et al., 2011b].

It appears that current models including the SCIA proxy model that assume that
irradiance changes are mostly related to surface magnetic activity are underestimat-
ing solar cycle changes in the UV as compared to the SIM observations. Direct
observations from SUSIM and the UV composite also see larger UV changes dur-
ing solar cycle 22 than the models, but are still only about half of SIM’s result for
solar cycle 23. Such a large UV change as observed by SIM has strong implications
on radiative forcing in the upper atmosphere [Haigh et al., 2010; Oberlinder et al.,
2012] and will remain a matter of debate.

3.4 Solar Rotation (27-Day) Signature in Stratospheric Ozone

The solar variation on the 11-year time scale has been shown to cause 2-3 % vari-
ability in tropical ozone at altitudes of approximately 40 km. This has been con-
cluded from different satellite observations [e.g. Remsberg, 2008; Fioletov, 2009,
and references therein] and was confirmed by model studies [e.g. Langematz et al.,
2005; Sekiyama et al., 2006; Marsh et al., 2007]. The influence of the 27-day solar
rotation on ozone was first investigated by Hood [1986] in the 1980s using SBUV
ozone measurements. He found the ozone sensitivity at 45 km to be slightly more
than 0.4 % per 1 % change in the 205 nm flux. Further investigations with dif-
ferent satellite data sets and model outputs covering other time periods followed
[Gruzdev et al., 2009; Fioletov, 2009, and references therein]. Austin et al. [2007]
and Gruzdev et al. [2009] compared the 27-day ozone variability determined by
chemistry climate models (CCM) with satellite measurements and were able to ver-
ify the observations in magnitude (0.4 to 0.5 %/%) but found the maximum ozone
sensitivity slightly lower in altitude (approx. 40 km) in the model simulations.

The motivation for this study is to use the new dataset that is available from
SCIAMACHY, e.g. global ozone profiles during the descending phase of solar cycle
23 [von Savigny et al., 2005; Sonkaew et al., 2009]. Continuous wavelet transform
(CWT), fast Fourier transform (FFT), and cross correlations (CC) have been applied
to SCTAMACHY ozone in the tropics (<20° latitude) between 20 and 60 km altitude
[Dikty et al., 2010b]. The maximum correlation between the Mg II index and ozone
is weaker during the maximum of solar cycle 23 (» = 0.38) than in the previous two
solar cycles that have been investigated in earlier studies using different data sets.
This is in agreement with results from Fioletov [2009].

The magnitude of the ozone signals is highly time dependent as revealed by the
CWT analysis and may vanish for several solar rotations even close to solar maxi-
mum conditions (see Fig. 3.7). The ozone sensitivity (ozone change in percent per
percent change in 205 nm solar flux) is on average about 0.2 %/% above 30 km
altitude and smaller by about a factor of two compared to earlier studies. For se-
lected three month periods the sensitivity may rise beyond 0.6 %/% in better agree-
ment with earlier studies. The analysis of the 27-day solar forcing was also carried
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Fig. 3.7 Selected three month periods with high (left panels) and low correlation (right panels)
between ozone (solid line) and Mg II index (circles). In each panel, the period, correlation (r),
and ozone sensitivity (s) is indicated, the latter is defined as the ozone change per Mg II index
change in units of %/%. The ozone sensitivity per unit 205 nm solar irradiance change is obtained
by multiplying s with 0.61. From Dikty et al. [2010b]. Reproduced by permission of American
Geophysical Union. ©2010 American Geophysical Union
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Fig. 3.8 SABER SABER 9.6mu and HAMMONIA tropical ozone

observations at 9.6 um (color) T T T
and HAMMONIA model g }

(contour) daytime ozone
variations between 0.1 and
0.001 hPa expressed as
percent deviation from the
daytime mean. From Dikty et
al. [2010a]

pressure [hPa]

SABER ozone anomaly [%]

7 8 9 10 11 12 13 14 15 16 17 18
solar local time [hh]

out with stratospheric temperatures from the European Centre for Medium-Range
Weather Forecasts operational analysis. Although direct radiation effects on tem-
perature are weak in the upper stratosphere, temperature signals with statistically
significant periods in the 25-35 day range similar to ozone were found [Dikty et al.,
2010b].

3.5 Daytime Variations in Mesospheric Ozone

In comparison with the 27-day solar rotation signal and the 11-year solar cycle re-
sponse in the stratosphere, the diurnal and daytime variation of UV radiation inflicts
a by far greater response in upper atmosphere ozone. The response of ozone above
60 km to variations in UV radiation is less well established. Ozone and temperature
data from SABER (Sounding of the Atmosphere using Broadband Emission Ra-
diometry) in its version 1.07 [Russell Il et al., 1999] are used to study the daytime
pattern of mesospheric ozone. In contrast to SCCAMACHY, SABER aboard TIMED
flies in a more inclined orbit allowing measurements at different local times. In our
study [Dikty et al., 2010a] a specific sampling of SABER data was preformed to de-
rive daytime pattern in tropical ozone using both the results from the 1.27 p air glow
[Mlynczak et al., 2007] and 9.6 um thermal emission retrieval [Rong et al., 2008].
Compared to the earlier study on daytime variations by Huang et al. [2008] more
years of SABER data were used and our results were compared to HAMMONIA
(Hamburg Model of the Neutral and Ionized Atmosphere) [Schmidt et al., 2006].
The amplitude of daytime ozone variations is approximately 60 % of the daytime
mean for SABER and lower for the model (see Fig. 3.8). The agreement with HAM-
MONIA is generally better for the 9.6 um retrieved ozone data than for the 1.27 um
air glow retrieval [Dikty et al., 2010a]. The maximum daytime peak anomaly ob-
served at 0.05 hPa (~70 km) in the morning shifts its altitude to about 0.007 hPa
(~80 km) in the afternoon. This daytime shift is in very good agreement with the
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model, however the peak anomaly reaches a maximum of 40-50 % of the day-
time mean, which is higher than HAMMONIA (30-40 %). Negative anomalies are
observed in the early morning hours at 0.007 hPa and in the late afternoon near
0.015 hPa in quite good agreement with the model. During equinox the daytime
maximum ozone abundance is higher than during solstice, especially above 0.01 hPa
(approx. 80 km). The seasonal variation is somewhat weaker in HAMMONIA.

In contrast to ozone, temperature data from SABER [Remsberg et al., 2008]
show little daytime variations between 65 and 90 km and their amplitudes are less
than 1.5 %, suggesting photochemistry playing a dominant role in the mesospheric
ozone chemistry. Marsh et al. [2002] proposed that the solar diurnal tide brings
down atomic oxygen for ozone production in the afternoon (>85 km). The model,
however, underestimates ozone in the afternoon above approximately 0.01 hPa, so
the remaining difference could be attributed to solar tides. The minimum early in
the morning is caused by the direct photolysis of ozone before enough atomic oxy-
gen is produced to counteract the ozone destruction. The ozone rise in the morning
hours may also be due to tides transporting ozone rich air from below [Marsh et al.,
2002]. The new SABER version 1.08 data will also include water vapor, which will
be helpful to constrain the HOx budget and its influence on daytime ozone.

3.6 Conclusion

SCIAMACHY was the first satellite instrument providing daily spectral solar irra-
diances (SSI) from the UV, visible and near infrared. The comparisons with other
solar data from space and ground showed good agreement to within a few percent
up to 1700 nm [Skupin et al., 2005a, 2005b; Pagaran et al., 2011a]. Expressing
SCIAMACHY irradiance variations over several solar rotations in terms of solar
proxies for sunspot darkening and faculae brightening permits the extrapolation of
SCIAMACHY SSI variations to the 11-year solar cycle scales [Pagaran et al., 2009,
2011b]. It was shown that about half of the 0.1 % change in the solar constant over
solar cycle 23 has originates from the visible and IR spectral region [Pagaran et
al., 2009]. A particular challenge is the solar cycle variation estimate for the near
UV (300400 nm), where recent SIM observations [Harder et al., 2009] indicate
changes during solar cycle 23 that are much higher than expected from indirect
SCIAMACHY observations and other empirical models (assuming solar surface
magnetic activity as primary driver for SSI variations) as well as observations from
other satellite data in earlier solar cycles [Pagaran et al., 2011b].

SCIAMACHY limb ozone vertical profiles from 2003 to 2008 were analyzed for
signatures of the 27-day solar rotation. It was found that this signature is highly
variable in time and that even under solar maximum condition this signal can vanish
for several months [Dikty et al., 2010b]. On average the sensitivity above 30 km
is a 0.2 % ozone change per percent change in the 205 nm solar flux (important
for ozone production) near solar maximum, which is smaller than found in earlier
studies and prior solar cycles.
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Daytime variations in tropical mesospheric ozone yield changes of up to 60 %
from the daytime mean based upon SABER ozone data and peak anomalies are gen-
erally higher during equinox. SABER results were compared for the first time with
an output of a chemistry climate model, here the HAMMONIA model [Dikty et al.,
2010a]. SABER ozone from the 9.6 um retrieval agrees qualitatively very well with
HAMMONIA, however, little agreement was found between modeled and SABER
temperatures above 0.01 hPa. The low temperature variations of a few degree during
daytime may suggest that photochemical processes are the main driver for daytime
ozone variations and to a lesser degree transport related to tides.
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Chapter 4
Solar Activity, the Heliosphere, Cosmic Rays
and Their Impact on the Earth’s Atmosphere

Horst Fichtner, Bernd Heber, Klaudia Herbst, Andreas Kopp,
and Klaus Scherer

Abstract During recent years it became evident that the climate of the Earth is not
only determined by terrestrial, in particular anthropogenic influences, but also by
external parameters. An open question is still whether the solar radiation or the cos-
mic rays are the main agents regarding the external climate driving. An answer to
this question requires quantitative modelling of all related processes. The present
chapter concentrates on the modelling of the cosmic ray transport from the inter-
stellar medium into the Earth’s atmosphere and, thus, on interstellar-terrestrial re-
lations. After a discussion of the significance of the local interstellar spectrum of
cosmic rays, first their transport in a dynamical heliosphere is considered. Second,
the cosmic ray propagation within the terrestrial magnetosphere is studied in order
to determine the so-called cut-off rigidities. And, third, the cosmic ray interaction
with the Earth’s atmosphere is described, with an emphasis on the ionisation and the
production of cosmogenic nuclides. On the basis of the suite of models being dis-
cussed in this overview further studies will be possible that should help to quantify
the overall effect of cosmic rays on the Earth environment and, particularly, climate.

4.1 Introduction

The Earth, as a small body located within our Galaxy, is exposed to a rush of en-
ergetic particles, so-called Galactic Cosmic Rays (GCRs), accelerated e.g. at super-
nova remnants [Biisching et al., 2005] to energies of several TeV or even higher. On
the way towards the Earth, however, these particles encounter three effective protec-
tion shields: the outer one is the heliosphere, defined as the bubble around the solar
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Fig. 4.1 A sketch of the heliosphere indicating the basic plasma streamings as seen in the rest
frame of the Sun. The main discontinuity surfaces of the heliosphere (dark grey region), i.e., the
heliospheric shock, the heliopause, and the bow shock. The light grey region depicts the inner
heliosheath (taken from Sternal [2010])

system being dominated by the solar wind, a supersonic stream of energetic particle
away from the Sun. The other two shields are located closer to the Earth: the mag-
netosphere, which is built up by the interaction of the Earth’s magnetic field with
the solar wind, and the terrestrial atmosphere. All these shields cause a modulation
of the CR spectra. The interaction of CR particles with atmospheric molecules and
atoms leads to an ionisation of the upper and middle atmosphere as well as to the
formation of cosmogenic nuclides, the most known of which are '°Be and '“C.

In addition to GCRs, the Earth is also exposed to energetic particles from the
Sun (Solar Energetic Particles (SEPs)), one indication for solar activity. Besides
such isolated events, the Sun shows a periodic behaviour between quiet and ac-
tive phases, which are correlated with the number of sunspots leading to the well
known Schwabe cycle of 11 years. At each solar maximum, the Sun’s magnetic
field reverses its polarity. Thus the magnetic cycle of the Sun is twice as long as the
Schwabe cycle and is called the Hale cycle (22 years).

The heliosphere as a whole is embedded into the Local Interstellar Medium
(LISM), the boundary between which is called the heliopause. From inside the he-
liosphere a further boundary is defined as the region where the solar wind has slowed
down to subsonic values, the termination or heliospheric shock, whereas the LISM
from outside could form a bow shock, which existence is still to be confirmed by
observations. The region between the termination shock and the heliopause is called
the inner heliosheath, while the one between heliopause and the bow shock is known
as the outer heliosheath. The structure of the heliosphere is shown schematically in
Fig. 4.1.
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As could be shown very recently by Scherer et al. [2011], the above mentioned
modulation of GCR spectra does not only take place in the heliosphere and inner
heliosheath, but already in the outer heliosheath, i.e. beyond the heliopause. All
these long term galactic and solar influences the Earth is exposed to are expected
not only to be recorded in terrestrial archives, but should have direct consequences
for the atmosphere and may even affect the climate, leading Scherer et al. [2006]
to the introduction of the term “Interstellar-Terrestrial Relations”. The variation of
GCR spectra can be measured by satellites in the heliosphere. In contrast, traces
found in terrestrial archives, e.g. ice cores, are subject also to the variation of the
Earth’s magneto- and atmospheres. In order to interpret such ice core data back in
time the latter variations need to be taken into account.

Correlations of cosmogenic nuclide abundances with climate tracers give valu-
able information regarding the question to what extent the terrestrial climate is in-
fluenced by external drivers. Candidates for the latter are the variable Sun (solar
forcing), perturbations of the Earth’s orbit (Milankovitch forcing), the variable CR
flux (CR forcing), and the varying atomic hydrogen inflow into the atmosphere of
Earth (hydrogen forcing).

A current debate is on solar vs. CR forcing, which are both modulated by solar
activity. In recent years various indicators of an influence of solar activity on the
terrestrial climate have been identified, see, e.g., Haigh [2007]. The exact chain of
physical processes, however, that is responsible for an external climate driving is
still unclear, and so the question whether the driving is mainly direct (solar forc-
ing) or indirect (CR forcing) remains unanswered. After the revival of the latter
idea [Svensmark and Friis-Christensen, 1997; Svensmark, 1998] the evidence for
an influence of CRs on the atmosphere of Earth has increased [e.g. Usoskin and
Kovaltsov, 2008; Wissing et al., 2010; Rohrs et al., 2010]. This is recognised in
the Fourth Intergovernmental Panel on Climate Change (IPCC) Assessment Report
‘Climate Change 2007’ [IPCC, 2007], wherein the potential significance of CRs
for the physics of the atmosphere and, thus, climate has been acknowledged. The
present Chapter concentrates on the modelling of the CR transport from the lo-
cal interstellar medium through the helio-, magneto- and atmosphere in order to
get a quantitative understanding of the parameter which determines the ionisation
and production of cosmogenic nuclides in the Earth’s atmosphere. This comprises
a study of the local interstellar spectrum (LIS) of galactic CRs (Sect. 4.2), of their
transport through the dynamical heliosphere (Sects. 4.3 and 4.4), through the mag-
netosphere (Sect. 4.5), and their interaction with the atmosphere (Sect. 4.6). The lat-
ter interaction manifests in three (partially debated) effects, namely (a) atmospheric
ionisation and (b) the production of cosmogenic nuclides (as described in Sect. 4.7
for 19Be).

4.2 Local Interstellar Spectra of Galactic Cosmic Ray Protons

The heliopause is the boundary layer between the interstellar and solar winds. In
the paradigm of cosmic ray modulation GCRs are entering our heliosphere and
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Fig. 4.2 Ratios of different unmodulated LIS proton spectra used in the study by Herbst et al.
[2010]. The blue, green, red, magenta and black curves correspond to the ratio of the local inter-
stellar spectra given by Garcia-Munoz et al. [1975]; Webber and Higbie [2003]; Langner et al.
[2003]; Webber and Higbie [2009], and Usoskin et al. [2005] to the one by Usoskin et al. [2005],
respectively. Accentuated in light-blue is the energy range relevant for the '°Be production, 0.4 to
8 GeV/n

encounter the outward-flowing solar wind. The intensity of GCRs is modulated
as they traverse the turbulent heliospheric magnetic field embedded into the solar
wind. In order to solve the transport equation for these particles numerically the
local interstellar spectrum (LIS) has to be specified among other parameters (e.g.
the diffusion coefficient in the heliosphere and the modulation volume). From re-
cent Ulysses measurements it became obvious that the LIS of galactic cosmic ray
nuclei can not be derived at energies below a few hundred MeV/nucleon [see e.g.
Heber and Potgieter, 2006; Scherer et al., 2011]. Thus, these spectra need to be
specified in an independent way. As an example, Webber and Higbie [2009] used
a cosmic ray transport model for the galaxy. This model includes, e.g., hadronic
interactions and a transport by diffusion in the turbulent galactic magnetic field.
The corresponding diffusion coefficients were taken from electron measurements
[Webber and Higbie, 2008]. By this method they derived a proton LIS. Other au-
thors like Burger et al. [2000], Usoskin et al. [2005] or Langner et al. [2003] used
results of more complex models, like the GALactic PROPagation code described
in e.g. Strong and Moskalenko [1998]. This program calculates the propagation
of relativistic charged particles and the diffuse emissions (y-ray and synchrotron
emission) produced during their propagation and incorporates as much realistic as-
trophysical input as possible together with latest theoretical developments. Several
other parameterisations of the proton LIS exist as well [e.g. Garcia-Munoz et al.,
1975; Webber and Higbie, 2003]. Figure 4.2, taken from Herbst et al. [2010], shows
the variation of these spectra in an energy subset with respect to the one derived
by Usoskin et al. [2005]. In their analysis Usoskin et al. [2010] used the more re-
cent ones by Webber and Higbie [2003, 2009], Langner et al. [2003], and the spec-
trum by Garcia-Munoz et al. [1975] derived already in the 1970’s. The shaded area
shows the energy range which is most important for the atmospheric production of
10Be nuclides. As! can be seen these spectra agree well with each other for pro-
ton energies above 10 GeV/n. However, at lower energies differences up to a factor
of two exist. Nevertheless, the LIS has not been measured by now and, therefore,
each of these models may approximate it correctly at energies below a few hun-
dred MeV.
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Fig. 4.3 The modulation parameter reconstruction for the past 9300 years based on °Be mainly
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(marked with the red vertical lines) where the parameter becomes zero or even negative (e.g.
around the years 500, 1300, and 5600 BP). The modulation values are converted to the other LIS
used in Herbst et al. [2010]. The resulting modulation parameters are shown on the right y-axes

Following Gleeson and Axford [1968] and Caballero-Lopez and Moraal [2004]
the full transport equation, discussed in Sect. 4.4, can be reduced to a simple
convection-diffusion equation, if (a) there are no additional sources of CRs within
the heliosphere, (b) there is a quasi-steady state, (c) the adiabatic energy loss rate
is negligible, and (d) there is no drift. Caballero-Lopez and Moraal [2004] showed
that the measured proton spectra at 1 AU can reasonably well be approximated by
this approach, the so-called force-field solution, during recent solar cycles. The cal-
culated spectrum at 1 AU depends, thus, only on the assumed LIS and the so-called
modulation parameter ¢, describing the solar activity.

Herbst et al. [2010] showed that despite the differences of all these modelled
LIS the modulated spectra in the vicinity of the Earth can be adjusted to fit recent
PAMELA observations [Casolino et al., 2009] by varying the modulation parame-
ter, ¢. Although a linear relationship between the LIS dependent modulation param-
eters was already found by Usoskin et al. [2005], Herbst et al. [2010] could show
that this relationship depends in addition on the energy range of interest. Since we
are interested in the production of cosmogenic nuclides, in particular '°Be, we fo-
cus our study on the energy range from 0.4 to 8 GeV/n [Masarik and Beer, 1999;
Webber and Higbie, 2003; McCracken, 2004; McCracken and Beer, 2007; Masarik
and Beer, 2009].

Figure 4.3 shows the long-term reconstruction of the solar modulation param-
eter ¢ reconstructed by Steinhilber et al. [2008]. The left y-axis displays the cor-
responding ¢ record using the LIS by Garcia-Munoz et al. [1975]. As can be
seen, for most of the time, the calculated modulation parameter is in the range of
presently observed values. However, in some time periods (marked as red vertical
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lines) ¢ becomes very small or even negative, for example around the years 500 BP
and 1300 BP. Further periods with negative values are found between 7400 and
5000 BP with the lowest values around 5600 BP. Herbst et al. [2010] applied dif-
ferent conversion equations in the energy range of 0.4 to 8 GeV/n to the long-term
¢ record by Steinhilber et al. [2008]. This record (see Fig. 4.3) shows negative ¢
values for all local interstellar spectra beside the two given by Usoskin et al. [2005]
and Langner et al. [2003]. Negative values are non-physical, and therefore must
be explained. Important sources of uncertainty are the atmospheric mixing and the
paleo-geomagnetic field reconstruction, which have been considered in the '°Be
production calculations of Masarik and Beer [1999], and therewith in ¢. It is not
likely, however, that all negative ¢ values could be explained by these uncertainties
alone and, thus, other sources of uncertainty, i.e. contribution of heavier elements of
cosmic rays to the '°Be production, inner-heliospheric effects and the LISM turbu-
lence, have to be investigated in addition. Nevertheless, the long-term reconstruction
of the modulation parameter ¢ provides the potential to derive the low intensity lim-
its of the LIS [see Herbst et al., 2010, for further details] in the energy range of a
few hundred MeV.

4.3 The Dynamic Heliosphere

More detailed or even quantitative studies of interstellar-terrestrial relations require
the modelling of the global, dynamic heliosphere being located inside the turbulent
LISM. The present state-of-the-art of the modelling of a dynamic heliosphere with
a self-consistent treatment of the transport of cosmic rays is reviewed in Florinski
et al. [2009] and Potgieter [2010].

4.3.1 Basic Equations

A self-consistent description of the heliosphere and its dynamics requires taking into
account the full set of magnetohydrodynamic equations that describe the heliosphere
within the framework of a fluid picture, where several different fluids interacting
with each other are considered. The basic equations read in normalised form

P ,ovl 27 2
[ pv v. P+ (pin+ 7B =BB | [ Q,y @1
ar | e (e + pmn + 3B*)v—B(v-B) 0. '
B vB — By 0

for each thermal (charged and neutral) component taken into account. Here, p is the
mass density, v the velocity, e the total energy density and p;j the thermal pressure
of a given component. B is the magnetic field and I the unity tensor. The terms Q,,
Quv and Q. describe the exchange of mass, momentum and energy between the
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Fig. 4.4 Left column: Time evolution of the dynamic heliosphere represented by the solar wind
speed. The red line indicates the inclination at which Voyager 1 has crossed the termination shock.
Right column: 30 MeV CR intensities in the meridional plane of the heliosphere. Shown is a snap-
shot to solar activity minimum (fop) and one at maximum (bottom)

thermal components and with the CRs if present. For details we refer to Ferreira
and Scherer [2006].

The transport of CRs is described by the Parker transport equation (see Sect. 4.4.1
for more details). The simultaneous solution of the above equations is referred to as
hybrid modelling and is discussed briefly in the following.

4.3.2 Hybrid Modelling

The self-consistent solution of the CR transport in a dynamical, i.e. time-varying
heliosphere (due to solar activity) requires, so far, a limitation to two spatial dimen-
sions. Scherer and Ferreira [2005a] developed the first hybrid model called ‘BoPo’,
combining plasma and CR propagation models, that was validated successfully by
fitting spectra during two consecutive 11-year Schwabe cycles [Scherer and Fer-
reira, 2005a] and time series [Scherer and Ferreira, 2005b; Ferreira and Scherer,
2006] observed by the Pioneer and Voyager spacecraft. A typical result from such
modelling is shown in Fig. 4.4.

Hybrid modelling in 3-D is possible but requires, so far, the assumption of a
steady-state heliosphere. Langner et al. [2006a] and Florinski and Pogorelov [2009,
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e.g.] used 3-D steady-state results as an input to a kinetic transport model and
studied in detail the modulation in the (inner) heliosheath, i.e. the region between
the termination shock and the heliopause, and found it to be very sensitive to the
shocked, i.e. subsonic solar wind velocity distribution. In extension of this mod-
elling, Langner et al. [2006b] have also considered the modulation of so-called
anomalous protons accelerated at or beyond the termination shock and found that
their intensity can peak beyond the termination shock location, as is observed by
Voyager 1. Given that Ferreira and Scherer [2006] arrived at the same finding with
the fully self-consistent 2-D BoPo model it can be concluded that 2-D models are a
reasonably well approximation. Furthermore, 2-D models can accommodate addi-
tional physical processes at comparatively low computational cost, as was demon-
strated in Ferreira et al. [2007], where stochastic acceleration as well as adiabatic
heating were included to successfully explain Voyager observations.

4.3.3 Heliospheric Magnetic Field

The heliospheric magnetic field, which has its origin in the solar magnetic field that
expands with the solar wind, is relevant on a large scale for the transport of CRs and
for injecting possibly pre-accelerated particles into the Fermi-I acceleration process
at the solar wind termination shock. [Scherer et al., 2010, among others] compared
four analytically described fields presently discussed in the literature and studied
the associated Fermi-I injection efficiency at the termination shock and found it to
be largely insensitive to the different field configurations.

Further important aspects are gradient and curvature drifts (see Sect. 4.4.1) of
CRs within the heliospheric magnetic field that depend on the location of the helio-
spheric current sheet (HCS). The latter is a plasma layer dividing the heliosphere
into the regions of different magnetic field polarity. Because of the cyclic solar
magnetic field reversals and the diverging and slowing plasma flow in the outer
heliosphere, the HCS is expected to have a complex structure during periods around
maximum solar activity, and in general in the heliosheath. Czechowski et al. [2010]
have derived the shape of the heliospheric current sheet at a given time by following
the plasma flow lines originating at the neutral line close to the Sun.

4.3.4 Connection with the Local Interstellar Medium

The above studies are triggered by recent observations [McComas et al., 2009;
Richardson and Stone, 2009] and indicate the growing interest in models of the
outer heliosphere that put emphasis on advanced treatments of the LISM includ-
ing a more realistic interstellar magnetic field [Pogorelov et al., 2009; Alouani-Bibi
et al., 2011], more detailed neutral flows [Lallement et al., 2010], and a complex
structured outer heliosheath, i.e. a layer of disturbed interstellar plasma beyond the
heliopause [Scherer et al., 2011].
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Interestingly, there is not only an influence of the LISM on the heliosphere and
the CR fluxes within, but also vice versa: the low-energy particles being accelerated
in the outer heliosphere contribute to the interstellar CR spectrum [Scherer et al.,
2008] and, moreover, can heat and ionise the LISM.

4.4 Propagation of Galactic Cosmic Rays in the Heliosphere

Due to the extremely low densities, galactic cosmic rays (GCRs) do not collide with
solar wind particles, but are affected by magnetic field irregularities frozen in and
carried along in the solar wind plasma.

4.4.1 Parker’s Transport Equation

The transport of GCRs in the heliosphere can be described by Parker’s [1965] trans-
port equation. Let f(r, R, ¢) be the differential CR distribution function with respect
to the particle rigidity R (momentum per charge), then its variation with time ¢ and
position r is given by:
af 1
o = (Lt D) - Vf+ V- K - VH+2(V-V)
a b c

af
Y

d

where terms on the right-hand side represent:

a. Outward convection by the solar wind speed.

b. Gradient and curvature drifts ((vp)) in the global heliospheric magnetic field.

c. Inward diffusion (K(y)) through the interplanetary magnetic field irregularities in
response to the gradient set up by convection and deceleration. The symmetric
part of the tensor K consists of a parallel diffusion coefficient (K;) and two
perpendicular diffusion coefficients (K ). In a spherical coordinate system and
averaged over all longitudes the effective radial diffusion coefficient is given by
K, =Kj cos? ¥ +K|, sin2 ¥, with ¥ the angle between the radial direction and
the averaged HMF direction. Note that K|; dominates K, in the inner and polar
regions and K|, dominates in the outer equatorial regions of the heliosphere.

d. Adiabatic energy changes from the divergence of the expanding solar wind.

Although the modulation of GCRs in the heliosphere still depends on all of the
processes described by the Parker equation, the simpleforce-field approximation
(cf. Sect. 4.2), is often used in the literature [Usoskin et al., 2005; Herbst et al.,
2010] and has been used to interpret '°Be-data from ice-cores [e.g. Steinhilber et
al., 2008].
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Fig. 4.5 Normalised count rates of 1.2 GV galactic cosmic ray electrons (black curve) and helium
(red curve) from 1980 to 1990. The count rates have been normalised so that a value of —70 % are
determined in 1991 [for details see Heber et al., 2009] (left panel). Cosmic ray flux as measured
via the Climax neutron monitor [Lopate, 2006], the dashed line indicates a (here arbitrarily chosen)
threshold discussed in the text (right panel)

4.4.2 The Imprint of the Hale-Cycle

The solar activity affects the CR modulation and is, thus, visible in the signatures
of energetic particles. Therewith the 78 day averaged count rate of electrons and o
particles from Heber et al. [2009], as displayed in the left panel of Fig. 4.5, shows
the “flat” and “peaked” maxima in the time profiles manifesting a Hale periodicity
of about 22 years in addition to the Schwabe period due to solar activity. While
the interpretation of alternating “flat” and “peaked” maxima may be ambiguous the
time profiles of negatively and positively charged particles are unambiguously an
imprint of particle drifts in the global heliospheric magnetic field.

From the presence of the 11-year Schwabe and 22-year Hale cycles in numerous
time series of climate indicators like tree rings, varves, precipitation, droughts or
temperatures [Fichtner et al., 2006] it has been concluded that solar activity has an
influence on the terrestrial climate. While at present it is unclear whether this influ-
ence is direct or indirect, cf. Sect. 4.1, and which processes establish such relation,
it is likely that the observed periods do contain valuable information.

Fichtner et al. [2010] have performed a comparative period analysis of solar
irradiance and cosmic ray flux. After demonstrating this way that the Hale period
is strongly associated to the latter, these authors offer a hypothesis why the Hale
period can occur in certain climate-indicative time series despite the insignificance
or absence of the Schwabe period.

From the right panel of Fig. 4.5 it is clear that above a certain threshold value
(indicated by the horizontal line), there is a significantly higher integral CR flux for
the duration of the broader flat maxima as compared to that of the peaked ones. This
is true for a whole range of threshold values (and, thus, to a great extent independent
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of them). The authors demonstrated that the integrated flux is not only systemati-
cally higher but that also the duration of high CR flux is, on average, by more than
three years longer for an At cycle compared to an A~ cycle, where A* indicates
the polarity of the solar magnetic field. This extended duration might facilitate the
triggering of climate forcing: during the shorter A~ cycles the integrated CR forcing
is too weak.

There are three important aspects to be noted: first, such threshold argument can-
not be made for the solar irradiance that is characterised by rather similar intensity
maxima. Consequently, the 11-year period could, in principle, be accompanied by
higher harmonics or sub-harmonics, but it cannot be expected to be absent when
these harmonics exist. Second, while at present the nature of a threshold effect is
still unclear, it could well be related to atmospheric ionisation [Usoskin and Ko-
valtsov, 2006] or to the global electric circuit [Tinsley et al., 2007; Harrison and
Usoskin, 2010]. And, third, in view of the complexity of the terrestrial climate sys-
tem it should not surprise that this threshold argument does not result in a strict
rule, it rather suggests an empirical explanation for the frequent strength of the Hale
period in time series of climate indicators. Once the actual processes relating solar
activity to the atmosphere and climate are identified, the above hypothesis can be
tested quantitatively.

4.5 Propagation of Galactic Cosmic Rays in the Earth’s
Magnetosphere

The above findings may depend also on the second one of the initially mentioned
shields, the Earth’s magnetic field. The main reason is the Lorentz force that deflects
charged particles perpendicular to the magnetic field direction.

Viewed from larger distances, a planetary magnetic field can be approximated
as a (usually) tilted dipole field, which becomes deformed under the influence of
the solar wind to form a magnetosphere with a long tail in downwind direction. An
inspection of magnetic field measurements within the Earth’s atmosphere, however,
reveals that the dipole approximation becomes less and less valid when approach-
ing the surface. Already Carl-Friedrich Gauf3 found in 1838 a representation of the
Earth’s magnetic field by means of an expansion of Schmidt-Legendre polynomi-
als in spherical coordinates r, ¢ and ¢ with the coefficients being calculated from
observations. A very common representation of the magnetic field approach based
on this approach is the International Geomagnetic Reference Field (IGREF, e.g. Pil-
chowski et al. [2010] for details).

A measure for the effectiveness of the magnetic shield is the so-called cut-off
rigidity, i.e. the minimal momentum per charge a particle must have in order to pen-
etrate the shield and reach the surface (cf. Sect. 4.6). The higher this value, the more
effective is the magnetic protection. Figure 4.6 (left panel) shows a map of the cut-
off rigidity for vertically incidenting particles (vertical cut-off rigidity). The figure
shows high values in equatorial (magnetic field lines essential parallel to the sur-
face) and low values in polar (perpendicular) regions demonstrating the influence of
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Fig. 4.6 Left panel: vertical cutoff rigidities mapped onto the Earth’s surface, computed with the
PLANETOCOSMICS simulation package (cf. Sect. 4.6) for the IGRF 2010 [Herbst et al., 2011].
Right panel: difference between the tangential and the radial components of the magnetic field,
5B =,/By*+ B(/,2 — | B;|, calculated with the IGRF model. r stands for the radial component,
and ¢ for the geographic co-latitude and longitude, respectively

the geometry of the magnetic field on the propagation of charged particles. A closer
inspection shows in addition also longitudinal variations, in particular a maximum
over India, which cannot be seen if the magnetic field is represented by a tilted (and
shifted) dipole field. As could be shown by Pilchowski et al. [2010] the geometry
of the magnetic field may have even larger influence on the cut-off rigidities than
the field strength has. To illustrate the influence of the geometry, the right panel of
Fig. 4.6 shows the difference, § B, between the tangential and radial components
of the IGRF 2010. Even when keeping in mind that this quantity cannot be much
more than a rough measure, a comparison shows remarkable similarities between
this quantity and the cut-off rigidity.

To go a step further, we investigate in addition temporal changes of the verti-
cal cut-off rigidity and compare these values with those of the magnetic field, as a
measure of which we take again the quantity § B. The left panel of Fig. 4.7 shows
the temporal evolution of the cut-off rigidity from 1955 up to 2010 at five differ-
ent places, while that of B at the same places is shown in the right panel. Both
quantities are normalised to the values in 1955. For § B, we used the absolute value
and shifted curves afterwards to +1, if the value 1955 is negative. These places are
marked with (¥) in the figure.

We observe a close correlation between the behaviour of the cut-off rigidities
and the geometry of the magnetic field with respect to the temporal evolution as
well. A second important quantity for the effectiveness of the magnetic shielding
is the magnitude |B| of the magnetic field. The prominent features are again only
visible in the IGRF, the most remarkable of which is the South Atlantic Anomaly, a
region with reduced magnetic field ranging from the eastern coast of South America
to the South African Cape region, where significantly enhanced counting rates of
energetic charged particles are detected, so that the magnitude appears to influence
the counting rates rather than the cut-off rigidities.
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Fig. 4.7 Change of the cut-off rigidity (left panel) and of the quantity § B (right panel) between
1955 and 2010 at five different places. Both values were normalised to the absolute value in 1955.
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4.6 Energetic Particles in the Atmosphere

Energetic charged particles that penetrate the magnetic field are able to pene-
trate the third shield, the terrestrial atmosphere where they will lose a significant
amount of their energy due to ionisation occurring in the upper atmospheric lay-
ers above approximately 25 km (corresponding to a column density of 100 g/cm?,
see also 4.6.1). Deeper inside the atmosphere primary particles are stopped effi-
ciently due to hadronic interactions with the surrounding atmospheric gases by
forming a fully developed secondary particle cascade which can be divided into
three main components: 1) the “soft” or electromagnetic component consisting
mainly of electrons, positrons and photons, 2) the “hard” or muon component and 3)
the “hadronic” nucleonic component consisting mostly of supra-thermal protons and
neutrons (see 4.6.2). The PLANETOCOSMICS code [Desorgher, 2006], a Monte-
Carlo simulation code based on the GEANT-4 simulation package [Agostinelli et
al., 2003], has been used to calculate the development of atmospheric cascades
[Dorman, 2004] as well as to model energetic charged particle measurements in
the atmosphere successfully [see e.g. Mironoval et al., 2008; Bazilevskaya et al.,
2008; Matthid et al., 2009].

4.6.1 Ion Pair Production in the Atmosphere

Atmospheric measurable quantities like the ionisation as well as the production
of secondary neutrons, protons and muons can be computed for any given solar
modulation and location within the Earth’s atmosphere. Particles entering the at-
mosphere lose an amount of energy due to the interaction with atmospheric atoms
and molecules. An altitudinal dependence is represented by the specific energy loss
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Fig. 4.8 Ion pair production rates as a function of atmospheric depth at Thule (top left and bottom
panel) and at Peru for solar minimum conditions (1955 and 1965) and the solar maximum in 1959.
The open circles represent the measurements performed by Neher [1971], while the solid lines
show our computations. The simulations by Herbst [2011] are in good agreement with the balloon
measurements

‘é—f(x) at a specific atmospheric depth x, which is associated with the ion pair pro-
duction rate Q;(x, ¢) in the following way:

Qi(x,9) =/ Yi(x,E) - Ji(E, 9)dE, (4.3)

Ecutoff.i

where Y;(x, E) is the ionisation yield representing the number of ions produced
per mass unit of the surrounding atmospheric environment at a certain location,
represented by its cutoff energy Ecuwpff and atmospheric depth x due to a single
primary particle type i of a certain energy [see Usoskin et al., 2006]. Herbst [2011]
calculated the ion pair production rate Q(x,¢) =, Q;(x, ¢) for Greenland and
Peru during solar minimum conditions in 1955 (¢ =404 MV, left panel of Fig. 4.8)
and 1959 (¢ = 1090 MV, middle panel of Fig. 4.8), respectively. The right panel of
Fig. 4.8 displays the ion pair production rate at Thule during solar maximum. Here
the solid lines represent our computations while the open circles are measurements
by Neher [1967, 1971].
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4.6.2 Secondary Particle Production

Since the soft component of the cosmic-ray-induced cascade is only of minor impor-
tance in the troposphere we here compare computations of the muonic and hadronic
components with atmospheric measurements at different locations as well as mod-
ulation levels. The most important source for atmospheric secondary muons is the
decay of charged pions produced in inelastic nucleus-nucleus collisions of primary
cosmic ray particles and secondary hadrons with particles in the atmosphere. As
Matthid [2009] described in detail the calculations are in good agreement with at-
mospheric measurements by Kremer et al. [1999].

4.6.2.1 Computation of the Hadronic Component

Secondary protons and neutrons produced by collisions of CR ions with atmo-
spheric nuclei are the main contributors to the count rates of Neutron Monitors [see
Clem and Dorman, 2000]. Goldhagen et al. [2004] performed balloon flights at dif-
ferent geographic locations characterised by cutoff rigidities of Rcuwtf = 2.7 GV
and Rcuwff = 11.6 GV, respectively. The weighted energy spectra j—é - E for
these two measurements, see Fig. 4.9 left and middle panel, are obtained at an
altitude of 20.3 km (53.5 g/cmz) and at the Earth’s surface (1030 g/cmz). The
red curves represent the measurements while the black curves display our com-
putations. The measurements and our calculations are in good agreement, with
a small overestimation of the experimental data by the model below 1 MeV at
53.5 glem?.

For the second important hadronic component in the atmospheric CR induced
radiation field, the protons, we compare measured differential proton intensities
at three different atmospheric depths with our calculations (see the right panel of
Fig. 4.9). Here the measurements performed by the experiments BESS-2001 (Abe
et al. [2003], open triangles), CAPRICE98 (Boezio et al. [2003], diamonds) as well
as the AMS98 (AMS Collaboration et al. [2002], squares) at a geomagnetic cutoff
rigidity of Rcycwofr = 4.3 GV and atmospheric depths of 11.9 g/em?, 5.5 g/cm? and
0.0023 g/cm? are used. As can be seen from Fig. 4.9 our calculations are in good
agreement with the measurements.

4.7 Cosmogenic Nuclides

Cosmogenic Nuclides (CNs) are the product of an interaction of GCRs as well as
SEPs with the atmospheric gases Oxygen, Nitrogen and Argon. Even if the intensity
of the LIS outside the heliosphere is assumed to be constant in time and GCRs are
modulated only by the solar magnetic activity and the geomagnetic field strength
[see e.g. Beer, 2000] the production of CNs is neither temporally nor spatially
constant. CNs are produced by mainly three production mechanisms: 1) spallation
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Fig. 4.9 Omnidirectional differential secondary neutron intensities (fop left and top right panel) at
different atmospheric depths and geomagnetic locations in comparison to measurements by Gold-
hagen et al. [2004] (red curves) as well as differential proton intensities for three atmospheric
depths at a cutoff rigidity of 4.3 GV (bottom panel) performed by BESS-2001 (Abe et al. [2003],
open triangles), CAPRICE98 (Boezio et al. [2003], diamonds) as well as the AMS98 experiment
(AMS Collaboration et al. [2002], squares)

reactions, where protons as well as neutrons are sputtered off the atmospheric target
nuclei (O, N, Ar) during the interaction with a high energetic secondary neutron,
2) thermal neutron capture, which occurs because most of the neutrons produced in
the cascades and sub-cascades are slowed down to thermal energies in the energy
range of 1- 1078 —7.1077 MeV [see Phillips et al., 2001], and 3) negative-muon
capture, where thermal energetic muons are captured by the atomic ! electron shell
of the target atom, cascading towards the lowest electron shell, where they decay or
are captured by the nucleus [see Eidelman et al., 2004]. Once cosmogenic nuclides
are produced they are subject of atmospheric mixing and transport mechanisms and
become attached to atmospheric aerosols. After being transported and distributed
by these circulation mechanisms they either are eroded by condensation (!°Be and
36C), or they become attached to carbon-cycle based organic molecules ['*C, see
e.g. Dunai, 2010] and therewith archived in natural archives like ice, rocks or trees
containing and preserving the paleomagnetic informations. Here we will investi-
gate the computation of the production of the cosmogenic nuclide '°Be in more
detail.
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Fig. 4.10 '°Be production cross-sections for neutron and proton projectiles on atmospheric nitro-
gen (fop) and oxygen (bottom) derived from Masarik and Beer [1999] labelled as MB (1999) and
Webber and Higbie [2003] labelled as WH (2003)

4.7.1 The Production of Cosmogenic Nuclides

In order to describe the probability of a certain nuclear reaction to occur, the (nu-
clear) cross section o is used, which strongly depends on the type as well as the
relative velocity of the projectile. Most of the cross sections used in order to calcu-
late the cosmogenic nuclide productions are not known very well, and only a few
theoretical or measured data exist. The production of '°Be can be described by two
sets of cross-sections based on Masarik and Beer [1999] and Webber and Higbie
[2003], which vary significantly from each other, as shown in Fig. 4.10, so that the
influence of the used cross-sections on the production of cosmogenic °Be is inves-
tigated in the following.

4.7.2 Modelling the Production of Cosmogenic Nuclides

According to Masarik and Beer [2009] the production of cosmogenic nuclides is
given by:

o0
Pj (. Reutofr. X) = Y _ N Z/ 0ijk(Ex) - Jk(¢, Reuofr, X, Ex) dEy,  (4.4)
i k Ecutoff

with N; as the number of atoms per mass unit of the target nucleus type i, o i (Ex)
representing the cross section for the production of the cosmogenic nuclide type j
from the target element i by the secondary particles of type k with a specific energy
Ey. Furthermore Ji (¢, Rcuwoft, X, Ex) is the total secondary particle flux of type k
with an energy Ej as function of the modulation parameter ¢, geographic location
(Rcutofr) as well as atmospheric depth x.

Figure 4.11 shows the atmospheric-depth-integrated 'Be production rates as
function of latitude and longitude for different solar modulation periods using the
galactic cosmic ray proton and a-particle model by Usoskin et al. [2005]. The up-
per panels of Fig. 4.11 display the computed depth-integrated '°Be production rates
of the two cross section sets, those from Masarik and Beer [1999] on the left, the
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Fig.4.11 Atmospheric depth integrated '°Be production rates as function of latitude and longitude
[Herbst,2011]. The upper panels show the distribution according to solar minimum conditions (the
left panel displays the production rates using the cross sections by Masarik and Beer [1999], the
right panels those by Webber and Higbie [2003]), while the lower panels display the same, but for
solar maximum (¢ = 1500 MV)

ones by Webber and Higbie [2003] on the right, during a typical solar minimum
(¢ =500 MV) while the lower panels display the results for solar maximum con-
ditions (¢ = 1500 MV), showing that the '°Be production rates are anti-correlated
with the cutoff rigidities (see Fig. 4.6), i.e. locations with high cutoff rigidities show
small '°Be production rate values and vice versa. The comparison between the two
cross-section sets reveals a variation of up to 25 %, and therewith is not negligible.

4.8 Summary and Conclusion

While the solar-terrestrial relationship has been established to be important for our
modern society, that relies on sensitive electronic devices, the importance of the
interstellar terrestrial relationship for the Earth environment is discussed seriously
only since the 1990’s. While most studies are based on correlations with proxies
of the Earth climate, the goal of our project was to estimate and even quantify the
variation of energetic particle intensities in the Earth’s atmosphere caused by Galac-
tic Cosmic Rays. These particles interact with the Earth’s atmosphere and produce
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cosmogenic isotopes and ionise the atmosphere. While the projects by Kallenrode
(see Chap. 13) concentrate on the consequences for the atmospheric chemistry due
to ionisation, this chapter is focused around the understanding of the long-term vari-
ation of the '°Be production rate as the last link in a long chain of processes ranging
from galactic to terrestrial scales. This rate is determined by the physics of energetic
particles in the atmosphere discussed in Sect. 4.7. We found that only due to the un-
certainty of the different cross-sections the resulting uncertainty of the production
rate is on the order of 25 %. The radiation (energetic particle) field in the atmo-
sphere consisting mainly of secondaries has been determined in Sect. 4.6 using a
Monte-Carlo Simulation. A comparison with measurements results in a similar un-
certainty for the flux of secondary particles. The magnetosphere acts as a magnetic
filter, which means that the lowest energy for a “primary” cosmic ray hitting the
Earth’s atmosphere depend on the geomagnetic position as discussed in Sect. 4.5.
As a consequence we show in the same section that a detailed knowledge of the
Earth magnetic field is essential to understand the variation of ground based mea-
surements. The intensity of cosmic rays outside of the Earth magnetosphere depend
on the local interstellar spectrum and its modulation in the heliosphere as discussed
in Sects. 4.2 and 4.4, respectively. These topics are tied close together and cannot be
discussed separately, since the local interstellar spectra have not been measured in-
situ so far. Using the force-field solution we could show that all proposed models are
able to reproduce observations close to Earth with different modulation parameters.
These parameters, however, depend on numerous physical processes and boundary
conditions. One of them is the dynamical heliosphere as discussed in Sect. 4.3. In
contrast to last millennium propagation models hybrid models (combining plasma
and propagation models) reveal the importance of the outer heliosphere beyond the
termination shock for the local interstellar spectrum and long-term modulation. In
addition using the full description of the particle transport in the heliosphere we
propose a criterion to distinguish between cosmic ray and photon induced varia-
tions of parameters describing the Earth’s climate: determining the importance of
the Hale cycle (22 years, CRs) relative to the Schwabe cycle (11 years, photons) in
such parameters.

From our research project the following conclusion can be given: in order to
model the variation of the cosmic ray intensities as imprinted in terrestrial archives
it is mandatory to achieve a detailed knowledge of:

1. the local interstellar spectra of all elements of interest,

2. the galactic cosmic ray modulation volume and the modulation processes in the
different regions of the heliosphere,

3. the Earth’s magnetic field and its variation over the last million years in structure
as well as magnitude,

4. the secondary particle energy spectra and their modelling in the Earth atmo-
sphere, and

5. the cross-sections for the production of cosmogenic isotopes.

Although already a major step forward has been achieved in our understanding the
radiation field causing the different cosmic ray archives, further investigations are



74 H. Fichtner et al.

needed, i.e. on the atmospheric transport of these tracers and its ability of reflecting
the global or local radiation environment.
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Chapter 5
Do Galactic Cosmic Rays Impact the Cirrus
Cloud Cover?

Susanne Rohs, Reinhold Spang, Lars Hoffmann, Franz Rohrer,
and Cornelius Schiller

Abstract Atmospheric ions produced through solar-modulated galactic cosmic
rays can promote both the nucleation and the growth of aerosols. The potential im-
pact on the cloud cover is subject of current debates. The CAWSES project SAGAC-
ITY (SAtellite and model studies of GAlactic cosmic rays and Clouds modulated by
solar activITY) focuses on the statistical analysis of this link, using MIPAS-E satel-
lite data. The extinction data, the cloud occurrence frequency, and the cloud index
data from MIPAS-E are correlated with the data from the Climax neutron monitor.
A superposed epoch analysis of 6 selected Forbush decrease events yields several
weak but statistically significant correlations with an excess of positive cloud-GCR
correlations. The impact of a 15 % increase in the Climax neutron monitor data is
estimated to result in a small decrease in cloud index (corresponding to an increase
in cloud opacity) which is most pronounced at 9 km altitude (—9 % to +0.5 %).

5.1 Introduction

The role of the solar activity in the formation of clouds is important to understand
the natural climate variability. In the Fourth IPCC Assessment Report [Solomon
et al., 2007] the level of scientific understanding of the link between galactic cosmic
rays (GCR) and clouds is classified as very low. A direct influence of the change in
solar irradiance on climate is too weak to contribute significantly to the observed
global warming. However, some researchers claim an indirect influence by GCRs
[Marsh and Svensmark, 2000]. This high-energy particle radiation from space is
the main source for ionisation in the stratosphere and troposphere. At strong solar
activity the flux of GCRs, which reach the Earth, is reduced. The idea behind the
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most common GCR-cloud hypothesis—the ion-aerosol “clear sky” hypothesis—
is that a decrease in GCR would lead to a decrease in ionisation, and thereby a
decrease in aerosol concentration. According to Yu et al. [2008] with fewer aerosols,
fewer cloud condensation nucleis (CCN) develop causing an increase in droplet
size and hence a decrease of cloud reflectivity and cloud lifetime. The effect of this
ion induced nucleation (IIN) should be largest in the lower atmosphere where the
nucleation rate of aerosols is limited by the ion concentration. Thus, an increase
in solar activity would result in fewer low clouds, which have a net cooling effect,
and, hence, in global warming. For the upper troposphere (UT) the prediction is less
clear [Enghoff and Svensmark, 2008; Arnold, 2008] since the ionisation rate is high
and particle formation is rather limited to the occurrence of HySO4.

A correlation between solar modulated GCRs and low clouds has been derived
from decadal changes in the data of the International Satellite Cloud Climatol-
ogy Project ISCCP) [Marsh and Svensmark, 2000]. Since then, there is an on-
going debate whether this correlation is real or incidentally caused by other cli-
mate variability factors. A comprehensive review is given by Usoskin and Kovaltsov
[2008].

An abrupt decrease in cosmic ray intensity followed by a slow recovery typi-
cally lasting for several days is called a Forbush decrease (FD) event. It is caused by
coronal mass ejections on the Sun. FD events occur several times per year, depend-
ing on solar cycle. They provide an opportunity to study the influence of the solar
variability without superposition from other climate variability. Using data from the
Moderate-resolution Imaging Spectroradiometer (MODIS) and ISCCP, Svensmark
et al. [2009] report that the fraction of low clouds decreases after strong FD events.
In contrast, no correlation was found between ISCCP data and GCR flux [Calogovic
et al., 2010] as well as MODIS data and GCR flux in Southern Hemisphere ocean
regions [Kristjdnsson et al., 2008].

5.2 Data and Methods

In the CAWSES project SAGACITY we look for a possible connection between
GCRs and high altitude clouds (cirrus + polar stratospheric clouds (PSC)) by using
measurements of the satellite instrument MIPAS-E (Michelson Interferometer for
Passive Atmospheric Sounding). In the analysed period from July 2002 to March
2004 approx. 425000 profiles were obtained. The long limb path through a cloud
structure allows the detection of optically thin clouds [Spang et al., 2004]. This and
the good vertical resolution of 3 km are advantages compared to the nadir looking
instruments used in the ISCCP. However, these advantages are partly compensated
by the sparse horizontal sampling of 600 km.

In this study we use the extinction data (Ext), the cloud occurrence frequency
(Occ) as well as the cloud index data (CI). CI is defined as the ratio of mean radi-
ances from two different wavelength regions where one microwindow is dominated
by trace gases and the other by aerosols and clouds. It is a measure for cloud trans-
parency and decreases rapidly from background values of around 6-10 to 14 if a
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magnitude of the 6 Date Magnitude [%]
investigated FD events
2002-07-29 =77
2002-11-17 -7.1
2003-06-22 —6.8
2003-11-15 -7.8
2004-01-09 —6.4
2004-01-22 —6.6

cloud is in the field-of-view. In this study CI < 1.5 is chosen as a threshold for opti-
cally thick conditions which obscure the view to lower altitudes. CI > 4.5 indicates
cloud-free conditions. This method has been used already for analyses of PSC and
cirrus clouds in the MIPAS data [e.g. Spang et al., 2004]. We define Occ as the num-
ber of cloud events with CI < 4.5 divided by the total number of CI observations
within a 3 km altitude and 30° latitude grid box in a time-window of one day.

The Ext data are caused by the background aerosol and by emissions from op-
tically thin or even subvisible clouds. An enhanced extinction corresponds to en-
hanced aerosol and/or cloud load [Hoffinann et al., 2008]. The retrieval is stopped at
the highest tangent altitude where CI is below 2. In our analysis we use the logarithm
of the extinction data log(Ext) at a wavenumber region from 832.3-834.4 cm™!.

For a latitudinal resolution of 30° and a vertical resolution of 3 km we corre-
late these data with the neutron count data (CNM) from the Climax station (39°N,
254°E).

Figure 5.1 shows as an example the CI, Occ and CNM time series between 30°N
and 60°N at an altitude interval from 12 &+ 1.5 km. The CI data scatter between 1
(thick cirrus) and 10 (cloud free), the Occ data vary between 7 and 80 %.

The focus of this study lies on a superposed epoch (SPE) analysis of the 21 day
periods around Forbush decrease (FD) events. A FD event was defined as a >5 %
suppression of the hourly count rate of the CNM data with respect to the 100-day
running mean. FD events accompanied by solar energetic particle events are omit-
ted from the analysis. During the analysed time period 6 pure FD events occurred
(Table 5.1 and blue lines in Fig. 5.1).
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Fig. 5.2 20 day periods of 0 - 30°S, 09 km, 0 days time shift
the 6 hourly mean CI and L
CNM data averaged over the
6 FD events for 0-30°S,
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This figure is from Rohs et al.
[2010]
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Based on a variance analysis, we chose 6-hour averages of the CI and log(Ext)
data. For the SPE analysis, we calculate the correlation coefficients r between the
binned MIPAS cloud parameter and the binned CNM data averaged over all 6 FD
events. In order to allow for nucleation and growth of ice particles but also to identify
statistical artifacts, these studies were performed with time lags ranging from —5 to
5 days. A time shift of +-5 days means that we look for a cloud signal 5 days after
the occurrence of a FD event. We regard a significance level > 95 % as significant
and a significance level between 90-95 % as marginally significant. For a detailed
description see Rohs et al. [2010].

5.3 Results

With the cloud index (CI), the logarithm of the extinction (log(Ext)) and the cloud
occurrence frequency (Occ) data we have a very sensitive tool for the investigation
of high clouds. While CI and Occ are directly related to cloud effects, log(Ext) in
the UT/LS region is also sensitive to aerosol effects as precursors for clouds. The
CI and Occ data are calculated for an altitude range from 9—18 km altitude except
for the midlatitudes and polar summer regions at 15 and 18 km altitude where no
clouds exist. The log(Ext) data are calculated for an altitude range from 12-24 km
altitude.

In Fig. 5.2 the CI and CNM data—averaged over the 6 FD events—from 10 days
prior to the FD event to 10 days past the event, are exemplified for 0-30°S,
9 &+ 1.5 km without time shift. Albeit a relation between the CI and CNM data
is hardly visible, the SPE analysis delivers a nominally significant correlation of
r = —0.21. However, due to the low value of r, this relation can only explain 4.8—
7.8 % of the observed variance.

CI measures the cloud transparency. Since a low CI belongs to an optically thick
cloud cover, a negative CI-CNM correlation coefficient corresponds to a positive
cloud-CNM correlation coefficient and vice versa. In Fig. 5.3a the inverse of the
correlation is plotted for a better comparison with the log(Ext)-CNM and Occ-CNM
correlations. Blue points indicate negative correlations between cloud cover and
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Fig. 5.3 Latitude-altitude distribution of r between (a) CI, (b) log(Ext), and (¢) Occ and CNM
for the SPE analyses without time shift—grey circles indicate marginally significant correlations,
black circles indicate significant correlations; for better comparison with log(Ext) and Occ the
negative of the CI-CNM correlation is plotted. This figure is from Rohs et al. [2010]

CNM and red points positive correlations. From the CI-CNM analysis, we derive
an excess of positive cloud-GCR correlations with only two significant and one
marginally significant positive correlations.

The log(Ext) data are sensitive to enhancement in the aerosol amount and clouds.
The SPE analysis of log(Ext) and CNM (Fig. 5.3b) yields positive and negative cor-
relations in nearly the same amount with one positive and one negative significant
correlation. Occ is a measure for the degree of cloudiness. For Occ we find higher
correlations than for CI and log(Ext) (Fig. 5.3c). However, the Occ-CNM corre-
lations are less reliable than the CI—and log(Ext)-CNM—correlations (Sect. 5.4).
The distribution of the Occ correlation coefficients is similar to that of the CI corre-
lation coefficients with an excess of positive correlations. Note that CI and Occ are
not independent, because an increasing CI corresponds to a decreasing Occ.

5.4 Discussion

While from previous studies (Sect. 5.1) even the sign of a possible GCR-cloud cor-
relation in the UT remains uncertain, our findings from the CI-CNM correlation
and the Occ-CNM correlation indicate that positive correlations prevail. In contrast,
the log(Ext)-CNM correlation shows a more balanced picture with nearly equal
amounts of positive and negative correlations—also at high altitudes (21-24 km),
where log(Ext) is a pure parameter for aerosols. Since a cloud or aerosol occurrence
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Fig. 5.4 (a) Relative cumulative frequency of the CI-CNM correlation coefficients; the solid line
indicates a random distribution, (b) Kolmogorov-Smirnov test statistics D for a confidence level of
95 % for time shifts from -5 to 5 days. The critical D-value for CI is Dy = 0.304. This figure is
from Rohs et al. [2010]

might need some days to respond to a change in GCRs, we investigated time shifts
of 0-5 days (not shown). Overall, time shifts do not change the results significantly.

Due to the large amount of MIPAS-E data points scattered over the whole latitude
band, meteorological variability should be evened out to a large extent. Only the
analysis of the polar latitudes might still be influenced by meteorological variability.
So, we compensate the low number of only 6 FD events.

The derived correlations are weak and close to the chosen significance value.
Therefore, it is crucial to assess, whether the obtained correlations are robust enough
to support the GCR-cloud hypothesis. For this purpose, we perform a Kolmogorov-
Smirnov test [Rohs et al., 2010, and references therein].

Figure 5.4a shows the cumulative fraction of the obtained correlation coefficients
for CI without time shift in comparison with the random distribution. For negative
time shifts all obtained D-values (see Fig. 5.4b) are located below D¢ (or only
slightly above in case of —5 days time shift). For time shifts of 0 to +5 days, how-
ever, D-values well above D are obtained. Thus, for the CI-CNM and also for
the log(Ext)-CNM correlations (not shown), we derive a probability of more than
95 % that for positive time shifts between 0 and 5 days the entity of the corre-
lation coefficients is not randomly distributed. For the Occ-CNM correlation, the
Kolmogorov-Smirnov test is less explicit. This might be due to the fact that we have
used daily means of the Occ data and, hence, have only 21 instead of 84 data points
for each correlation.

Additionally, we performed a time scale analysis of r analogous to the variance
analysis. Figure 5.5 shows as an example the evolution of »(CI, CNM) between 30
and 60°N at an altitude of 12 &= 1.5 km. We find that about half of the correlation
can be attributed to the low frequency variability during the 20-day windows and
half to the high frequency. During the step from 10 days to the full 20 days, which
encloses the Forbush decrease, in 18 of 20 cases (including the cases, where 7 is
not significant or even positive), r drops strongly. Hence, the shift of r to negative
values which is visible in the Kolmogorov-Smirnov test (see Fig. 5.4a) results from
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Fig. 5.5 Time scale analysis —45° lat, 12 km
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the low frequency variability. This might be an indication that the correlation is not
coincidal but stems from a GCR—high cloud interaction.

Whereas the quality of the Occ-CNM correlations is not sufficient, we can esti-
mate the confidence intervals of a possible impact from GCRs on CI and log(Ext).
For this purpose we calculate the correlation coefficients of the SPE analysis be-
tween CI and CNM at 9 and 12 km altitude and between log(Ext) and CNM at all
altitude intervals without separating into latitude bins. For the correlation of CI and
CNM at 15 and 18 km altitude, we restrict the latitude range to 30°S—30°N, where
high clouds exist. For details see Rohs et al. [2010].

The highest sensitivities to GCR flux are found at low altitudes (Fig. 5.6). At
9 km altitude the calculated best estimate of the sensitivity yields Spest = —28 %
with Spin(1lo) = —58 % and Syax(1o) = +3 %. That means, an increase in GCRs
which produces a 15 % increase in CNM (typical amplitude of CNM for a solar
cycle) would lead to a change in CI between —9 % and +0.5 % with a best esti-
mate of —4.1 %. At 12 km altitude the sensitivity iS Spest = —13 % (Smin: —40 %,
Smax + 13 %). At 15 km altitude we obtain only a weak sensitivity (Spest = —10 %).
At 18 km the sensitivity is Spest = —65 % but with a very broad range. For log(Ext)
the best estimate of the sensitivity at 12 km altitude is Spest = —16 % (Stin: —32 %,
Smax 0 % ). So, a 15 % increase in CNM would lead to a —2.4 % (—5-0 %) decrease
in log(Ext). This is a discrepancy to the findings from the CI-CNM correlation. At
higher altitudes the sensitivity of the log(Ext)-CNM effect shifts towards weak pos-
itive values, which is in accordance to the findings from the CI-CNM analysis.
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5.5 Conclusions

In this study, we find that a positive correlation between thin high clouds and cos-
mic rays prevails and that this correlation is especially pronounced at 9 km. In the
log(Ext) data at 21 and 24 km altitude, positive and negative correlations occur in
nearly equal amounts. With a Kolmogorov-Smirnov test we prove that the weak
GCR—high cloud (or high cloud plus aerosol) effect in the MIPAS-E data is real
and not coincidental. By calculating the impact from a 15 % increase in CNM (typ-
ical amplitude during one solar cycle) on clouds from the MIPAS-E measurements
we derive small but not significant decreases in CI (which has low values for op-
tically thick clouds). The most pronounced impact on CI is found at 9 km altitude
(=9 % to +0.5 %). For the log(Ext) data at 12 km altitude a decrease of —5 to 0 %
is calculated which shifts towards weak positive values at higher altitudes. Further
investigations with a prolonged MIPAS-E data set should narrow down the range
of a possible GCR—high cloud effect. However, albeit a zero-effect can not be ex-
cluded, the best estimate of the CI-CNM analyses indicates that—according to our
study—an increase in GCRs leads to a small increase in high cloud cover. While
an increase of lower clouds results in a cooling, the effect of changing high cloud
cover on the radiative forcing is not well known: Most theories derive a warming
potential by increasing high clouds, but the magnitude of this effect depends on
the microphysical properties of the cirrus and can in some cases even change its
sign. Therefore, we cannot provide a quantitative estimate of the radiation impact
by the enhanced high cloud cover by GCR, in particular as our statistical analysis
of satellite data does not allow to derive more detailed parameters of the nature of
GCR-induced high clouds.
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Chapter 6
Laboratory Experiments on the Microphysics
of Electrified Cloud Droplets

Daniel Rzesanke, Denis Duft, and Thomas Leisner

Abstract The global electric circuit (GEC) is one of the candidates for a coupling of
terrestrial climate with solar activity [Friis-Christensen, in Space Sci. Rev. 94(1-2):
411-421, 2000]. It has been suggested that vertical electric currents in the atmo-
sphere can modify cloud microphysics and thereby alter the properties of the earth’s
cloud system [Tinsley, in Space Sci. Rev. 98:16889-16891, 2000]. In the framework
of the Deutsche Forschungsgemeinschaft (DFG) priority program CAWSES we con-
ducted laboratory experiments which quantify the influence of electric charges on
the microphysics of cloud droplets in order to assess the atmospheric relevance of
this link between the GEC and the cloud system. More specific, we quantify the
influence of charges, electric fields and ionizing radiation on the heterogeneous and
homogeneous nucleation in cloud droplets. These experiments were carried out on
individual electrified cloud droplets using an electrodynamic balance enclosed by a
miniaturized climate chamber to provide realistic atmospheric conditions. Several
effects that could link the electrical state of the atmosphere to cloud microphysics
have been investigated and quantified. While no direct effect of cloud droplet charge
on homogeneous freezing was found, we were able to confirm and quantify the en-
hanced scavenging of aerosol particles by charged cloud droplets. Together with the
first direct measurement of size dependent contact freezing probabilities it is now
possible to quantify the role of charges for cloud glaciation in cloud models. Addi-
tionally, a substantial effect of cloud droplet and ice charge on the vapor pressure of
these cloud elements has been found that has so far not been taken into account in
cloud modeling.

Glossary

C Cunningham factor

D*  Diffusivity of water in gas phase (corrected for kinetic effects)
L Latent heat of evaporation (water)

Myw  Mole mass of water
N, Number concentration of aerosol particles
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Py Freeze rate

Pscqy  Scavenging rate (actual collision rate of aerosol particles with the droplet)
Qg4  droplet charge

Oy, q particle charge

Ry, r Droplet radius

R,  Particle radius

R Gas constant

RHyw Relative Humidity

Too  Ambient temperature

es;  Saturation pressure over plane clean ice surface

es,;  Saturation pressure over plane clean liquid water surface

K} Heat conductivity of air (corrected for kinetic effects below mean free path)
kp Boltzmann’s constant

Teq  Terminal radius of a charged droplet in a subsaturated environment
) Relative velocity between air flow and droplet

p Water dipole moment

€0 Vacuum permittivity

n Scavenging efficiency

pw  Liquid water density

o4 Geometrical droplet cross section (7 Rﬁ)

Oscav  Scavenging cross section (effective droplet cross section)
7 Viscosity of air

6.1 Introduction

More than two hundred years ago, William Herschel [1796] was the first to pro-
pose a link between solar activity and climate. He realized that a high count of
visible sunspots coincided with warmer weather and higher yields of wheat crops.
Since then, numerous investigations on this topic have been performed. See for ex-
ample Dickinson [1975]; Friis-Christensen and Lassen [1991]; Hoyt and Schatten
[1997] and the references therein. With the advent of highly sensitive satellite mea-
surements [Sonett et al., 1991], it became obvious, that over the solar cycle, the
solar irradiance is variable only within 0.1 % and cannot account for the observed
changes of the earth’s climate. Modern theories of solar driven climate variability
usually invoke either effects of the much more variable ultraviolet radiation, the so-
lar wind or the solar magnetic field on the energy budget of the earth [for a review
see Cubasch et al., 2000; Gray et al., 2010]. Variations of the solar magnetic field
also modulate the flux of galactic cosmic rays (GCR) which reach the earth [Fisk et
al., 1998]. However, the energy carried by the solar wind or the GCRs is much too
low to have a direct effect on the climate [Bazilevskaya, 2000] thus an amplification
mechanism has to be invoked for this link. Cloud microphysical processes might
serve as such an amplification mechanism and therefore could constitute one of
the links between solar variability and climate. Various microphysical mechanisms,
which depend on the electrical state of the atmosphere, have been proposed to link
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cloud processes to solar variability. As only the very high energy GCR particles can
penetrate down into the troposphere, these mechanisms can be classified into two
groups: A: Mechanisms which rely on the direct interaction between GCR and the
aerosol and cloud system and B: mechanisms which invoke an indirect link between
the ionizing radiation and the cloud system. In the former case, the formation of
large ions, aerosol particles, cloud droplets and ice crystals is considered as a direct
consequence of the effect of the ionizing radiation on the cloud systems [Marsh and
Svensmark, 2000; Carslaw et al., 2002; Kirkby et al., 2011]. Among the latter, a de-
tailed mechanism has been proposed [Zinsley and Deen, 1991; Tinsley, 2000] which
suggests that clouds are influenced by the vertical electric current in the atmosphere,
which itself is modulated by the flux of the ionizing radiation. Some key features
of this model are illustrated in Fig. 6.1 which shows a schematic representation of
the global electric circuit. The flux of highly energetic particles of galactic origin
(Fig. 6.1, blue arrows) is modulated by the variations in the solar magnetic field.
This in turn influences the concentration of ion pairs in the upper atmosphere which
are created by photoionization and subsequent scavenging of the photoelectrons by
molecular oxygen. The ion pairs are separated in the fair weather electric field of
the earth, which is created and maintained predominantly by the electrical activity
of large storms within the Intertropical Convergence Zone.

Accelerated by the electric field of the earth the positively charged molecular
ions or ionic clusters move towards the earth’s surface. When the ions encounter a
neutral cloud droplet, the interaction with the image charge induced on the droplet
results in mutual attraction and if close enough in a collision. This process ultimately
leads to an electrification of the droplets on the cloud tops and continues until the
attractive image force is counterbalanced by the repulsive Coulomb force between
the charged droplets and the ions. Typical charges on stratiform cloud droplets have
been measured to be up to several hundred elementary charges [Pruppacher and
Klett, 2004], while the typical electric fields range between 500 V/m and 10000 V/m
which compares to the fair weather electric field of 120 V/m [MacGorman and
Rust, 1998]. Through this scavenging process, the mobility of the charge carriers is
strongly reduced, so that in the presence of clouds the global electric circuit of the
earth is locally interrupted.

It is clear from the above, that cloud electrification depends on the strength of
the vertical atmospheric current, which itself depends on the amount of ionizing ra-
diation in the upper atmosphere and thereby on solar activity. While this part of the
proposed link between solar activity and climate is largely undisputed, it is much
less clear which consequences a change in cloud electrification has for cloud micro-
physics, cloud lifecycle and optical properties and ultimately on climate.

It is assumed, that upon evaporation of cloud droplets on the lee side of clouds,
charged cloud condensation nuclei (CCN) are released, and that their ability to
induce contact or immersion freezing when reentering another cloud depends on
their charge state. Under such circumstances, the flux of ionizing radiation alters the
cloud microphysics and indirectly modulates the development, lifetime and optical
properties of clouds. Many elementary processes in cloud microphysics like freez-
ing, scavenging and evaporation might depend on the charge state of the aerosol.
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Fig. 6.1 Schematic representation of the global electric circuit (GEC) and its interaction with en-
ergetic cosmic particles and the tropospheric cloud system. Galactic Cosmic Rays (GCR) (blue
arrows) and other highly-energetic particles of solar and cosmic origin (black arrows) create ion
pairs when penetrating the atmosphere and by that change the ionospheric electrical potential and
the atmospheric vertical column resistance. The electrical charges transported by the vertical cur-
rents (indicated by red arrows) accumulate on airborne aerosols as well as on droplets and ice
crystals at cloud tops and bottoms and potentially change the cloud physical properties, e.g. cloud
lifetime, cloud optical density or precipitation. Variations in the solar wind and in the extend of
the solar magnetosphere modulate the atmospheric flux of energetic cosmic particles and in this
way may exert an indirect influence on the earth’s cloud system and climate [figure adapted from
Tinsley and Yu, 2004, see here for more details]

Some possible charge dependent cloud processes are discussed in Pruppacher and
Klett [2004, Chap. 18.6, p. 8271t.].

In order to assess the importance of charges for the respective efficiencies and
process rates, we conducted laboratory experiments that model some of these inter-
actions between aerosol particles and charged cloud droplets. The experiments were
performed using individual water droplets levitated in an electrodynamic balance
under a range of conditions relevant for tropospheric clouds. As ice formation is one
of the most important but also most elusive and sensitive processes that affect cloud
development, lifetime and radiative properties, we mainly focused on ice formation
and ice properties. After a short review of the experimental techniques, we report the
results of four different types of experiments. In Sect. 6.3.1 we consider the charge
dependence of homogeneous nucleation rates of supercooled cloud droplets, fol-
lowed by a quantification of the attraction of aerosol particles by a charged droplet
in Sect. 6.3.2. The effect of droplet charge on the vapor pressure of water droplets
and ice crystals is detailed in Sect. 6.3.3, while the ice nucleation efficiency of het-
erogeneous ice nuclei is investigated in Sect. 6.3.4.



6 Laboratory Experiments on Electrified Cloud Droplets 93

S NN\
Eml\ > ’||1'=

(o o]

1cm
| |

Fig. 6.2 Cross section through the levitator placed in a vacuum chamber (a) for electric and ther-
mal insulation. Further noticeable parts are a cooling circuit (b), ports for optical and mechanical
access (c), droplet dispenser (d) and hyperbolical shaped electrodes (f). The levitated particle (e) is
centered within the electrodes

6.2 Experimental Setup

All experiments described in this work were performed using individual charged
cloud droplets (diameter 20 um—100 pm) levitated in an electrodynamic balance
(EDB, see early works by Paul and Steinwedel [1953]; Fischer [1959]; Wuerker et
al. [1959] and reviews of the technique by March and Hughes [1989] and Davis
[1997]). The electrodynamic levitation technique allows a contact free storage of
charged particles for prolonged periods of time without contact to any wall or sub-
strate under conditions relevant for tropospheric clouds. This technique is therefore
well suited for the investigation of airborne aerosol or cloud particles.

As details of the setup have been given in previous publications [Duft and Leis-
ner, 2004a; Achtzehn et al., 2005], only the main features are recalled here. A cross
section through the EDB setup is given in Fig. 6.2. The electrodynamic levitator is
of the classical type consisting of three rotationally symmetric hyperboloids, which
form a toroidal body electrode and two endcap electrodes. The body electrode car-
ries the AC voltage that is essential for the levitation, while a bipolar DC potential
is applied to the bottom and top endcap electrodes, which is used to balance the
gravitational force on the droplet. In order to ensure a homogeneous temperature
field across the device the electrodes are machined from massive copper blocks and
electrical insulators with high thermal conductivity are used. The exterior of the lev-
itator has the shape of an octagon and carries eight circular ports which are used as
optical and mechanical access points to the interior of the levitator (cf. Fig. 6.2¢/d).
Bottom and top endcap electrodes carry openings through which a laminar gas flow
to and from the trap can be maintained.

Individual droplets in the diameter range between 20 pm-100 pm are gener-
ated on demand by a piezo-driven droplet dispenser [Gast and Fiehn, 2003] (cf.
Fig. 6.2d) at room temperature. The droplets are charged inductively by an electric
field at the tip of the dispenser during their creation and are introduced ballistically
into the EDB which is held at the constant temperature of interest. By choosing a
fixed delay time of droplet injection relative to the phase of the AC voltage each
individual droplet can be decelerated and trapped at the center of the levitator.
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The body electrode is cooled either by a liquid-nitrogen cooled cold finger (Cry-
ovac Konti and PK2001) or by a closed cycle refrigerator (Julabo FP50-HE). Due
to the good heat conductivity between the electrodes and the efficient thermal insu-
lation within a vacuum chamber, the temperature of the levitator is homogeneous to
within £1 K. Precise temperature measurements on each of the electrodes allow to
reconstruct the droplet temperature with even higher precision by thermodynamic
modeling. In a stagnant atmosphere, the droplet temperature can be known within
an error of 0.3 K, while in a gas flow, the temperature uncertainty is estimated to
be +0.5 K.

Inside the EDB, the droplet is illuminated with a He-Ne laser beam. In order to
monitor the vertical position of the droplet, the elastically scattered light is imaged
by an optical lens onto a linear CCD array which is mounted vertically outside the
vacuum chamber. The droplet position can be locked to the center of the EDB by
feeding an error signal from a proportional-integral-derivative controller (PID con-
troller) back to the DC voltage supply connected to the endcap electrodes. From
that balance voltage, the charge to mass ratio of the droplet and the optimal fre-
quency and amplitude of the AC trapping voltage are calculated online and fed to
the AC voltage generator. Thereby the droplet can be held stable even if its mass
or charge changes during the measurement. Light scattered in an angular cone cen-
tered around 7 /4 is detected by a two-dimensional CCD array. By comparison of
the scattering pattern with Mie theory [Bohren and Huffman, 2004] using tabulated
values for the refractive index of supercooled water [Duft and Leisner, 2004a], the
size of the droplet can be determined to within 1 %.

For the experiments presented in Sects. 6.3.2 and 6.3.4, a well defined aerosol
flow through the EDB was realized. As this is a new extension to the EDB, it is
described here in some more detail. A schematic diagram of the aerosol system
is shown in Fig. 6.3. Aerosol particles can be dry or wet dispersed in an electro-
spray generator (TSI EAG 3480) an atomizer or a fluidized bed generator (both
home build). After diffusive drying and charging into a well-defined charge distri-
bution [Fuchs, 1963; Wiedensohler, 1988] by an ionizing source (Kr-85 or Po-210)
the aerosol particles are size selected in an electrostatic classifier (TSI Electrostatic
classifier 3080L). The resulting flow of quasi-monodisperse aerosol is precooled
to the temperature of the trap and a controlled fraction of the flow is passed verti-
cally through the trap. Computational fluid dynamics calculations were performed
to check for laminar flow conditions and to model the temperature of the droplet sus-
pended within the flow. After passing through the trap, the aerosol number density
is monitored by an Condensation Particle Counter (CPC, TSI 3776) or for higher
concentrations (more than 10* cm™3) by a Faraday Cup Electrometer (FCE, TSI
3068B).

Depending on the aerosol particle size range used in a particular experiment, the
total flow rate of the aerosol generation and the aerosol preparation section of the
flow system had to be varied. For a particular aerosol particle size the total flow
rate was held constant through the experiment. The aerosol system was typically
operated at a constant total flow rate of 5—10 I/min in the aerosol generation section
and 0.1-1.5 I/min in the aerosol preparation section. The flow through the EDB
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Fig. 6.3 Schematic diagram Aerosol generation
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was limited by the stability of the droplet levitation and could be varied between
0 and 0.3 I/min resulting in a maximum flow speed of 65 cm/s which corresponds
to the terminal fall velocity of a 140 pm water droplet. Typical aerosol number
concentrations used in our experiments varied between 10 cm ™3 and 300 cm™3 for
size selected mineral dust and between 20000 cm~> and 25000 cm~> for silica-
sphere particles while aerosol particle diameters ranged from 29 nm to 2 pm.

6.3 Experimental Results

6.3.1 Homogeneous Freezing of Supercooled Cloud Droplets
as a Function of Charge

One of the most important and direct cloud microphysical processes that are relevant
for the climatic impact of clouds is the freezing of cloud droplets. It controls cloud
dynamics by the release of latent heat and by the reduction of the vapor pressure of
ice as compared to water which leads to growth of the ice phase on expense of the
liquid droplets (Bergeron-Findeisen-Process).

Homogeneous freezing is an activated process which proceeds via the forma-
tion of a germ, i.e. a nucleus of critical size that represents a barrier in the free
energy of the process. Therefore, pure water can be readily supercooled and freezes
homogeneously only at temperatures below —36 °C [Krdmer et al., 1996]. In the
atmosphere, homogeneous freezing can occur mainly at the top of deeply convec-
tive clouds, where the temperature can drop below —36 °C or in solution droplets
that form cirrus clouds at even lower temperatures. Otherwise, atmospheric ice for-
mation is usually induced by solid particles immersed in supercooled cloud droplets
(immersion freezing), or by contact of these droplets with interstitial ice nuclei (con-
tact freezing).
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There is considerable debate on the molecular mechanism of homogeneous nu-
cleation, especially on the question whether the surface of the droplet may be a pre-
ferred site for the formation of the ice nucleus. In that case, electric charges might
have an important influence as they are located at the surface of liquid droplets and
modify the molecular structure in their proximity and thus may either promote or
inhibit ice formation.

Many experimental examinations were analyzed assuming volume dominated
homogeneous nucleation (by Taborek [1985] using emulsion samples, by DeMott
and Rogers [1990] in cloud chambers, by Wood et al. [2002] in droplet trains and in
levitated single particles by Krdmer et al. [1996, 1999] and Stockel et al. [2002]).
A reanalysis of these datasets by Tabazadeh et al. [2002a, 2002b] and Djikaev et
al. [2002, 2003] suggested that freezing in a small layer of the droplets surface
might be dominant under atmospheric conditions. This conclusion was supported
by molecular dynamics simulations where Vrbka and Jungwirth [2006] found hints
for subsurface initiated freezing. In further experiments by Duft and Leisner [2004b]
and Benz et al. [2005] volume dominated homogeneous nucleation was reconfirmed
for atmospherically relevant droplets larger than 3 um. However, the volume dom-
inance of homogeneous nucleation for droplets of smaller sizes is still subject to
debate.

Under the presence of very strong external electric fields (several thousand volts
per centimeter) some models and experiments have been reported to show electro-
freezing, i.e. freezing initiated by strong electric fields or by effects associated with
it [Maybank and Barthakur, 1967; Abbas and Latham, 1969; Pruppacher, 1973].
The underlying mechanisms are not well understood [for a review see Doolittle and
Vali, 1975]. In model simulations a strong enough electric field was able to pro-
duce an alignment of water dipoles in a microscopic layer below the water surface
[Svishchev and Kusalik, 1996; Zangi and Mark, 2004; James et al., 2007]. How-
ever, in most experiments, the observed enhanced freezing rate might be caused by
the attraction of small ice-active particles due to electric forces [Dufour, 1862; Rau,
1951; Salt, 1961; Dawson and Cardell, 1973].

In order to assess the importance of charge-induced freezing, we have investi-
gated the rate of homogeneous freezing of levitated pure water droplets as a func-
tion of droplet charge. In contrast to most freezing experiments, where ensembles
of droplets are subjected to a decreasing temperature ramp, we perform temperature
jump experiments where a sequence of droplets is rapidly (within about 100 ms)
quenched to the temperature of interest by injecting them into the cold EDB. Due
to the stochastic nature of freezing, they then freeze within a variable time interval
after the temperature jump. The onset of freezing was determined through analysis
of the elastically scattered light as described by Krdmer et al. [1999]. The freezing
time is recorded for each droplet and the fraction of unfrozen to the total number of
droplets is determined as a function of residence time at the low temperature. This
allows for a direct determination of a freezing probability which is then analyzed
with respect to its dependence on droplet charge.

To differentiate small changes in the freezing rate of droplets as a function of
their charge, it is necessary to analyze the statistics of the freezing of a large en-
semble of droplets under otherwise identical conditions. For that purpose, a fully
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automated experimental setup was developed, which allows to observe the freezing
of a large number of droplets. While the charge of the droplets has been varied from
droplet to droplet in a predefined scheme, all other experimental parameters were
kept constant.

With this setup we sequentially observed and analyzed the freezing of several
thousands of droplets carrying a charge that was varied from droplet to droplet by
randomly selecting the injection and trap parameters from a precompiled list. The
resulting database of freezing times and unfrozen fractions was then sorted accord-
ing to droplet charge and analyzed with respect to the freezing rate. By this strategy,
unavoidable drifts in temperature (AT ~ 0.1 K) and droplet radius (ARz ~ 1 um)
are distributed equally among all charge states and do not introduce systematic er-
rors.

In Fig. 6.4 a typical result of such an experiment is shown where only two charge
states were selected. The logarithm of the fraction of unfrozen droplets to the total
number of observed droplets is given as a function of their residence time in the trap
which was held at T = 237.9 K (normal pressure and 95.6 % RHw) for the two
classes of droplets. No evidence for charge dependent homogeneous freezing can
be seen. This finding was confirmed for more charge states and polarities spanning
the relevant range of atmospheric charges [Bourdeau and Chauzy, 1989; MacGor-
man and Rust, 1998]. We therefore conclude that droplet charge has a negligible
influence on the homogeneous freezing rates of cloud droplets under atmospheric
conditions.

6.3.2 Aerosol Scavenging Efficiencies of Charged Cloud Droplets

Another important effect of cloud charge may be the modification of scavenging
efficiencies for charged or neutral aerosol particles due to electrostatic interaction.
Once an aerosol particle is collected by a cloud droplet, it could act as a heteroge-
neous ice nucleus in contact or immersion mode and therefore modify the glaciation
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of the cloud with the aforementioned consequences. The influence of solar activity
on aerosol charging and as such on the scavenging of aerosol particles with cloud
droplets is the prime process that is evoked by some authors [Zinsley and Deen,
1991; Tinsley, 1993] to establish the link between solar activity and cloud cover.
The scavenging of aerosol particles by cloud droplets can occur as a result of Brow-
nian motion and turbulent transport of the aerosol particle, or due to the difference
in the terminal fall velocity of aerosol particle and droplet. However, the scavenging
efficiency is greatly enhanced by coulombic or induced dipole interaction between
droplet and aerosol particle [Kraemer and Johnstone, 1955; Fuchs, 1964; Prup-
pacher and Klett, 2004]. For the situation realized in our experiment diffusive and
turbulent processes are negligible and only coulombic and image force interactions
are considered along with the drag force associated with a motion in a viscous fluid.
The scavenging efficiency 7 is usually expressed as a dimensionless ratio between
the scavenging cross section and the geometric droplet cross section 1 = o¢qv/04.
The basic analytical formulation for the scavenging efficiency of charged aerosol
particles of radius R, and charge Q ,, in a laminar gas flow of velocity vy around an
oppositely charged sphere of radius R; and charge Q4 was given by Kraemer and
Johnstone [1955]:

n:——ZCQdQ”Z 6.1)

6w =eouRp R5v0

where C denotes the Cunningham correction factor and p the viscosity of the gas.
This formulation includes drag force and static Coulomb interaction only. So far no
direct derivation of the scavenging efficiency including the important image force
interaction has been obtained; an overview of the semi empirical parameterizations
of electro scavenging can be found in Dhariwal et al. [1993].

To estimate scavenging efficiencies the differential equation for the aerosol parti-
cle motion in the laminar flow around a charged spherical collector has been solved
numerically by Runge-Kutta method of 4th order, including drag, Coulomb- and im-
age forces following the method described by Kraemer and Johnstone [1955] and
most recently applied by Tinsley et al. [2000]. In brief, the particle trajectory with
the largest impact distance that still hit the collector was determined with an itera-
tive method. The squared ratio of this distance and the collector radius is equal to
the scavenging efficiency.

To verify the numerical algorithm we compared the scavenging efficiencies com-
puted by our numerical algorithm (excluding image force interaction) with the scav-
enging efficiencies calculated from Eq. (6.1) over the range of input parameters used
in our experiments. The resulting scavenging efficiencies agreed to within 5 % over a
range of four orders of magnitude of the scavenging efficiency. This result confirmed
the quality of the computational algorithm which was then applied to calculate the
scavenging efficiency including image force interactions.

In order to assess in a first experiment the collision rates between aerosol particles
and droplets, 29 nm diameter silica spheres (LUDOX®AS40-Grace) were dispersed
by the electrospray aerosol generator. The airborne particles were dryed, charged
and size selected as described above and then passed through the EDB holding a
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Fig. 6.5 Discharging (upper panel) of a charged cloud droplet by collection of singly charged
aerosol particles by scavenging from a continuous flow (lower panel). A discharging curve is mod-
eled (solid line) using observed aerosol flow rates, with the scavenging efficiency as a free param-
eter. The resulting fitted scavenging efficiency of 8.8 is close to the numerically computed value
of 11.9 considering the uncertainty in determination of particle flow conditions (spatial velocity
profile of the flow and possible influence of turbulence)

droplet of well characterized size and charge. The electrostatic classifier could also
be used to provide for a particle free control flow.

The uptake of aerosols by the levitated droplet changes both its mass and charge.
With known aerosol size, charge and flux, the scavenging rate can be calculated from
the time dependent charge to mass ratio of the droplet. In Fig. 6.5 such raw data are
shown: the droplet charge to mass ratio decreases while exposed to the particle flux
but stays constant in absence of the aerosol flux. The continuous line in Fig. 6.5
(upper panel) shows the modeled discharge curve for our situation, using values
for the scavenging efficiency calculated with the numerical method described above
and observed aerosol flow rate (lower panel), which obviously fits our measurements
very well. We therefore conclude, that electrically enhanced scavenging in our range
of particle sizes, charges and flow rates is very well described by the procedure.

In one special case, we were additionally able to observe the trajectories of large
scavenged ice aerosol particles using an optical microscope equipped with a high
speed CCD camera (Vision Research, Phantom v710). From the microscope im-
age the diameter of the particles was estimated to be between 1-3 um. Trajectories
computed by the numerical model described above could be directly fitted to the
measured trajectories using the particle size and the impact parameter as free pa-
rameters. The fitted particle diameters of 1.7 um and 2.4 pm are within the range
obtained from the microscope image. As demonstrated in Fig. 6.6, the particle tra-
jectory was reproduced very well by including drag, Coulomb and image forces in
the numerical model.

From these experiments, we conclude that the computation of the scavenging
rates by the numerical method describes the experimental conditions very well. The
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Fig. 6.6 Still image of a charged water droplet (D =90 um, Q4 = 1.7 pC) levitated in the EDB
(T = —9.8 °C) overlaid with trajectories of neutral and weakly charged ice particles moving from
left to right within a laminar stream of air (flow speed 0.015 m/s). The open rectangles represent
visually tracked particle positions and the colored lines follow model trajectory calculations. The
green and red lines correspond to neutral particles attracted to the droplet by induced dipole inter-
action (d = 1.7 um, all three particles), while the blue line follows the track of a charged particle
(d=2.4pum, Q,=33e")

results illustrate the importance to consider not only the droplet charge but also
the polarizability of the aerosol substance to predict charge effects in cloud micro-
physics.

6.3.3 Vapor Pressure of Charged Hydrometeors

In recent field studies in tropical regions [Nielsen et al., 2007; Chaboureau et al.,
2007; Corti et al., 2008; de Reus et al., 2009] ice particles have been found in the
lower stratosphere where they might have been lifted by the deep convection from
tropical thunderstorms. However, measurements [Khaykin et al., 2009] showed that
the air mass was subsaturated with respect to ice on its way to the stratosphere
which would have rendered the lifetime of the particles too short to be detected. It
was then speculated, that charges on the ice particles might have stabilized them
sufficiently to survive the subsaturated conditions. Though it is obvious that charges
on a particle attract polar water vapor molecules and therefore reduce its water vapor
pressure, this effect seems to have escaped the attention of many atmospheric sci-
entists. In principle, a charge effect on hydrometeor vapor pressure can effect cloud
evaporation and therefore form a link between global electric circuit and cloud opti-
cal thickness. In order to quantify this effect experimentally, we measured the vapor
pressure of individual charged water droplets levitated within the EDB at well de-
fined temperatures. The vapor pressure was derived from the speed of evaporation
of charged droplets exposed to an ice saturated environment which was established
by coating the electrodes of the EDB with ice before the beginning of each exper-
iment. At various temperatures, water droplets of well defined charge were then
injected into the levitator and their speed of evaporation was measured as a function
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of their size. A typical evaporation curve of a droplet is given in Fig. 6.7. Initially,
the droplet surface area decreases linearly with time, as expected for a diffusion
limited evaporation process. From the slope of this curve, the water vapor pressure
within the levitator can be obtained as the only fitting parameter, as all other quan-
tities are known from independent measurements. As obvious from Fig. 6.7, after
some time, the evaporation of the liquid droplet deviates from the expected curve
and eventually comes to a complete standstill. At this point in time, the vapor pres-
sure of the charged liquid droplet equals the vapor pressure in the levitator, which
is usually determined by that of ice [taken from Murphy and Koop, 2005] at the
levitator temperature.

The observed evaporation curve can be reproduced perfectly by considering the
charge—dipole and charge—polarization interactions between the droplet and the
evaporating water molecules:

1dr? (1+Uy)RHy — 1 ©62)
2dr RToo Low LM .
2dt Sy e Crr = D
where
lgp|
s — 6.3
‘7 dreokpToor? ©.3)
leading to the liquid drop terminal radius:
2 lgp| 64)

“I AmeokpT In ZV—’
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As the thermodynamic properties of water and the molecular polarizability of
water are well tabulated, no further fitting parameters are required. The detailed
derivation is presented in Nielsen et al. [2011].

We found that within the limits of experimental error, the classical theory for
the evaporation of charged droplets is confirmed in our experiments. The resulting
saturation vapor pressure depressions can be considerable and reached up to 6.5 %
under our experimental conditions.
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6.3.4 Contact Nucleation Rates of Supercooled Cloud Droplets
Exposed to Electrified Aerosol Particles

As discussed in Sect. 6.3.2, charges on cloud droplets enhance their efficiency to
scavenge interstitial aerosols which can serve as ice nuclei in contact or immersion
mode. In order to assess the importance of this effect on cloud glaciation, the contact
freezing probability e, has to be known, which is defined as the probability of freez-
ing of a supercooled water droplet upon contact with a heterogeneous ice nucleus.
This probability is a function of the droplet temperature and the substance, size and
possibly shape and structure of the heterogeneous ice nucleus.

In order to arrive at a first assessment, the contact freezing probability can be
estimated by measuring the freeze rate of supercooled liquid droplets exposed to
aerosol particles in a laminar flow. The contact freezing probability e. can be calcu-
lated as the quotient of the actual measured freeze rate Py and the scavenging rate
P scav+

Py Py
Pscay Ncevooan

e = (6.5)

The scavenging rate depends on the particle concentration N, the flow speed at
the droplet position v, the droplet geometrical cross section o4 and the scavenging
efficiency 7.

We measured the contact freezing probability for several of the most common
atmospheric mineral dust particles [see Zimmermann et al., 2008, for a compilation
of mineral dust components frequently found in the atmosphere] as a function of
their size and ambient temperature. The results for two selected (illite and kaoli-
nite) mineral dust components are presented in this section. Size selected aerosol
particles were generated by dry dispersion from a dust powder sample in a fluidized
bed generator. Large particles were removed aerodynamically and a flow of singly
charged size selected particles was generated using a differential mobility analyzer
(cf. Fig. 6.3). The rate of collisions between aerosol particles and droplets Pycqy
was derived from the measured aerosol concentration and velocity profile assum-
ing a collection efficiency as derived in Sect. 6.3.2, whereas the freezing rate was
determined as reported in Sect. 6.3.1.

Some preliminary results are summarized in Fig. 6.8. In the left chart the contact
freezing probability is given as a function of temperature for illite particles of differ-
ent sizes. It can be seen that the contact freezing probability is a very steep function
of temperature and increases with particle size. The latter effect can be explained by
assuming the freezing probability to be proportional to the effective area of contact
between aerosol particle and supercooled liquid. Similar results have been found for
kaolinite particles (Fig. 6.8, right chart). Compared to illite, they have been identi-
fied as less efficient contact freezing nuclei which presumably can be attributed to
the different chemical composition and especially the different morphology of the
two mineral dust components.

Contact freezing probabilities larger than unity, that appear in Fig. 6.8 for large
particles and low temperatures are unphysical and represent the range of experimen-
tal uncertainty within our experiment. This uncertainty results predominantly from
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Fig. 6.8 Contact freezing probability e. of size selected Illite and Kaolinite particles impacting
on a supercooled cloud droplet as a function of temperature and particle diameter. Weighted ex-
ponential fits to the data sets (straight lines) have been added to improve perceivability. The verti-
cal dashed lines represent the lowest temperature at which contact nucleation is not substantially
masked by homogeneous nucleation events (less than 1 % within 30 s measurement interval and
70 um typical droplet diameter). The given error bars in the left diagram are representative for the
uncertainty of all data points shown

the determination of the aerosol flow conditions, i.e. vertical and horizontal velocity
profiles and influence of turbulence within the EDB, which sensitively impacts the
scavenging efficiency 7.

On the other hand impacted particles that do not trigger freezing immediately
can accumulate in the supercooled droplet and act as immersion freezing nuclei
at later time. We are able to discriminate between these two modes of ice forma-
tion by their different effect on the fraction of frozen droplets as a function of time
(cf. Sect. 6.3.1). Details on this will be given in a forthcoming publication.

6.4 Summary

Several effects that could link the electrical state of the atmosphere to cloud mi-
crophysics have been investigated and quantified. While no direct effect of cloud
droplet charge on homogeneous freezing was found, we were able to confirm and
quantify the enhanced scavenging of aerosol particles by charged cloud droplets.
Together with a direct measurement of size dependent contact freezing probabilities
it will now be possible to incorporate charges in cloud models and to quantify their
role in cloud microphysics. Currently we assume, that the effects described here will
not have an important impact on climate, as cloud droplets are rarely charged to the
high values used in the experiments reported herein.
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Chapter 7

Investigations of the Solar Influence on Middle
Atmospheric Water Vapour and Ozone During
the Last Solar Cycle—Analysis of the MPS Data
Set

Paul Hartogh, Christopher Jarchow, and Kristoffer Hallgren

Abstract The MPS water vapour and ozone data set was gained with ground-based
microwave heterodyne spectrometers operating since mid of the nineties of the last
century at two locations: at MPS at mid latitude in Katlenburg-Lindau (51.66°N,
10.13°E) in Germany and at ALOMAR in polar latitude at (69.29°N, 16.03°E)
in Northern Norway. The water vapour observations show a pronounced year-to-
year variability with annual maxima in summer and minima in winter related to the
Lyman-« radiation. In winter we found an anti-correlation of upper mesospheric wa-
ter vapour with the solar activity. After winter solstice the mesospheric water vapour
concentration is strongly influenced by sudden stratospheric warmings (SSWs) ap-
pearing more frequently during high solar activity. In the stratopause and lower
mesosphere region we find a positive correlation with solar activity during the whole
year. Ozone also shows a strong (but different) annual pattern: we find a late sum-
mer maximum in the middle and lower mesosphere which is shifted into autumn and
winter in the stratopause region, and a distinct nighttime maximum around 72 km
during the winter season, whereas no annual maximum occurs there during daytime.
A clear annual asymmetry of the nighttime ozone distribution exists in this domain,
marked by a decline of the mean ozone values in January/February and an increase
to the subsidiary annual maximum a few kilometres higher in March/April. These
asymmetric variations result from the asymmetric occurrence rate of SSWs with
maxima after winter solstice and the asymmetric annual variation of water vapour
with minima around spring equinox.

7.1 Introduction

In the mesosphere, water vapour is the most important minor constituent. The rea-
son is chiefly that water vapour is the main source of the chemically active hydrogen
radicals which affect the chemistry of all other chemically active minor constituents.
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Water vapour itself plays a role in various atmospheric phenomena, such as the cre-
ation of ice particles responsible for the so-called polar mesospheric summer echoes
and the formation of noctilucent clouds (NLCs). Moreover, it determines the pro-
duction of water cluster ions in the mesopause region and it influences the thermal
regime of the atmosphere. Considering both loss and production, its effective life-
time in the middle atmosphere is very long, amounting from several months up to
infinity. Below about 65 km the lifetime is even negative, meaning that water vapour
is not decomposed but is formed from the source species methane and molecular hy-
drogen [Sonnemann et al., 2005]. Only in and above the upper mesosphere, water
vapour is destroyed and converted into molecular or atomic hydrogen. The lifetime
in the lower thermosphere amounts to more than a week. The most important pho-
tolyzer is the solar Lyman-« radiation which varies by nearly a factor of 2 from
solar minimum to maximum [Woods et al., 2000]. The lifetime of water vapour is
on the order of transport time scales even in the lower thermosphere [Stevens et al.,
2003] and can be used as tracer for dynamical processes such as planetary waves
[Sonnemann et al., 2008].

Besides water vapour, ozone is the most important key constituent for under-
standing all aeronomic processes of the middle atmosphere. It governs both the
chemistry and the dynamics by absorption of solar shortwave radiation and emis-
sion of infrared radiation. While the stratospheric ozone was a subject of intense
investigation in the context of the anthropogenic decline of the ozone layer, the
mesospheric ozone did not attract this attention. The global models describing the
behaviour of ozone were often confined only to the stratosphere. However, it be-
comes more and more clear that the atmosphere can only be understood if it is
considered as a unity. There are important exchange processes between the layers,
and consequently the mesosphere has recently moved more to the centre of scientific
interest.

A powerful tool for continuous monitoring of the mesospheric water vapour and
ozone abundance is the microwave heterodyne spectroscopy. At the Max-Planck-
Institut fiir Solar System Research (MPS) ground-based millimetre wave measure-
ments were carried out from April 1993 to October 1995 and from December 1998
until now, detecting the rotational transition of ozone at 142 GHz. Between October
1995 and June 1996, the instrument operated at the ALOMAR facility in Norway.
The water vapour measurements at 22 GHz were performed continuously since 1995
at the Arctic Lidar Observatory for Middle Atmospheric Research (ALOMAR) with
some interrupts caused by logistical problems at the beginning and maintenance in-
tervals.

7.2 Description of Instruments and Data Analysis Method

The rotational transition of water vapour is detected at 22.235 GHz using the mi-
crowave heterodyne technique. A rotating mirror reflects in turns the atmospheric
signal as well as signals from the hot (ambient temperature) and cold (60 K) cali-
bration loads into a horn antenna operated at room temperature. The water vapour
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Fig. 7.1 Outline of the water vapour measurements at ALOMAR from 1995 to 2006. Between
2002 and 2005 the lower altitude limit of the instrument was extended by using an additional
broadband CTS with 200 MHz bandwidth. As a result the measurement gets more sensitive below
about 40 km and clearly resolves the annual pattern there. This figure is from Hartogh et al. [2010]

signal is observed with an elevation angle of 18°. A GaAs HEMT (High Electron
Mobility Transistor) amplifier cooled to 20 K detects the input signal received by
a horn antenna. At the output of the amplifier a steep single sideband waveguide
filter selects the water line in the lower sideband. This filtered signal is multiplied
with a 22.535 GHz local oscillator signal using a Schottky mixer. The 22.235 GHz
signal is down-converted to an IF (intermediate frequency) of 300 MHz and fed
into a Chirp Transform Spectrometer (CTS) [Hartogh and Hartmann, 1990] with
a 40 MHz bandwidth and 20 KHz spectral resolution. Between 2002 and 2005 a
second CTS with about 200 MHz bandwidth and 50 kHz spectral resolution was
operated [Villanueva and Hartogh, 2004; Villanueva et al., 2006], extending the
vertical coverage of the water vapour profile to altitudes below 40 km (see Fig. 7.1).
The single sideband (SSB) receiver noise temperature of the instrument was 110 K.

In 2009 this instrument was replaced by a new dual-polarisation receiver. An
improved sensitivity was achieved by cooling of the horn antenna (not cooled in
the system described above), the use of InP HEMT amplifiers and reduction of the
cryogenic temperature from 20 K to 10 K. The receiver temperature for each of the
polarisations is 30 K. Adding the two polarisations reduces the noise by a factor of
the square root of 2, since the two signals are orthogonal and therefore the signals
statistically independent. More detailed descriptions of the instruments are given
in Hartogh and Jarchow [1995], Seele and Hartogh [1999], Hallgren et al. [2010]
and Straub et al. [2011]. During the time of the ozone instrument development in
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the early 1990s, HEMT amplifiers were not yet available at mm-wave frequencies.
Instead a Schottky mixer was used as receiver input detector. As in the case of
the water vapour heterodyne spectrometers the instrument consists of a so-called
radiometer front end and a spectrometer back end. The front end is a heterodyne
receiver which detects the 142.175 GHz rotational transition of ozone. The atmo-
spheric signal is first filtered by a Martin-Puplett single sideband filter [Hartogh et
al., 1991], then combined with a local oscillator signal using a folded Fabry-Perot,
and afterward fed back into a cooled (20 K) single-ended Schottky mixer. The mixer
then provides a down-converted signal which is amplified and finally analysed in the
spectrometer back end. The ozone system and specifically the spectrometer back
end, of great importance for accurate mesospheric measurements, is described in
Hartogh and Hartmann [1990], Hartogh et al. [1991] and a refurbished version is
described by Hartogh and Jarchow [1995]. The back end consists of a broadband
filter bank covering 1.2 GHz bandwidth and a high-resolution (44 kHz) CTS cov-
ering the inner 40 MHz with 1024 equidistant channels; i.e., the channel spacing is
smaller than the frequency resolution. Data are taken with a fixed elevation angle of
30° and calibrated every 6 s using two external reference loads at 77 K and ambi-
ent temperature. The instrument has a single sideband noise temperature of 500 K
which allows retrieval of mesospheric ozone profiles every few minutes. However,
a longer integration time is usually applied in order to obtain a better altitude reso-
lution. Here we show single day and night averages. The resulting high-resolution
spectra allow the retrieval of middle atmospheric ozone profiles from 15 km to ap-
proximately 80 km.

The essential component for analysing the data is a radiation transfer model cal-
culating the atmospheric brightness at ground level as a function of the ozone re-
spectively water vapour profiles. Input parameters to the radiative transfer model are
the temperature profile, pressure profile, line intensity and partition function accord-
ing to Poynter and Pickett [1985], and pressure broadening coefficients according
to Rosenkranz [1993]. The inversion of the spectra has been carried out by means
of the optimal estimation method given by Rodgers [1976]. This algorithm needs
the radiation transfer model y, = F(x,) which relates to an ozone or water vapour
profile x;,, to the corresponding spectrum y;,, to the measured spectrum y, to its co-
variance matrix Sy, and to a so-called a priori profile xo providing just that part of
profile information that cannot be derived from measurement. The use of additional
a priori information makes this technique especially suited for ill-posed inversion
problems. Annual averages of the vertical water vapour and ozone profiles for MPS
and ALOMAR have been employed as an a priori profile for all retrievals. The a pri-
ori covariance matrix Sy has been set to reflect a volume mixing ratio uncertainty of
+1 ppmv at each altitude. For more details, see the reports by Jarchow and Hartogh
[1995, 1998]. The typical signal-to-noise (SNR) ratios of any retrieved spectrum
presented in this study are 500-1000, providing a vertical resolution between ap-
proximately 7 km (middle stratosphere) and 10 km (middle and upper mesosphere).
This SNR is sufficient to resolve the transition region of collisional and Doppler
broadening which appears to be at 83—85 km for water vapour at 22 GHz and at
around 75-80 km of the 142 GHz ozone line. Uncertainties of a priori data and
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temperatures and their temporal evolution are discussed in Hartogh et al. [2004,
2010].

7.3 Description and Analysis of the Water Vapour Data Set

Figure 7.1 shows an outline of the water vapour measurements at ALOMAR from
the end of 1995 until the end 2006. Some smaller gaps and three interruptions of
monitoring in the winters 1996/1997 and 2005/2006 and from spring 2001 to spring
2002 occurred during this period. The annual variations exhibit the well-known pat-
terns. The main water vapour maximum occurs at the stratopause region. The height
of this peak varies by about 5 km over the year. The peak altitude is highest in Au-
gust and occurs at about 50 km. Largest mixing ratios occur during autumn when
the peak altitude has declined. A secondary maximum of the water vapour mixing
ratio occurs at 65-70 km between the summer months and autumn, but it is absent
during the rest of the year. The annual maximum in constant heights propagates
downward from the upper mesosphere to the upper stratosphere beginning in late
June through November. Particularly after winter solstice in the wake of SSWs the
water vapour mixing ratios increase so that the annual minima appear as early as late
November/early December and a long-stretched second winter minimum occurs in
the lower mesosphere in March/April. The stratospheric warming of February 1998
present in our data set has been analysed in more detail. Seele and Hartogh [2000]
illustrate the relationship of stratospheric warmings and the increase of water in the
middle to upper stratosphere and mesosphere.

Figure 7.2 displays the 7 day sliding average of the mean annual variation of the
water vapour mixing ratio for the observations. A secondary water vapour maximum
appears between 65 and 70 km. As mentioned before, the annual minimum values
occur already in late November and early December before the SSW season starts.
In the stratopause region a second slight long-stretched minimum occurs in late
winter/early spring. Figure 7.3 displays the monthly mean values at 50, 60, 70, and
80 km altitude. This figure demonstrates that the summer values at 70 km are equal
to or often slightly higher than the values at 60 km.

A cursory inspection of Figs. 7.1 and 7.3 reveals an already decreasing tendency
of water vapour mixing ratios. Particularly after 2001 the water vapour mixing ratios
decreased suddenly with the largest change in the upper mesosphere, whereas during
the years prior it seemed to increase slightly or to stagnate. This sudden decrease
has been observed by other groups in low and mid latitudes [e.g. Rosenlof and Reid,
2008]. We present it for the first time in high latitudes. However, the behaviour is
different for the summer and winter months. Figure 7.4 exhibits trend analyses of
the ALOMAR measurements for the three summer months June, July and August
and the three winter months December, January and February at the height levels 50,
60, 70, and 80 km. The results generally exhibit a decreasing behaviour. At 50 km
in summer the correlation coefficient of the trend for the observations is very small
with » = —0.287 and at 80 km a sudden decline occurred after the interruption
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Fig. 7.2 Seven-day sliding mean of the annual variation of the water vapour mixing ratio at ALO-
MAR averaged over 11 years. This figure is from Hartogh et al. [2010]
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of the monitoring in 2002. In winter the behaviour is essentially clearer, when a
general tendency of water vapour decrease exists in the mesosphere. Because the
monitoring interval which covers slightly more than a solar cycle begins shortly
before the solar activity minimum phase and ends also shortly before the next solar
activity minimum phase (the maximum years were around 2001/2002), the declining
tendency cannot directly result from the influence of the solar activity. We note that
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Fig. 7.4 Correlation analyses of the ALOMAR measurements for (a) the three summer months
June, July, and August and (b) the three winter months December, January, and February at the
height levels 50, 60, 70 and 80 km. This figure is from Hartogh et al. [2010]

the solar activity during the minimum phases does not considerably differ from one
solar cycle to the next.

Figure 7.5 depicts the relative change of water vapour mixing ratio (in %)
for an increase of the Lyman-a radiation by 1 x 10'! photonscm™2s~! for sum-
mer and winter months. The lowest mean Lyman-« flux values did not fall be-
low 3.5 x 10" photonscm™2s~!. The uppermost value did not exceed 6.25 x
10'! photonscm™2s~!. As expected the winter values show a clear anti-correlation
to the Lyman-« radiation in the middle and upper mesosphere with growing re-
sponse with increasing height. In the lower mesosphere, however, the response is
only weakly negative. One reason of this behaviour in the lower mesosphere could
be that SSWs occurred more frequently and were stronger during times of high so-
lar activity [Sonnemann and Grygalashvyly, 2007]. SSWs enhance the water vapour
mixing ratio particular in the lower mesosphere [Seele and Hartogh, 2000]. This be-
haviour is clearly demonstrated in Fig. 7.1 (e.g. the red to orange narrow spikes in
February and December 1998) The spikes in the water vapour mixing ratios in the
lower mesosphere in winter result from the impact of SSWs.
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The response to the Lyman-« radiation is completely different in summer than in
winter. The response is positive below 70 km with only a small negative value be-
tween 70 and 80 km. The reason seems to be understandable, as the optical depth of
penetration of unity for the Lyman-« radiation ranges around 75 km depending on
the solar zenith angle. The Lyman-« radiation is the most important radiation disso-
ciating water vapour in the mesosphere which varies strongly with the solar activity
by approximately a factor of 2 from minimum to maximum [Woods et al., 2000].
During winter the downward directed vertical wind conveys air which is poor in wa-
ter vapour and is impacted by the varying Lyman-« radiation from the mesopause
region into the lower domain, whereas the situation is different in summer, when
relatively humid air not strongly influenced by the Lyman-« radiation is lifted up-
ward. Below about 70-75 km the effective lifetime of water vapour is extremely
large, on the order of several months, and even changes its sign below about 65 km
[Sonnemann et al., 2005]. The effective lifetime includes both loss and production
of the considered constituent. The largest part of dissociated water vapour returns to
water vapour in some so-called zero cycles. But below about 65 km, water vapour
is autocatalytically produced from the reservoir of molecular hydrogen and the rest
of methane, thus increasing dissociating radiation amplifies this effect. This is the
reason why, under conditions of high solar activity, water vapour increases in the
domain below 65 km.

The negative trend of the water vapour mixing ratio is amazing because the an-
thropogenic growth of methane would be expected to increase the middle atmo-
spheric humidity. Methane is not subjected to the freeze-drying at the hygropause
and can enter into the stratosphere in the tropics. However, on the one hand the
methane increase has seemed to be stopped or slowed down in the recent past [Khalil
et al., 1993; Dlugokencky et al., 2003], and on the other hand only one part of the
stratospheric variation of water vapour can be contributed to the methane oxida-
tion. The other part results from a natural variability [Forster and Shine, 1999] such
as the Brewer-Dobson circulation connected with exchange processes between tro-
posphere and stratosphere. The global circulation also influences the water vapour
transport in the mesosphere of high latitudes.
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Although Fig. 7.5 indicates an influence of the solar activity on the mesospheric
water vapour distribution, it is difficult to distinguish between the impact result-
ing from the variation of the Lyman-« radiation and that part caused by the inter-
nal dynamics which is not influenced by the solar activity. As reported by Ran-
del et al. [2006] and Scherer et al. [2008] the Brewer—Dobson circulation in the
tropics changed abruptly after 2001, impacting the water vapour distribution in the
lower stratosphere. Bittner et al. [2000] and Hoppner and Bittner [2007] found a
slowdown of the planetary wave activity also in middle latitudes. Precisely such a
sudden decrease in the water vapour mixing ratio was also observed at ALOMAR
determining the trend in the whole period. This sudden change in the middle at-
mospheric dynamics during and after the solar maximum influences the correlation
analysis between water vapour and solar Lyman-« radiation. Above 80 km the de-
pendence is negative for all seasons including the summer months. Deducing from
HALOE, Chandra et al. [1997] found a variation of the water vapour concentra-
tion over a solar cycle by 30—40 % at 80 km and only 1-2 % in the lower meso-
sphere (60-65 km). Also from HALOE, Hervig and Siskind [2006] derived a clear
anti-correlation between Lyman-« radiation and water vapour mixing ratio at high
latitude at 80 km in summer, as was likewise derived from the ALOMAR observa-
tions.

7.4 Description and Analysis of the Ozone Data Set

Figure 7.6 shows the single night averages of the ozone mixing ratio (called night-
time ozone values) at MPS between 50 and 80 km for different heights for the period
December 1998 to December 2004 (black points) and the running average (red lines)
using a Gaussian function with an 8 day full width at half maximum (FWHM). Fig-
ure 7.6 clearly exhibits the recurrence of typical annual patterns, but it also displays
pronounced short-term variations, particularly in the middle to upper mesosphere
and at the stratopause. There are no strong annual and short-term variations in the
mesosphere above 60 km during day (not shown here). Typically, the strongest vari-
ations occur around the stratopause instead.

In December 2003 and January 2004 (a period of moderate solar activity) an
SSW event occurred which may be responsible for the ozone increase at 75 km
and above. Several solar proton events occurred in October and November 2003,
forming nitric oxide [Seppadld et al., 2004], but these events had obviously no dis-
tinct influence on ozone at MPS. The chemistry in the middle latitude mesosphere
is almost pure: an odd oxygen odd hydrogen chemistry [Crutzen et al., 1995]. An
ozone decrease at 50 km in December 2003 could be interpreted by positive feed-
back between ozone and the ozone dissociation rate introduced by Sonnemann and
Hartogh [2009] and Hartogh et al. [2011a]. A maximum of ozone occurs between
65 and 80 km around winter solstice. It is most pronounced at 70 and 75 km. Above
65 km after summer solstice the annual minimum appears. Below 65 km the annual
period is subjected to a phase jump of approximately 180°. For lower altitudes the
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Fig. 7.6 Nighttime ozone mixing ratio at MPS between 50 and 80 km from December 1998 to
December 2006. Heights are resolved in 5 km steps. The black dots represent the observations,
the red line a running mean using a Gaussian function with an 8§ day FWHM. This figure is from
Hartogh et al. [2011a]

annual ozone maximum is shifted from summer into fall with decreasing height.
The deviations of the current ozone values from the mean annual variation are most
marked at the stratopause at 50 km. The annual period is smallest around 65 km.
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Fig. 7.7 Contour plot of the mean nighttime ozone mixing ratio at MPS using the first 12 Fourier
coefficients. The figure clearly shows two annual maxima. This figure is from Hartogh et al.
[2011a]

Figure 7.7 displays the mean ozone mixing ratio in a contour plot based on a
Fourier analysis using the first 12 Fourier coefficients. Compared with Fig. 7.6, it
exhibits more details of the intra-annual variations. Figure 7.7 shows one after an-
other two identical years so that the annual variation of the mean ozone-mixing ratio
during summer and particularly during winter is good to recognise without a step
on the first January. As Fig. 7.7 makes clear, a subsidiary maximum appears around
spring equinox. Its altitude lies somewhat higher than that of the main maximum
around winter solstice. There is a remarkable asymmetry of the ozone distribution
in this region, although the solar insolation is symmetric with respect to the time
from the solstices. The ozone values are clearly larger in the domain of the middle
mesospheric maximum (MMM) around 72 km (also known as tertiary maximum
of ozone) during the first half of the winter season than in the second half. A small
premaximum occurs as early as November. The phase jump below 65 km can be
clearly recognised. During the summer months the strong ozone depletion at 80 km
can be seen. As a simple visual inspection seems to reveal, the subsidiary maximum
could result from a decrease of ozone in January/February. However, this does not
explain the seasonal asymmetry, marked by a slower decrease of ozone toward the
summer minimum than the respective increase toward the winter maximum. Below
65 km the annual variations with the largest values in summer are distinctly recog-
nisable. A faint secondary maximum also occurs in winter. With decreasing height
all maxima are shifted from the solstices to later days.

In the middle and upper mesosphere the enhancement of the nighttime ozone
mixing ratio marked by oscillatory patterns, as shown in Fig. 7.6, is a regular fea-
ture at MPS in the winter season. We define nighttime value as the average between
sunrise and sunset. An explanation for the nighttime enhancement of ozone in high
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latitudes in winter (the MMM) was first given by Marsh et al. [2001] and later
given in more detail by Hartogh et al. [2004]. According to the suggestion of these
groups, the general cause of the formation of the MMM is given by the fact that the
solar radiation dissociating water vapour, producing hydrogen radicals in this pro-
cess which destroy ozone, decreases faster with increasing solar zenith angle than
that part of radiation dissociating molecular oxygen and thus forming ozone. There
is an increasing imbalance with the rising solar zenith angle between ozone produc-
tion and hydrogen radical formation. The increase of ozone for this increasing solar
zenith angle is confined by the fact that the radiation which dissociates ozone is
nearly not absorbed, even for grazing incidence of radiation penetrating the domain
of the MMM [Hartogh et al., 2004].

Another phenomenon which must be understood and interpreted consists of the
seasonal asymmetry of the annual variation of the ozone mixing ratios which are
modulated by wave-like oscillations. The strong year-to-year variability indicates
that the effect also depends on variable conditions in the mesosphere changing con-
siderably from year to year. The solar insolation is, of course, symmetric with regard
to the solstices. The water vapour distribution shows an asymmetric annual varia-
tion, and the molecular hydrogen varies inversely to water vapour Sonnemann and
Grygalashvyly [2005]. Water vapour as source gas for the hydrogen radicals is at a
maximum in late summer and a minimum at the time of the subsidiary nighttime
ozone maximum [e.g. Seele and Hartogh, 1999, 2000; Kérner and Sonnemann,
2001; Hartogh et al., 2010]. This subsidiary maximum is explained by the decrease
of ozone after winter solstice due to the more frequent occurrence of sudden strato-
spheric warming (SSW) before this period and by the occurrence of the annual
minimum of water vapour during this period [Hartogh et al., 2011b]. The SSW
events are connected with a cooling of the mesosphere above about 65 km which
should increase ozone. However, they are also connected with a drastic change of
the dynamic patterns. The zonal wind considerably influences the night-to-day ratio
(NDR) of ozone as a result of the photochemical Doppler-effect [Sonnemann, 2001].
The magnitude of the MMM is considerably determined by this effect. The change
of the zonal wind from a west wind into an east wind system reduces the NDR
and reduces the nighttime ozone concentration. The NDR displays a wintertime
enhancement modulated by a planetary wave-like variation resembling the winter
anomaly of the plasma parameter of the D layer [Schwentek, 1971]. A possible rea-
son for these patterns could be linked to the gravity wave activity. The meridional
wind is able to disperse the MMM, but for a southward blowing wind it can also
transport air rich in ozone from high latitudes into middle latitudes. The annual
variation of the water vapour mixing ratio also considerably influences the annual
variation of ozone, particularly at the upper levels as water vapour is the source gas
for the hydrogen radicals destroying ozone. In the middle to lower mesosphere an
ozone maximum occurs in late summer. With decreasing height this maximum is
shifted into autumn. A spring minimum and a broad autumn/winter maximum have
been observed at the stratopause. The concrete annual ozone variations in differ-
ent heights depend on the annual variations of the solar insolation, the temperature,
and the water vapour concentration. There are pronounced ozone variations, par-
ticularly around the stratopause, which are connected with SSW events and water
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vapour variations. On the whole, the measured values agree fairly well with the
Ozone Reference Model [Keating et al., 1990] presenting day values. However, in
detail larger differences also occurred.

7.5 Summary and Conclusions

We investigated two long term data sets of mesospheric ozone and water vapour at
mid and polar latitudes and tried to disentangle the complex influence and interac-
tion of dynamics and chemistry on the variability of the two species. Although the
water vapour concentration was superimposed by strong dynamical signals caused
by changes in the Brewer-Dobson circulation after 2001, we found a negative corre-
lation with solar activity in the winter mesosphere and a positive correlation in the
summer mesosphere. In winter the Lyman-« signal in water is transported down-
ward by the downward directed vertical wind, while in summer up-welling humid
air reflects (upper) stratospheric water concentrations and their changes being not di-
rectly related to solar irradiance. The positive summer correlation in the mesosphere
is most likely related to autocatalytic water production during high solar activity.

Our measurements brought evidence that the middle mesospheric maximum of
ozone extends into mid latitudes. A subsidiary maximum appearing in late win-
ter/spring equinox was explained by the increase of ozone due to a decline of sudden
stratospheric warmings which sporadically enhance the mesospheric water concen-
tration and by the lowest values of the annual water cycle during this period. In
the middle and lower mesosphere an ozone maximum occurs in late summer. With
decreasing height this maximum is shifted into autumn. A spring minimum and a
broad winter maximum have been observed at the stratopause. The concrete an-
nual ozone variations in different altitudes depend on the annual variations of the
solar insolation, the temperature and the water vapour concentration. There are pro-
nounced ozone variations, particularly around the stratopause, which are connected
with SSWs appearing more frequently during phases of high solar activity. The en-
hanced temperatures and water vapour concentrations appearing in the vicinity of
SSWs result in a strong decrease of ozone.
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Chapter 8

Influence of Solar Radiation on the Diurnal
and Seasonal Variability of O3 and H,O

in the Stratosphere and Lower Mesosphere,
Based on Continuous Observations

in the Tropics and the High Arctic

Mathias Palm, Sven H.W. Golchert, Miriam Sinnhuber, Gerd Hochschild,
and Justus Notholt

Abstract During the CAWSES DFG (German Research Association) priority pro-
gram measurements of stratospheric and mesospheric O3 using ground based mil-
limeterwave radiometry have been established and analyzed. Instruments have been
operated at two different locations, at Mérida, Venezuela, a high altitude tropic sta-
tion and at Ny Alesund, Spitsbergen, an Arctic station. Additionally, data obtained
from the millimeterwave radiometer based at Kiruna, Sweden, have been used for
an analysis of the 5-day planetary wave.

Measurements of O3z have yielded short term variations in the stratosphere and
mesosphere, i.e. diurnal variations. Discrepancies between measured and modeled
diurnal amplitude have been found and partially explained.

H>0O measurements are more difficult than O3 measurements, as a result of its
weak emission and strong tropospheric absorption. Nevertheless considerable effort
has been put into the enhancement of H,O measurements using ground based mil-
limeterwave radiometry and the suitability of such measurements could be demon-
strated in a campaign at the Schneefernerhaus, Germany (Zugspitze).

8.1 General Information

The Institut fiir Meteorologie und Klimaforschung' (IMK) of the Karlsruhe Institute
of Technology (KIT) and the Institut fiir Umweltphysik? (IUP) of the Universitit

nstitute for Meteorology and Climate Research.
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Bremen have been cooperating for several years in the development and deploy-
ment of millimeterwave radiometers in order to measure thermally excited radiation
emitted from the atmosphere.

The IMK operated a tropical station on the Pico Espejo (8N, 71W, 4765 m al-
titude) near Mérida, Venezuela, in cooperation with the Universidad de los Andes
(ULA). Two instruments, MIRA2 and WARAM?2, measured emissions from O3 and
H>O, respectively. Unfortunately, the station on top of the Pico Espejo became in-
accessible due to a severe malfunction of the cable car, which is the only practicable
working access to the mountain top. The instruments could be salvaged in 2010 but
another suitable high mountain station in the tropics is yet to be found.

Additionally, the IMK developed KIMRA, a millimeterwave radiometer located
in Kiruna, Sweden (67.8N, 20.2E) [Raffalski et al., 2005], now operated by the
Institutet for rymdfysik (IRF) Kiruna.> While this instrument was not part of the
CAWSES project, data obtained from its measurements have been used towards
studies of CAWSES related topics in Sect. 8.5.5.

The TUP operates and maintains the millimeterwave radiometer OZORAM on
the AWIPEV research base at Ny Alesund , Spitsbergen, Norway (78.9N, 11.9E).
The AWIPEV research base is jointly run by the Alfred Wegener Institute (AWI)*
and the Institut polaire francais Paule Emile Victor (IPEV),” the polar research
institutions of Germany and France, respectively.

This chapter presents the outcome of the project SACOSAT, which was collabo-
ratively worked on by the MWR group of the IMK-ASF of the KIT Karlsruhe and
the RAM group within the IUP of the Universitit Bremen.

Figure 8.1 shows the days during which measurements of the respective in-
struments are available. The OZORAM, the WARAM, both at Spitsbergen and
WARAM-2 at the Pico Espejo have been developed and operated by the Univer-
sitdt Bremen. MIRA2 and MIRAS have been developed and operated by the KIT
Karlsruhe.

3nstitute of Space Physics, www.irf.se.

‘www.awi.de.

Swww.institut-polaire.fr.
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8.2 Measurements of O3 from the Ground Using Millimeterwave
Radiometry

Since the 1970s measurements of millimeterwaves emitted from the atmosphere
have been used to gain information about atmospheric quantities.

The most important applications have been the measurements of temperature
[Waters, 1973] and trace gas species, e.g. O3 [Penfield et al., 1976], HyO [Nedoluha
et al., 1995], CO [Waters et al., 1976; Kunzi and Carlson, 1982], C1O [Parrish
et al., 1981; Klein et al., 2000, 2002], NoO [Connor et al., 1987], HCN [Jaramillo
et al., 1988] and HNOj3 [Kuntz et al., 1999]. At their outset, the measurements were
technically demanding, no long term data sets have been derived. In the last years the
technology has evolved in order to make very stable and long term measurements
feasible, e.g. HoO measurements [Nedoluha et al., 1995] or O3-measurements [Boyd
et al., 2007].

Millimeterwave measurements are performed at specific stations around the
world which are organized in the Network for Detection of Atmospheric Composi-
tion Change (NDACC).

8.2.1 The OZORAM Instrument on Ny Alesund, Spitsbergen

The following section summarizes the description of the OZORAM instrument and
the data set derived from its measurements published by Palm et al. [2010]. For a
detailed account please refer this publication.

OZORAM is a heterodyne single side-band receiver tuned to the 142.176 GHz
emission line (101,9 — 100, 10) of O3. The bandwidth is 800 MHz and the frequency
resolution is approx. 60 kHz. The measurement time for one spectrum is about
12 min. 5 consecutive spectra are averaged in order to improve the signal-to-noise
ratio (SNR). Hence, spectra are measured with a time resolution of 1 h. See Fig. 8.2
for an example of a calibrated spectrum recorded in winter 2009 and Fig. 8.3 for the
profile (in black) retrieved from it. The night time profile exhibits an enhancement
in mesospheric O3 as is expected in the absence of solar illumination. A day time
profile is plotted (in green) for comparison, retrieved from a spectrum taken 12 h
later. The a priori profile is plotted in red.

8.2.1.1 Measurement Geometry

Figure 8.4 depicts the line of sight of the instrument OZORAM. The azimuth of
the line of sight is 113° and the elevation angle 20°. This information has to be
taken into account for comparison with models and/or other instruments, especially
during winter, when strong gradients in all atmospheric parameters may exist due to
the presence of the polar vortex and for studies related to the day-night terminator.

Swww.ndacc.org.
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8.2.2 The MIRA?2 Instrument in Mérida, Venezuela

The millimeterwave observations at Mérida used the ground-based millimeterwave
Radiometer MIRA2. It was constructed at the Forschungszentrum Karlsruhe and
measures radiation emitted from O3, C1O, HNO3 and N,O in the frequency range
from 268 to 280 GHz. At Mérida, MIRA?2 measures in northward direction because
of the building situation. A cooled Schottky diode mixer converts the signal to an
intermediate frequency range centered at 2.1 GHz with a width of 1.3 GHz. The
single side-band receiver noise temperature is about 700 K. The spectral analysis is
performed by an acousto-optical spectrometer with a resolution of about 1.2 MHz.
For balanced calibration an internal adjustable reference load is used. A detailed
description of the system is given in Berg et al. [1998]. The measured spectra are
integrated until either the noise in the resulting spectrum is at least ten times smaller
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Fig. 8.4 Location and
measurement geometry of the
millimeterwave radiometer
OZORAM at Ny Alesund,
Spitsbergen. Every dot
denotes the intersection of the
line of sight with the
atmosphere at 10, 20,

30, ... km. The blue diamond
is the center of the profile
measurement at 60 km
altitude. Figure reproduced
from Palm et al. [2010]

than the intensity of the signature of the desired trace gas or until the noise is signifi-
cantly smaller than baseline artefacts. Integration times depend on the species under
observation and the tropospherical conditions and range typically 1 h for O3.

8.2.3 The KIMRA Instrument in Kiruna, Sweden

The basic design of the KIMRA follows the same conception as MIRA?2, but differs
in the fact, that the frequency range has been focused on the 204 GHz CIO line and
that the tuning range is enlarged [Raffalski et al., 2005]. In the meantime, this instru-
ment has been successfully modified for CO measurements at 230 GHz [Hoffmann
et al., 2011], in particular by adding a complementary digital spectrometer with a
high frequency resolution.

8.3 Measurements of H>O Using Millimeterwave Radiometry

The authors observe middle atmospheric water vapor with ground-based millime-
terwave radiometers. The instruments record thermal emission from the rotational
transition at 22.235 GHz (61,6 — 52,3). The general measurement and retrieval setup
is discussed by Golchert [2010].
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8.3.1 The WARAM Instrument in Ny-Alesund, Spitsbergen

The WARAM instrument started operation at Ny-Alesund, Spitsbergen, in 1999.
It employs a rather simple design, comprising a corrugated horn antenna, a single
ellipsoidal mirror, and a revolvable plane mirror that selects the calibration target
either to be the sky, a hot or a cold calibration load. The receiver operates an ampli-
fier at 22.235 GHz, followed by side-band separation and heterodyne mixing. For
more general details about this design, the reader is referred to a discussion of the
near-identical WARAM?2 instrument [Golchert, 2010].

After a major equipment overhaul, WARAM has been measuring in parallel with
OZORAM since autumn 2006 (see Fig. 8.1). Data have been recorded at 1 GHz
bandwidth with better than 20 kHz spectral resolution at the line center. The receiver
noise temperature is 210 K in single side-band operation. This typically allows re-
trieving stratospheric HO profiles with 10 % (0.5 ppmv) observational error from
7 h of sky signal (roughly 1 d total observation time).

Analysis of these data soon revealed major problems that could be attributed to
the WARAM quasi-optical system. In particular, the antenna appeared to be badly
matched to the rest of the system [Hoffinann, 2008], probably because of it not
meeting design specifications. This introduces highly variable spurious signals, in
terms of so-called standing waves, that prohibit retrieval of geophysical parameters
from the measurements in an automated, uniform fashion. These problems have en-
couraged a new water vapor radiometer design undertaken by the KIT team, which
yielded a stable working instrument (see Sect. 8.3.3).

8.3.2 The WARAM? Instrument in Mérida, Venezuela

The WARAM?2 instrument has been derived from the WARAM blueprints and
only differs from these in the signal conditioning (the so-called intermediate fre-
quency chain) and spectrometer. It has been deployed to Pico Espejo (near Mérida,
Venezuela, 8°N 71°W, 4765 m above sea level) in spring 2004. Albeit sharing its
quasi-optical design with the WARAM instrument, WARAM?2 measurements suffer
considerably less interference from spurious signals. Golchert [2010] presents an
operational retrieval for these data.

Continuous operation of WARAM2 has been severely hindered by limited access
to the high-alpine measurement site, which caused long instrument down-times even
after minor hardware break-downs. A continuous period of measurements has been
performed from January to July 2007. These data feature 183 K single side-band
receiver noise temperature, 1.2 GHz bandwidth and 1.1 MHz spectral resolution.
Stratospheric H>O profiles with 10 % observational error may be retrieved from 4 h
of sky signal, or 14 h total observation time.

A gradual degeneration in the local oscillator rendered measurements after
July 2007 invalid. In Aug 2008, the research site became completely inaccessible
after the cable car (Teleférico) to Pico Espejo was diagnosed to have reached the
end of its lifetime.
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8.3.3 The MIRAS Instrument at Zugspitze, Germany

The MIRAS instrument forms a completely new and versatile set-up. Since an ex-
tensive discussion is yet to be published, some detail will be given here. MIRAS is
designed to easily allow different modes of calibration and operation, and study the
effects of these on parameter retrieval. This may be used in clarifying characteriza-
tion issues of the WARAM and WARAM? instruments and with respect to newer
and smaller designs planned for the future.

To add the required flexibility, MIRAS quasi-optics comprise multiple focusing
elements. This is different to all other 22 GHz receivers in regular operation [for
an overview, see Golchert, 2010]. The MIRAS5 corrugated horn antenna and first el-
lipsoidal mirror are mounted on a bench that can be moved back and forth towards
the second ellipsoidal mirror and thus forms a path length modulator. The second
mirror then switches the beam between the sky and different calibration branches.
The sky branch includes one additional ellipsoidal mirror during Zugspitze opera-
tion, or several more in experimental set-ups. A revolvable plane mirror eventually
determines the observation angle into the sky.

MIRAS carries three calibration loads (microwave absorbers at well-defined
physical temperatures). One of these is mounted in a vacuum Dewar and cooled by
a closed-cycle helium refrigerator. This optical branch holds two more ellipsoidal
mirrors. The one inside the Dewar is specially coated with infrared filter to protect
the absorber from radiative heating. The refrigerator maintains a physical tempera-
ture of 15 K. The other two absorbers are held at liquid nitrogen temperature (75 K
for the Zugspitze measurements) and slightly above laboratory temperature (310 K).
The brightness of the refrigerated load is determined by calibration against the other
two loads, and checked in monthly intervals. This results in a Rayleigh Jeans equiv-
alent brightness temperature of 32 K, and hardly varies over time.

The described set-up allows calibrating measurements in a variety of modes. For
total-power calibration, one can freely select from all three calibration loads. For
balanced calibration [Krupa et al., 1998], the system deploys an additional revolv-
able grid that combines radiation from the refrigerated cold load with radiation from
another microwave absorber at ambient temperature. Reference beam calibration,
which is common among the H,O millimeterware community, has not yet been
implemented, but requires little effort. It uses the sky at zenith plus an additional
absorber as the reference.

Throughout Zugspitze operation, the measured signal has been recorded by an
acousto-optical spectrometer (made at Universitit zu K6ln) and an Acqiris AC240
digital fast Fourier transform spectrometer (FFTS). These result in a bandwidth
of 1.3 GHz with 62 kHz spectral resolution at the line center. Later during the
Zugspitze campaign an RPG FFTS with 212 kHz spectral resolution has been added
to the system (cf. Straub et al. [2011]). MIRAS operates at a single side-band re-
ceiver noise temperature of 140 K. This allows retrieving a stratospheric HyO pro-
file with less than 10 % observational error from 2.3 h of sky signal (5-8 h total
observation time, depending on calibration mode). Figure 8.5 presents a 2.3 h spec-
trum, obtained by averaging measurements from 26 February 2009, 16:16 UTC,
until 0:04 UTC the next day.
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Retrieval of volume mixing ratio (VMR) profiles is performed using the optimal
estimation method [Rodgers, 2000] with a Marquardt-Levenberg iteration scheme,
implemented by the ARTS/Qpack environment [Biihler et al., 2005; Eriksson et al.,
2005]. For the results presented here, spectroscopic parameters are adopted from an
earlier ground-based millimeterwave validation study [Haefele et al., 2009], with an
added H,O continuum contribution according to Rosenkranz [1998]. A scaled FAS-
COD midlatitude summer scenario HoO profile [Anderson et al., 1986] forms the a
priori distribution, covariance is set to 50 % in the troposphere, 10 % in the lower
stratosphere, and increasing to 100 % in the upper mesosphere. Temperature and
geopotential height have been taken from EOS MLS satellite instrument. A typical
retrieval example is given by Figs. 8.6 and 8.7.

8.4 Chemistry of Stratospheric and Mesospheric O3

O3 is crucial to life on earth. It absorbs most of the UV, which is harmful to life
outside water, in the stratosphere. The Os-layer and its development is therefore a
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particular important research topic. Following the detection of the so-called Oz-hole
[Farman et al., 1985] science was quickly pointing out the harmfulness of a widely
used class of chemicals, the chlorofluorocarbons (CFC’s). The strong link which
could be drawn from the release of those chemicals to the destruction of the O3
layer led to a worldwide ban on those chemicals. The effectiveness of this ban is
still a research topic and will continue to be throughout the next decade.

The atmospheric O3 interacts strongly with solar radiation. The O3 content of the
atmosphere is largely governed by the Chapman cycle of odd oxygen [Chapman,
1930]:

Oy +hv(A <242.4nm) - O+0 (8.1)
0+0,—>03;+M (8.2)

O3 is photo-dissociated by

O3 +hv(x > 320 nm) — 0, (* %) + O(°P) (8.3)
03 +hv(x <320 nm) — 0('A,) + O('D) (8.4)

where O(3P) is the ground state and O('D) the first excited state of atomic oXy-
gen, respectively. Most of O('D) is quickly quenched to O(3P) by collision with Oy
and N,. OCP) reacts swiftly with O to reform Os. Thus, O3z, O(CP) and O('D) form
the odd oxygen family which has a chemical lifetime several orders of magnitude
larger than its constituents in the stratosphere and lower mesosphere [Brasseur and
Solomon, 2005].

The reactions (8.2) to (8.4) are swift in the upper stratosphere and lower meso-
sphere (order of minutes). During sunlit conditions the balance in the Oy family is
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shifted to atomic oxygen. As soon as the sun sets, all odd oxygen is completely
converted to O3z, compare Fig. 8.12 for the resulting O3 time series.

There exist several sinks for the constituents of the odd oxygen family, namely
reactions with Cl radicals which stem from anthropogenically released chemicals
but also N and H radicals, which are partly of natural origin [Brasseur and Solomon,
2005].

In the presence of radicals additional paths of Oy-destruction open [Solomon
et al., 1981]. Two of them are presented here, because they become relevant for
the study of the sun-atmosphere interaction. Charged particle radiation entering the
atmosphere above the polar cusps create HOx and NOy radicals via positive ion
chemistry [Sinnhuber et al., 2003; Brasseur and Solomon, 2005]. While HOy is
most effective in Osz-destruction in the lower mesosphere via

OH + 03 — HO; + 20, (8.5)
HO, + O(°P) — OH + O, (8.6)
Net: O(*P) + 03 — 20, (8.7)

[Lary, 1997] it is also very short lived (compare Sect. 8.5.6). NOy radicals, on the
other hand, do not cause such severe destruction of Ox in the mesosphere, but they
are stable in the absence of solar light [Solomon et al., 1984; Russell I1] et al., 1984].
Due to the down transport above the winter pole they may reach the stratosphere
where they form the most effective Ox destruction reaction [Lary, 1997] via

NO + 03 - NO, + Oy (8.8)
NO; +O(*°P) = NO + 0, (8.9)
NET: O(°P) + 03 — 20, (8.10)

This cycle is most effective in the middle and upper stratosphere and may contribute
significantly to spring Ox-destruction above the poles [Randall et al., 2005].

The O3 chemistry is encoded in most of the models to date. For studies in con-
nection with the microwave instruments the three dimensional chemistry trans-
port model B3DCTM (refer to Sect. 16.2.2), the two dimensional prognostic
B2DM model (refer to Sect. 16.2.1) and the three dimensional KASIMA (refer to
Sect. 15.2.2) have been used.

8.5 Results

8.5.1 General Observation Obtained from OZORAM
Measurements

Figure 8.8 shows the measured O3 throughout the year 2010. Some typical features
are readily observed: The year starts with the large scale descent of stratospheric
and mesospheric air-masses above the winter pole. The mesospheric Oz maximum



8 Ground-Based Measurements and Solar Influence 135
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is clearly discernible. The descent has started with the advent of the polar night in
October 2009. With the raising of the sun above horizon in the end of January, the
mesospheric diurnal cycle appears. This cycle stops with the end of the transition
period from polar night to polar day in the mid of April. Now only a faint diurnal cy-
cle in the upper stratosphere can be observed. In the end of September the transition
to the polar night sets in and with it the descent of the air masses, the development
of the mesospheric diurnal cycle and the night maximum of O3.

In the end of January a stratospheric warming took place which can be recognized
in the uplift of stratopause minimum. The polar vortex is not above Ny Alesund
throughout February and March except in the middle of March where a distinct
O3 minimum reaches up to 35 km. Figure 8.9 shows the comparison of OZORAM
measurements to two time series of O3 obtained from satellite measurements, EOS-
MLS on AURA and SABER on TIMED. The comparison shows an agreement of
better than 20 % in the stratosphere and better than 30 % in the mesosphere [Palm
et al., 2010]. Taking into account the specific location this is comparable to similar
instruments [see Hocke et al., 2007; Boyd et al., 2007, for recent studies].

8.5.2 The Diurnal Variation of Stratospheric O3 During Polar Day
Above Spitsbergen

Figure 8.10 shows the diurnal variation of middle stratospheric O3 at the end of
April 2010 during the beginning of the polar day. It is evident, that the O3-VMR is
closely linked to the SZA.

This may be explained by the different wave length sensitivities of the photolysis
of Oy (react. (8.1)) and the photolysis of O3 (reacts. (8.3) and (8.4)). Because the
light travels through the atmosphere it can be expected that it is attenuated depend-
ing on the atmospheric layers which are traversed, which is different for different
wave lengths. This leads to the observed diurnal dependency of the stratospheric O3
even in polar summer when the sun is above horizon all day.
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Fig. 8.9 Comparison of time series of OZORAM measurements and two satellite instruments,
SABER and EOS-MLS. Figure reproduced from Palm et al. [2010]

The anti-correlation (shown in Fig. 8.11) of the (detrended) measurements to the
SZA, shifted by 5 h is significant. The time lag is explained because the solar illumi-
nation influences the change of O3 through the production and destruction of various
terms within the Ox. The change of Os is the derivative of the measured O3 which
has its minima and maxima at the point of highest and lowest solar illumination.



8 Ground-Based Measurements and Solar Influence 137

Fig. 8.10 Diurnal variation ’ * OZORAM o EOS-MLS‘

of O3 above Spitsbergen :

measured by OZORAM and T . 5 1
EOS-MLS during three g ;w%%&%;wﬁw%ﬁ ’i‘ﬁ&;@gﬁ%?:

periods of the polar day 2010

04/23 04/24 04/25 04/26 04/27 04/28 04/29
Date (mm/dd) of year 2010

~

batal

U ol ﬁﬁ ‘ % . P
b ot %W&”%w@f%@%%ﬁg i

5 . . . . .
06/02 06/03 06/04 06/05 06/06 06/07 06/08
Date (mm/dd) of year 2010

VMR O3 @ 37 km [ppmv]
[}

(22}

et
wﬁ&?@ %@&%
* %

[e] o
F gﬁ - o.
o)
- B | ‘
08/13 08/14 08/15 08/16 08/17 08/18 08/19 08/20 08/21 08/22
Date (mm/dd) of year 2010

Fig. 8.11 Correlation of

OZORAM

measurements and modeled 70 MLS (sim) 70
data sets in the year 2009 (left 60 MLS (org) 60
figure) and 2010 (right figure) g > KASIMA N\ T
to the SZA (shifted by 5 h). = 50 —— B3DCTM 50 %
The data-set have been é wle> C 40 é
high-pass filtered with a cut < A \ <
off frequency of 1 d~! 80 30

20 | 20

-1 0 1 -1 0 1
Correlation coefficient Correlation coefficient

The differences in higher altitudes, where the models as well as the measure-
ments show a larger anti-correlation, is due to the noise on the measurements. Be-
cause the VMR value is rather small between 55 and 80 km altitude, the correlation
is dominated by noise.

8.5.3 The Diurnal Variation of Mesospheric O3 Above Spitsbergen

Above Spitsbergen a mesospheric diurnal variation is observed during January till
April and September till November when the sun crosses the 95°SZA threshold,
i.e. there is day and night in the mesosphere. The balance O <> O3 is on the left
hand side during sunlit conditions and on the right side during dark conditions
(compare Sect. 8.4). Figure 8.12 shows the measured and modeled (B3DCTM, see
Sect. 16.2.2) mesospheric O3-VMR above Spitsbergen. During day, the O3 is pho-
tolysed. Apart from a small residual, no O3 is present. During night, the Oy is en-
tirely in the form of O3 forming the night maximum in the mesosphere. Note, this
is the weighted mean over some 20 km which is defined by the averaging kernel
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of the measurement [Palm et al., 2010]. The variability of the night time O3 is due
to dynamical change in the mesosphere and change in weather conditions, the first
of which alters the total Oy content and the second alters the sensitivity of the in-
strument. While during the first period (February 2009, Fig. 8.12 left) the modeled
and the measured O3 VMR are almost perfectly matching, the diurnal variation is
overestimated by the model during March 2009 (Fig. 8.12 right). The reason for
this failure of the model to reproduce the diurnal variation of mesospheric O3 is
unknown at the time of the production of this book.

8.5.4 The Diurnal Variation of Mesospheric O3 Above Mérida

The following section summarizes the publication of Kopp et al. [2009].
Figure 8.13 shows the mean diurnal cycle over the years 2004 to 2007 above
Mérida. While in all years a clear diurnal cycle can be seen in some years it is
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Fig. 8.14 The 5-day migrating wave as seen by the ODIN satellite and the ground-base millime-
terwave radiometer KIMRA. Figure reproduced from Belova et al. [2008]

modified by a second strong signal, which cannot be explained by the chemistry
(compare Sect. 8.4) alone.

In the years 2004 and 2007 the diurnal variation is very distinct, showing higher
night values and almost constant daytime values. The years 2005 and 2007 show
a lower nighttime O3 value and a more variable day time value. A closer analysis
shows that the variable daytime value is caused by a steady decrease in the O3 con-
tent of the lower mesosphere. The cause of this steady decline is not clear, auxiliary
studies of the atmospheric dynamics would be needed.

8.5.5 Measurements of a 5-Day Planetary Wave Above Kiruna

The following section summarizes the publication of Belova et al. [2008].

Waves are a common phenomena in the atmosphere and exert strong influences
on the atmospheric state. They may change the local temperature considerably and
induce or reduce winds via wave breaking.

Waves in the atmosphere are excited by several causes, first of all by the diurnal
cycle of the solar energy input. But also mountain ridges, thunderstorms, gradients
in potential temperature cause waves, which travel horizontally and vertically over
great distances.

A frequently studied wave is the 5-day wave [Belova et al., 2008, and references
therein], which is a westward traveling free planetary wave. The study of Belova
et al. [2008] uses the satellite instrument SMR on ODIN and the ground-based mil-
limeterwave instrument KIMRA in Kiruna (67.83°N, 20.4°E) to analyze O3 data for
the signature of this wave.

In Fig. 8.14 the 5-day component of O3 measurements of both the ODIN satellite
and the KIMRA instrument are shown. While in the first period, both instruments
show the 5-day wave component in phase this is different in the second period.
Belova et al. [2008] attribute this effect to other effects in the KIMRA measurements
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like a eastward traveling 5-day wave. An instrument like the KIMRA, measuring
stationary in space, is principally not able to distinguish such signals.

8.5.6 Response of Arctic O3 to SPE

The following section has been published as part of Palm [2006].

In October and November 2003 a large solar proton event (SPE) took place. This
so called Halloween event has been subject of numerous studies. It is special because
it took place just before the Polar night set in and thus preserved many chemical
compounds which are usually quickly photolysed. Together with the strong descend
of air-masses large amounts of NOy radicals could enter the stratosphere where they
become effective in depleting O3 [Randall et al., 2005; Lary, 1997]. In Fig. 8.15
the response of stratospheric and mesospheric O3 to the Halloween solar storm in
October 2003 can be seen. The data are relative to the mean O3 content during
the 21th till 25th of October 2003. Because of the measurement properties, the O3
content above 60 km is a mixture of columnar information and profile information.

On the 28th of October 2003 the first of a series of particle precipitation events
took place. A few days later, on the 3rd of November, a second, somewhat smaller,
shower of protons hit the polar mesosphere. Both events can clearly be seen in
Fig. 8.15. In the instant of the event, the HOy catalytic cycle (8.5) to (8.7) of O3-
destruction leads to large losses of O3 in the mesosphere. The HOy is itself quickly
removed as soon as the event stops and the Oy is replenished by the residual circu-
lation. At the altitude of the stratopause and below the effect persists longer because
the O3 is not replaced as quickly as in the mesosphere.

The measurements present a mixture of dynamical and chemical effects which
cannot be untangled using the ground based measurements alone. This can be done
using a model run with, xywy, and without, xwo the ion precipitation causing the O3-
destruction. Figure 8.16 shows the difference, Ax, of both model runs as calculated
by

Ax =M TWO 8.11)

Xwo
Figure 8.16 is interpreted as showing the evolution of the disturbed atmosphere
following a large SPE. The two SPE events can clearly be recognized as well as
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the quick (dynamic) replenishment of O3 as soon as the production of HOx due to
the particle precipitation stops. During both events, however, NOy radicals are also
produced. Although they are not destructing O3 in the mesosphere, they are also
long lived and are transported down into the stratosphere [Randall et al., 2005],
where they become indeed very effective catalysts, causing O3 destruction [Lary,
1997].

Figure 8.16 demonstrates the importance of considering ion chemistry in model-
ing the atmosphere disturbed by precipitation of high energy particles.

8.5.7 General Observations Obtained from MIRAS5 Measurements

This section refers to results that have been obtained in winter 2009 during the
Alpine Radiometer Intercomparison at the Schneefernerhaus (ARIS). The Schnee-
fernerhaus is located near the Zugspitze summit (47°N 11°E, 2650 m above sea
level). Straub et al. [2011] give an overview of the campaign results.

Figure 8.17 compares H,O profiles retrieved from daily averaged MIRAS mea-
surements with correlative data from the EOS MLS instrument. Collocations are
required to fall within £2° (+220 km) latitude and +5° (£390 km) longitude of
the measurement site. For comparison with the ground-based data, Straub et al.
[2011] calculate average profiles from all MLS data that meet this criterion in a
given overpass. Here, the comparison is instead presented for the individual MLS
profiles matching closest in space.

The four panels of Fig. 8.17 refer to 4 layers evenly spaced in log(p) between
3 and 0.03 hPa. The profile information for both MIRAS5 and MLS data is averaged
across these layers, weighted with particle density. With regard to H,O evolution
over time, the data exhibit good general agreement. However, the data series do
indicate some bias between the two instruments, most notably in the 0.3—1.0 hPa
pressure range. For a more detailed discussion, the reader is referred to Straub et al.
[2011].
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Fig. 8.17 Time series of middle atmospheric HyO as obtained from MIRAS (red dots) and
EOS MLS (solid black line). The plots display volume mixing ratios averaged over certain pressure
ranges, (top left) 0.03-0.1 hPa, (top right) 0.1-0.3 hPa, (bottom left) 0.3—1.0 hPa, (bottom right)
1.0-3.0 hPa

8.5.8 Response of Mid-latitude H;O to the 2009 SSW

The MIRAS data presented in Sect. 8.5.7 above exhibit a period of increased wa-
ter vapor due to the stratospheric warming (SSW) event in January 2009 [Man-
ney et al., 2009]. Figure 8.18 takes a closer look at the results for weeks 3—5 of
2009. The 20th January marks the onset of the polar vortex breakdown in the up-
per stratosphere during the SSW [Manney et al., 2009]. The middle panel presents
stratospheric temperatures south of Zugspitze (MIRAS field of view) from ECWMF
ERA-40 data. They exhibit considerable warming (~40 K) in the upper stratosphere
and cooling (>20 K) in the lower stratosphere at the end of January. These features
are connected to descending air-masses from lower latitudes in the upper strato-
sphere and uplifted air-masses from polar latitudes below [Manney et al., 2009;
Flury et al., 2009].

MIRAS data for this time period (Fig. 8.18, upper panel) show a distinct in-
crease of 20 % (1.5 ppmv) in upper stratospheric H>O in presence of the warmer
air. Flury et al. [2009] have found a similar signal for the 2008 SSW with the
ground-based 22 GHz spectroradiometer MIAWARA above Zimmerwald, Switzer-
land (300 km west of the Zugspitze). Contrary to this, EOS MLS data south of
Zugspitze (Fig. 8.18, lower panel) show a decrease of 10 % (0.6 ppmv) in H>O for
the 2009 SSW. A pronounced increase of 20 % (1.5 ppmv) is instead found in the
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Fig. 8.18 (trop) Stratospheric
H;O south of Zugspitze as
seen by MIRAS during 17 d
after the onset of the 2009
sudden stratospheric
warming. (middle)
Corresponding temperature
data from ECMWF ERA-40.
(bottom) EOS MLS H,O data
matched to the ground-based
results. The small panel
below gives the distances of
the individual satellite
footprints (negative values:
west of the MIRAS field of
view, positive values: east).
Only data from ascending
(poleward) MLS overpasses
are considered here
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lower stratosphere. This is more consistent with the notion of (younger) sub-tropical
air above and (older) polar air below.

The limited sensitivity of the ground-based measurement to lower stratospheric
H,O and the coarser altitude resolution may cause profile information to be shifted
to higher layers. To identify such effects, Aura MLS data have been convolved with
MIRA 5 averaging kernels as seen in Fig. 8.19. In the convolved data, the increase in
H,O appears more than half a decade in pressure higher up. However, the decrease
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Fig. 8.19 EOS MLS H;0 Aura MLS H20 [ppmv] (convolved with MIRA 5 AVK)
above Zugspitze during 17 d 7.5
after the onset of the 2009 7
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warming. Same data as in fg
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in upper stratospheric H,O is still present in the convolved data. It turns out that
the quality of the spectroscopic data is significant point of concern. In a separate
study, Golchert et al. [2010] have used the H,O full model by Rosenkranz [1998]
for MIRA 5 retrieval. In this case an SSW related increase in H>O is found down to
10 hPa, in better agreement with the satellite data. Yet the strong increase at higher
altitudes still prevails in the ground-based results and remains an open question.
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Chapter 9

Data Assimilation and Model Calculations
to Study Chemistry Climate Interactions
in the Stratosphere

Bjorn-Martin Sinnhuber, Gregor Kiesewetter, John P. Burrows,
and Ulrike Langematz

Abstract The variability of polar stratospheric ozone is investigated through anal-
ysis of a new long-term global stratospheric ozone data set, and model calculations.
A 29-year stratospheric ozone data set was generated through assimilation of satel-
lite ozone observations into a chemical transport model. An analysis of this data
set shows patterns of positive and negative ozone anomalies at high latitudes during
winter; the anomalies often develop in the mid- to upper stratosphere in early winter
and descend into the lower stratosphere during the following winter months, per-
sisting for up to five months. These ozone anomalies are often related to anomalies
in the Annular Modes. Another less frequent class of ozone anomalies is related to
solar proton events (SPEs). Although anomalies in Arctic ozone during winter of-
ten persist for several months, descending from the mid- to the lower stratosphere,
we find no further evidence for a close correlation between mid-stratospheric ozone
in autumn and total ozone in spring, in agreement with an analysis of long-term
calculations from the chemistry climate model EMAC. In order to test how ozone
anomalies in early winter may influence stratospheric dynamics, we performed a
set of sensitivity runs with the EMAC model with imposed ozone anomalies. These
studies show that the initial perturbation and conditions in autumn do have a long
term effect on the behaviour of the polar vortex and the troposphere as a whole but
it is not strong enough to prevent tropospheric events propagating and impacting on
the stratosphere.
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9.1 Introduction

Stratospheric ozone has shown large decreases over past decades at high latitudes
over both hemispheres. The large ozone losses over the southern hemisphere high
latitudes in spring leading to the Antarctic Ozone Hole have been clearly attributed
to chemical ozone depletion resulting from the anthropogenic emissions of chlo-
rine and bromine containing substances, most importantly the chlorofluorocarbons
(CFCs) and halons [World Meteorological Organization, 2010]. Similarly, large
losses of stratospheric ozone have been observed in the Arctic during individual
winters. However, there exists a large inter-annual variability in springtime total
ozone over the Arctic as a result of inter-annual changes in the meteorological con-
ditions during the northern hemisphere winter. Understanding the processes behind
the inter-annual variability of polar ozone is important in order to predict if and
when polar ozone will recover as ozone depleting substances reduce whilst simulta-
neously being influenced by a changing climate.

It is now well accepted that the inter-annual variability of total ozone during
spring in the Arctic is closely related to the activity of planetary waves during win-
ter, propagating from the troposphere into the stratosphere. Years with higher than
average wave activity during winter are associated with higher stratospheric temper-
atures and higher than average total ozone during spring, and vice versa [Newman
et al., 2001; Weber et al., 2003]. Planetary waves influence stratospheric ozone in
three ways: (a) by modulating the poleward and downward transport of ozone into
high latitudes through the wave driven Brewer-Dobson circulation, (b) by affect-
ing mixing between polar and mid-latitude air and (c) indirectly through changes in
stratospheric temperature which affects polar chemical ozone depletion. Years with
low wave activity exhibit a slowing down of the Brewer-Dobson circulation and con-
sequently colder polar stratospheric temperatures, which facilitates chemical ozone
depletion in the lower polar stratosphere. For example, Weber et al. [2003] have
shown that for both hemispheres the activity of planetary waves in a given winter
(expressed by the upward component of the Eliassen-Palm flux through the mid-
latitude lower stratosphere) and total ozone in spring are closely correlated.

The focus of this chapter is to investigate the variability of Arctic stratospheric
ozone during winter and identify possible mechanisms explaining the interaction
of ozone and atmospheric dynamics in the polar winter stratosphere. More specifi-
cally, Kawa et al. [2005] have shown that apparently an unexpectedly close corre-
lation between ozone in the Arctic mid-stratosphere during autumn and total col-
umn ozone in the following spring exists. A similar relationship was reported by us
[Sinnhuber et al., 2006] based on ozone sonde observations at Ny—Alesund, Spits-
bergen (79°N, 12°E) (Fig. 9.1). However, while a very close correlation between
mid-stratospheric ozone during October to December and total column ozone dur-
ing March existed for the first ten years of the observations at Ny-Alesund (with
correlation coefficient R = 0.94), this correlation between ozone in autumn and
total ozone in spring breaks down during the most recent decade of observations
(R = 0.08). Nevertheless, these observations show a robust and close correlation
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Fig. 9.1 The relation between early and mid-winter ozone, respectively, to total ozone in spring
from ozone sonde observations at Ny-Alesund (79°N, 12°E). Left: Previous years October to De-
cember ozone at 800 K potential temperature (about 30 km altitude) and March total column ozone.
Right: December to February ozone at 800 K and March total column ozone. Updated from Sinnhu-
ber et al. [20006]

between mid-winter ozone (December to February) and total ozone in spring, indi-
cating that spring time ozone anomalies are usually accompanied by similar anoma-
lies during the previous months. In the following sections of this chapter we analyse
in more detail the development and persistence of ozone anomalies during polar
winter. We show that ozone anomalies in the Arctic persist for several months, de-
scending from the mid- to the lower stratosphere (Sect. 9.3, Figs. 9.9 and 9.10).
The variability of the Annular Modes (Northern Annular Mode, NAM, and South-
ern Annular Mode, SAM) explains much of the ozone variability during winter. A
different class of ozone anomalies is associated with Solar Proton Events (SPEs)
and discussed in Sect. 9.3.2. These results are derived from a new long-term strato-
spheric ozone data set, that was generated from assimilation of satellite observations
into a chemical transport model as part of the project DACCS. This data set, its con-
struction, characteristics and validation with external observations is discussed in
Sect. 9.2.

In Sect. 9.4 we analyse the relationship between ozone in autumn and total ozone
in spring by using a transient simulation of the chemistry climate model ECHAM-
MESSy (EMAC). Sensitivity calculations with the EMAC model with imposed
ozone anomalies are presented in Sect. 9.5.

9.2 A Long-Term Stratospheric Ozone Data
set from Assimilation of Satellite Observations

The investigation of the variability and development of anomalies of stratospheric
ozone during polar winter has thus far been limited by a lack of appropriate data
sets. The longest currently available global ozone profile data set comes from the
Solar Backscatter Ultra-Violet (SBUV and SBUV/2) satellite instruments, cover-
ing more than three decades now. However, the SBUV observations require sun-
light and are thus not available during polar night. Passive infra-red or microwave
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Fig. 9.2 The sequential assimilation scheme (Kalman filter) used in this study. The Kalman filter is
divided into two steps which are repeated periodically: the forecast step (CTM integration) and the
analysis step, in which all satellite observations made during the forecast interval are assimilated.

Red and green arrows refer to the evolution of the ozone tracer and its covariance, respectively.
For technical reasons, the square root of the variance, or ‘error’, is transported in the forecast step

sounding instruments on the other hand cover only a few winters (although the sit-
uation is improving with the now several years long record of observations from
MIPAS/ENVISAT and MLS). Here we have constructed a long-term (29-year)
global stratospheric ozone data set by assimilating SBUV(/2) ozone observations
into a chemical transport model (CTM). This results in a daily global stratospheric
ozone data set that is closely constrained by SBUV(/2) observations in sunlit re-
gions, where measurements are available and fills the gaps at high latitudes by
transporting information into polar night, where ozone is rather long-lived. A similar
approach was already carried out as part of the European Centre for Medium-Range
Weather Forecasts’” ERA-40 reanalysis project [Dethof and Holm, 2004]. However,
the ERA-40 assimilated ozone data set suffered from a number of problems that
limit its usefulness for the investigation of polar ozone variability. In order to avoid
similar problems here, we restricted the observations used for the assimilation pro-
cess to only SBUV(/2) ozone profile observations. This avoids problems related to
potential biases between different instruments and possible ambiguities, associated
with the assimilation of total column ozone observations. This is in particularly im-
portant here, as we mostly focus on the development of ozone anomalies. A some-
what different approach was followed by Hassler et al. [2009], who constructed a
long-term satellite and sonde based vertically resolved ozone data set by applying a
regression technique.

The assimilation method used here is a sequential assimilation scheme (sim-
plified Kalman filter), based on Khattatov et al. [2000] and Chipperfield et al.
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Fig. 9.3 Ozone time series at Ny-Alesund O3 at 694K
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[2002] (Fig. 9.2), implemented into our isentropic CTM [e.g. Sinnhuber et al.,
2003]. We use SBUV(/2) version 8 ozone profiles from the Nimbus-7, NOAA-
9, NOAA-11 and NOAA-16 satellites, covering the period from October 1978 to
December 2007. The CTM is driven by temperatures and wind fields from the
ECMWF ERA-40 reanalysis from 1978 to 2000 and from the ERA-Interim re-
analysis from 1990 to 2007 with a ten year overlap between both data sets. A de-
tailed description of the method and the data set is given by Kiesewetter et al.
[2010a].

As an example, Fig. 9.3 shows a time series of ozone at Ny-Alesund at one al-
titude from our assimilated data set, in comparison with the independent sonde ob-
servations. The assimilated data set is in very good agreement with independent
observations. Figure 9.4 shows the mean bias between the assimilated data set and
independent sonde observations at two Arctic and two Antarctic sites, averaged over
the whole period where sonde observations are available (1991-2007). There is a
consistent bias, with differences mostly well within £10 %, except for the lower-
most stratosphere. The ozone time series and anomalies (i.e., ozone time series with
mean annual cycle removed) from our assimilated data set correlate well with in-
dependent ozone sonde observations (Fig. 9.5), even in altitude regions where there
is a significant bias. As can be seen from Fig. 9.5 our assimilated data set repro-
duces the high latitude ozone variability much better than ozone from the ECMWF
ERA-40 reanalysis [Dethof and Holm, 2004], which significantly underestimates
high latitude ozone variability.

Even though no total column ozone observations were included in the assimi-
lation process, integrated ozone columns from the assimilated data set agree well
with independent total columns from the merged GOME/SCIAMACHY/GOME2
(GSQG) data set (Fig. 9.6). In order to enable comparison of modelled column ozone
to observations, the ozone column below the lower boundary of the CTM has to be
taken into account. This is taken here from the climatology of Fortuin and Kelder
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vmr anomalies (annual cycle subtracted). High-latitude profile ozone variability seems underrep-
resented in the ERA-40 data set. From Kiesewetter et al. [2010a]. © 2010 American Geophysical
Union. Reproduced by permission of American Geophysical Union

[1998] and added to total ozone, calculated from the assimilated data set (Fig. 9.6d).
Inter-annual variations correlate very well with the GSG data set (Fig. 9.6b). Both
data sets show excellent agreement within less than 5 % at most latitudes and
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Fig. 9.6 Comparison of column ozone in the assimilated data set to GOME/SCIAMACHY/
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model boundary) that has been included in (A)-(C). Updated from Kiesewetter et al. [2010a].
© 2010 American Geophysical Union. Modified by permission of American Geophysical Union

months, with maximal offsets of +6 % in Antarctic spring and —8 % in Arctic
spring (Fig. 9.6¢). Taking into account that column ozone itself is not assimilated,
the agreement to independent observations is remarkable.

9.3 Analysis of Polar Winter Ozone Anomalies

A central aim of this project is the analysis of Arctic ozone anomalies and the per-
sistence of anomalies during winter. We calculate anomalies as differences from the
mean annual cycle, calculated over the entire 29-year time period. Figure 9.7 shows
Arctic ozone anomalies averaged over 70-90°N equivalent latitude as a function of
time and potential temperature or altitude. (Equivalent latitude is a vortex following
coordinate system, defined as an isoline of potential vorticity enclosing the same
area as the corresponding latitude coordinate would.) Alternating patterns of posi-
tive and negative patterns are observed (with up to 40 % anomalies) that originate in
the mid- and upper stratosphere and descend to the lower stratosphere during win-
ter. Many of these anomalies persist for several months. Downward propagation of
large positive anomalies is, for example, visible during the 1980s (1979/80, 1980/81,
1981/82). These structures develop from October to December at potential temper-
atures of about 1000 K (about 34 km) and more, and then descend to about 500 K
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Fig. 9.7 Ozone anomalies relative to the annual cycle, area weighted average over 70-90°N equiv-
alent latitude. In addition to potential temperature (left axis), also the corresponding approximate
geopotential height values are given (right axis). Values exceeding the colour scale are indicated
by the white contour lines. A 3 day running mean has been applied for smoother viewing. Dates
of weak and strong vortex events (see Sect. 9.3.1) are indicated as arrows near the lower (weak
vortex events) and the upper (strong vortex events) boundaries of the vertical range. Plot updated
from Kiesewetter et al. [2010a]. © 2010 American Geophysical Union. Modified by permission of
American Geophysical Union

(about 20 km) during the winter months, from where they slowly descend further
and remain visible for up to one year. Similar, albeit somewhat weaker, anomalies
are observed in 1987/88, 2005/06. During the 1990s, negative anomalies dominate.
Large negative anomalies in the winters 1995/96 and 1996/97 are pronounced. The
negative anomaly developing at the end of 1995 remains in the lower stratosphere
almost unchanged for more than a year. Other examples for descending negative
anomalies may be found in 1989/90, 1994/95, 2002/03, 2004/05, some of which
also show long residence times in the lower stratosphere.
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A very similar behaviour is observed in the southern hemisphere high latitudes:
Fig. 9.8 showing the corresponding picture for 70-90°S. (Throughout the first years
of the assimilation, large positive anomalies are visible in the lower stratosphere in
spring. These appear as positive anomalies here due to the persistent formation of
the Antarctic ozone hole in later years.)

To provide a more quantitative picture of the persistence and development of
ozone anomalies, the autocorrelation of anomalies with respect to a reference level
at 631 K (~25 km) is shown in Fig. 9.9 in the zonal as well as the equivalent lat-
itude frame. The level of 631 K is chosen as a representative of the connection
range between the higher stratosphere, where many ozone anomalies originate, and
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(B) are shown. The solid black line in (B) displays the diabatic descent path expected from heating
rates averaged year-round; the dashed line represents the same but following winter (DJF) heating
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the lower stratosphere, where they then subside and remain. The result does not
depend critically on the chosen reference level. As expected from the qualitative
picture described so far, the autocorrelation structure displays a consistent pattern
descending from the upper (>1000 K) to the lower stratosphere. The correlation
coefficient itself declines relatively fast both in the past and future, attaining values
of 0.5 or less 2 months before and after day zero. Nonetheless, the whole picture
seems consistent, and due to the long time series, even low correlation coefficients
are significant. For comparison, an average descent curve calculated from forward
and backward integrated diabatic heating rates is indicated in Fig. 9.9. One sees
that the autocorrelation in general follows the average descent, in particular for the
equivalent latitude average. In addition, a faster descending mode is present as well,
most clearly seen in the ordinary zonal mean picture. This fast descending mode is
associated with anomalies in the annular modes, to be discussed in greater detail in
the next section.

We now analyse composites of high and low ozone anomalies (Fig. 9.10), which
are identified here by the date when the ozone anomaly at 631 K exceeds 1.5 stan-
dard deviations (of the whole record). In order to assure that anomalies are not
counted more than once, we require that the ozone anomaly stays below the thresh-
old value for 60 days before the onset date. With these parameters, 17 positive and
16 negative ozone anomaly events are detected.

Both positive and negative anomalies generally appear at around 1000 K (about
30 km altitude) about one month before the onset at 631 K, intensify to an anomaly
of about 10 % and descend into the lower stratosphere over the following three
to five months. The long persistence of the ozone anomalies is not in contradic-
tion to known photochemical life times, but is remarkable. Tegtmeier et al. [2008]
have reported an unexpectedly long persistence of ozone anomalies in the middle
stratosphere at mid-latitudes, and hypothesised that this persistence is connected to
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Fig. 9.10 Composite plots of positive (A) and negative (B) ozone anomalies, and their difference
(C). Day 0 indicates the day when the ozone anomaly at 631 K exceeds 1.5 standard deviations;
the evolution of ozone anomalies is shown for 150 days before and after day 0. All values are
area-weighted averages north of 65°N equivalent latitude. (A), (B) Composites of ozone anomalies.
Colours indicate anomalies in terms of fractions of annual cycle values, black contour lines indicate
the significance of the anomalies: dotted 90 %, thin black 95 %, solid black 99 %. (C) Difference
of (A) and (B), divided by the mean ozone at the respective day. Black contour lines indicate
the significance of the difference: dotted 90 %, thin black 95 %, solid black 99 %. Plot modified
from Kiesewetter et al. [2010a]. © 2010 American Geophysical Union. Modified by permission of
American Geophysical Union

transport-induced anomalies in odd nitrogen (NOy). We hypothesise that transport-
induced NOy anomalies may at least partly play a role for the long persistence of
polar ozone anomalies here as well. This possibility requires further testing.

9.3.1 Relation to Annular Mode Variability

Much of the variability in polar stratospheric ozone during winter can be related to
the variability of the Annular Modes (NAM and SAM, respectively) [Baldwin and
Dunkerton, 2001; Baldwin and Thompson, 2009]. As an example Fig. 9.11 shows
anomalies of ozone and the NAM index at around 24 km altitude for the two-year
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Fig. 9.11 Polar ozone anomalies in the mid-stratosphere (600 K, ~24 km) versus NAM phase (at
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over 75-90°N. Red line, right axis: NAM index. Note the reversed NAM axis. Plot updated from
Kiesewetter et al. [2010a]. © 2010 American Geophysical Union. Modified by permission of
American Geophysical Union

period 2000 to 2001. Ozone is enhanced during weak vortex events, negative NAM
index, that disturb the polar vortex and mix in mid-latitude air. Conversely, strong
vortex events, positive NAM index, are associated with a more stable, colder and
more isolated vortex leading to photochemically reduced ozone. Composite plots of
ozone anomalies according to weak and strong vortex events are shown in Fig. 9.12.
Positive and negative anomalies occur almost instantaneously over much of the mid-
stratosphere and then slowly descend into the lower stratosphere, where they are
clearly visible for four to five months.

A detailed investigation shows that different interaction processes of chemistry
and dynamics are responsible for the distinct shape of NAM-related ozone anoma-
lies. The initial shape of the ozone anomaly is induced by an anomaly in meridional
advection associated with a disturbed or strengthened vortex. As the meridional
ozone gradient reverses at around 500 K (20 km), a weak vortex event is associated
with advection of ozone rich air and a positive vortex ozone anomaly above 500 K,
and mixing in of ozone poor air masses resulting in a negative ozone anomaly be-
low 500 K. The inverse is the case for strong vortex events. However, while the
anomaly in transport explains the initial shape of the ozone anomaly for the weeks
following the onset of the vortex events, where the dynamical perturbation quickly
descends from the upper to the lower stratosphere, it is not able to explain the long
residence time of the ozone anomaly in the lower stratosphere, and the large nega-
tive ozone anomaly that arises in the upper stratosphere (1000-1500 K) one to two
months after a strong vortex event. Here, the temperature anomalies associated with
the vortex events play a role: reduced temperatures in the lower stratosphere in the
course of a strong vortex event lead to more widespread formation of polar strato-
spheric clouds (PSCs) and stronger heterogeneous destruction of ozone, while the
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opposite is the case during weak vortex events. Hence, lower stratospheric temper-
ature anomalies act to enhance the ozone anomalies induced by advection. In the
upper stratosphere, a secondary positive temperature anomaly that is delayed by a
month from the strong vortex event is responsible for shifting the photochemical
gas phase reaction equilibria towards a state of lower ozone, leading to the strong
negative and apparently delayed signal in upper stratospheric ozone.

9.3.2 The Impact of Solar Proton Events

A very different class of ozone anomalies is related to solar proton events (SPEs).
Ionisation by energetic particles during SPEs lead to enhanced levels of NOy in the
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Fig.9.13 Anomalies of ozone differences between assimilated ozone and reference runs, averaged
poleward of 70°N in the vicinity of four different SPEs and expressed as percentages of assimilated
ozone vmr. An additional contour line at the —25 % level is shown as white line (only relevant
for winter 1989/90). Day zero (black line) corresponds to the first day of enhanced proton fluxes
measured by GOES. For October 1989, November 2000, and November 2001, also the preceding
events of 30 September 1989, 2 August 2000, and 24 September 2001 are shown as dashed lines.
In 1989, the SPE in August is shown as dotted line. Weak vortex events occurring in three of the
winters are shown as black arrows near the abscissa (13 Feb 2001, 28 Dec 2001, 3 Jan 2004)

upper stratosphere that can result in enhanced catalytic destruction of stratospheric
ozone (see also Chaps. 15, 16 and 17). Figure 9.13 shows Arctic ozone anomalies
for four of the largest SPEs that occurred during the time period of our assimilated
ozone data set. Large negative anomalies of up to —20 % are clearly visible that
slowly descend from the upper to the lower stratosphere. In three out of the four
cases multiple SPEs occurred within weeks, leading already to reduced ozone before
the onset of the main SPE. The negative anomalies are accompanied by positive
anomalies in the lower stratosphere, possibly as a result of the so-called self-healing
effect: A reduction of ozone at higher levels leads to increased ozone at lower levels
resulting from the enhanced UV radiation. The negative ozone anomalies can be
identified for almost half a year following the SPE [Jackman et al., 2008].

9.3.3 Long-Term Variability

Although the focus of this project is on Arctic ozone variability on short to seasonal
time scales (days to months), the assimilated ozone data set also compares well
with independent data sets over long time scales (years to decades), making it valu-
able for the attribution of long-term trends and decadal scale variability. A separate
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Fig. 9.14 Trends in total ozone (TO3) for 1979-1999 (left) and 2000-2007 (right). TO3 trends
in the assimilated data set (‘assim’), the TOMS/GOME/SCIAMACHY/GOME?2 merged data sets,
and CTM sensitivity runs (‘tt” and ‘tT’: time-dependent concentrations of ozone depleting sub-
stances with different assumptions on the scaling of polar ozone loss with chlorine loading; ‘cc’
constant year-2000 loading of ozone depleting substances), as obtained from the piecewise linear
trend regression model for the whole time series. Adapted from Kiesewetter et al. [2010b]

trend analysis over the periods 1979-1999 and 2000-2007 shows excellent agree-
ment of trends in total column ozone, calculated from the assimilated data set and
independent TOMS and GOME/SCIAMACHY/GOME?2 observations (Fig. 9.14).
Additional sensitivity calculations with the CTM without assimilation of satellite
ozone observations can be used for an attribution of observed ozone trends due to
changes in the concentration of ozone depleting substances and changes in transport
and dynamics [Kiesewetter et al., 2010b]. In the period 1979-1999, modelled TO3
trends at mid-latitudes are almost equally caused by changes in gas-phase chemistry,
changes in polar heterogeneous chemistry (including dilution of ozone depleted air
masses), and meteorological changes. In most seasons, in situ gas-phase chemistry is
the single largest contributor to mid-latitude trends. As a result of the large seasonal-
ity of polar ozone destruction through heterogeneous processes on PSCs, strong ef-
fects of export of ozone depleted air masses to mid-latitudes are seen only in spring
(NH, SH) and partly in summer (SH). Changes in meteorology contribute around
35 % to mid-latitude TO3 trends, with strong differences between different seasons.
Over the time period 2000-2007 positive linear trends in total column ozone are
dominated by changes in meteorology, as to be expected for the yet small decrease
in stratospheric halogen loading over this period [Kiesewetter et al., 2010b].

The good agreement between the long-term trends derived from our assimi-
lated ozone data set and independent observations suggests that this data set may
also be useful for the detection of decadal scale signals related to solar variability
(Fig. 9.15). Solar cycle effects are not included in the CTM chemistry scheme used
here, and may only be induced by the assimilation. We can thus use a comparison
of the assimilated data set to the unconstrained CTM to diagnose the solar signal in
the assimilated data set. A linear least squares regression model containing a mean
offset, a volcanic proxy and the solar F10.7 radio flux is then applied to deseason-
alized differences between assimilated data set and the unconstrained CTM. Since
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the content of satellite information in the assimilated data set decreases in the upper
stratosphere as a result of the short photochemical lifetime of ozone, much of the
solar signal in the upper stratosphere is lost in the assimilation. Figure 9.15 there-
fore uses a combination of satellite data (the SBUV merged ozone data set, above
700 K) and the assimilation (below 700 K) to cover the whole stratosphere. Our
analysis shows a solar signal of about 5 % in ozone between solar maximum and
minimum, somewhat larger than that derived by Soukharev and Hood [2006] from a
direct regression of SBUV(/2) and SAGE II satellite observations (see also Chaps. 3,
29 and 31).

9.4 Relation Between Early Winter Ozone and Spring Total
Ozone in Chemistry Climate Model Runs

To understand the mechanisms leading to the possible relationship between upper
stratospheric ozone in autumn and total ozone in the following spring, as reported
by Kawa et al. [2005] and Sinnhuber et al. [2006], multi-year simulations with the
ECHAMS-MESSy Atmospheric Chemistry (EMAC) model have been analysed.
EMAC is a chemistry-climate model (CCM) that includes modules to calculate
chemical ozone production and loss processes as well as the transport of ozone
[e.g. Roeckner et al., 2006; Joeckel et al., 2006]. To account for the effects of so-
lar variability on stratospheric ozone EMAC includes a solar radiation scheme with
improved spectral resolution [Nissen et al., 2007]. Figure 9.16 shows the time series
of upper stratospheric ozone in autumn together with total ozone in the following
spring from a transient simulation of the period 1960 to 2000 performed at MPI for
Chemistry (see also Chap. 25). The simulation considers, according to the recom-
mendations for a REF-B1 simulation by the Chemistry-Climate Model Validation
(CCMVal) initiative [Eyring et al., 2008], measured changes of external forcings
of the atmosphere, such as the concentrations of greenhouse gases, ozone depleting
substances and aerosols, sea-surface temperatures and sea-ice concentration, solar
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Fig. 9.16 The relation between early-winter ozone to total ozone in spring and to planetary wave
activity in winter from the EMAC REF-B1 simulation at a grid point close to Ny-Alesund (79°N,
12°E). (a) October and December ozone at 800 K potential temperature (about 30 km altitude) and
April total column ozone for 1991-2000. (b) same like (a) but for 1960-2000, (¢) October and
December ozone at 800 K and zonal mean eddy heat flux at 100 hPa in January for 1991-2000,
(d) same like (c¢) but for 1960-2000. All quantities are plotted for October, i.e. for spring total
ozone the corresponding year is obtained by adding 1 year. From Wersing [2010]

spectral irradiance and an internally generated Quasi-Biennial Oscillation (QBO) of
the zonal wind in the tropical stratosphere. This simulation represents the most real-
istic reproduction of the atmosphere with our model and thus allows us to compare
directly with Fig. 5 of Sinnhuber et al. [2006] and Fig. 9.1 of this chapter. Dur-
ing the period in which observations and model years overlap (i.e. 1991-2000), the
model tends to confirm the observed correlation over Ny-Alesund, with high total
ozone in spring following high upper stratospheric ozone in the preceding autumn,
and vice versa, although the correlation in the model (R = 0.45) is somewhat lower
than observed (R = 0.78) (Fig. 9.16a) [Wersing, 2010]. In individual years, such as
in the early 1990s, discrepancies between the model and observations are obvious,
which is however expected, as the model is a free running climate model develop-
ing its own internal dynamics even with prescribed external drivers. In single model
years, planetary wave activity in the mid-latitude lower stratosphere in winter varies
consistently with polar total ozone in spring (Fig. 9.16c) as shown e.g. by Weber et
al. [2003]. Moreover, in these years increases in winter planetary wave activity and
spring total ozone may follow autumns with high upper stratosphere ozone. How-
ever, in general the correlations between the zonal mean eddy heat flux and total
ozone do not reach the observed level.

For the complete simulation period 1960-2000 the correlations between upper
stratosphere ozone in autumn and total ozone in spring (Fig. 9.16b) as well as the
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correlation between winter lower stratosphere planetary wave activity and spring
total ozone (Fig. 9.16d) become very weak (R < 0.20). Thus, our simulations do
not confirm the hypothesis of an enduring influence throughout the winter of strato-
spheric autumn ozone anomalies on spring ozone. Similar conclusions were ob-
tained from additional analyses for the whole Arctic region (instead of Ny-Alesund),
the Antarctic and from supplementary time-slice simulations, performed with con-
stant external forcings and prescribed solar irradiance for either minimum or maxi-
mum solar activity (not shown). Given that also for the observations the high corre-
lations found for the 1990s and beginning 2000s have weakened in the most recent
past (see Fig. 9.1, left), the good coincidence between upper stratospheric ozone in
autumn and spring total ozone for the earlier years appears to be an effect that was
confined to a limited period as part of the well-known inter-annual variability in the
northern stratosphere.

9.5 Impact of Ozone Anomalies on Mid-winter Stratospheric
Dynamics from GCM Calculations

A potential pathway for the impact of stratospheric ozone anomalies in autumn on
spring total ozone could be a modification of the propagation and dissipation of
planetary waves in the stratosphere during the following winter. Kodera and Kuroda
[2002] for example showed that zonal wind anomalies in the autumn and winter
stratosphere, induced by solar cycle induced irradiance variations, are able to influ-
ence the planetary wave driving of the stratosphere. This kind of mechanism was
tested here in a series of EMAC simulations that were performed with prescribed
ozone climatologies. The chemistry and transport modules were switched off, i.e.
EMAC was applied like a general circulation model (GCM). Polar stratospheric
ozone anomalies (north of 60°N centred at 10 hPa, about 30 km altitude) were de-
rived from the assimilated ozone data set introduced in Sect. 1.2 and added both
as positive and negative bias to a zonally monthly mean climatological ozone field
each October (Fig. 9.17a), November and December of two 20-year simulations.
In comparison with the reference simulation using the ozone climatology, the polar
lower and middle stratosphere cools by up to 0.08 K/d in October in the experi-
ment with negative ozone bias as a result of weaker absorption of solar radiation
(Fig. 9.17b). This effect decreases in amplitude and latitude with southward propa-
gation of the terminator towards the winter. Consistently, the temperature decreases
by about 1-3 K in the polar lower stratosphere during October, November and De-
cember, when ozone is reduced, and the polar night jet increases, as exemplified for
December in Fig. 9.17c. However these changes are not statistically significant, nor
is the change in the Eliassen-Palm (EP) flux vector and its divergence (Fig. 9.17d)
indicating that a significant modification of the planetary wave driving does not
take place. The strengthening of the polar night in December implies favourable
conditions for a potential reduction in upward planetary wave propagation from the
stratosphere for the remaining winter period. However, in January strongly increased
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Fig. 9.17 The response of the stratosphere to prescribed early winter polar stratospheric ozone
anomalies in EMAC GCM-type sensitivity simulations. (a) Prescribed ozone anomalies (in ppmv)
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zonal wind (in m/s) in December, and (d) anomalies in EP-flux vector (arrows) and the EP Flux
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EP-fluxes and convergence indicate enhanced planetary wave activity leading to a
significant warming and concurrent deceleration of the polar night jet in the upper
stratosphere. In summary, the results of these sensitivity simulations suggest that
the initial radiative perturbation of stratospheric ozone anomalies in autumn has a
nearly simultaneous, direct effect on stratospheric temperature and wind, however
this effect is not strong enough to prevent sufficiently strong tropospheric dynamical
disturbances from penetrating into the stratosphere during mid-winter.

9.6 Conclusions and Outlook

A long-term (29-year) data set of global stratospheric ozone was generated in this
project from assimilation of satellite observations into a chemical transport model.
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This data set agrees well with independent observations; in particular ozone vari-
ability during high latitude winter is well captured, making this data set well suited
for the analysis of high latitude ozone changes during winter. An analysis of the
assimilated data set during high latitude winter shows alternating patterns of pos-
itive and negative ozone anomalies that propagate downward from the mid- to the
lower stratosphere during winter. These anomalies have a remarkably long lifetime,
e.g. several months. Much of the variability is related to dynamical variability in the
Northern Annular Mode (NAM). Extreme phases of the NAM lead to the formation
of strong and distinctly shaped ozone anomalies that traverse most of the strato-
sphere within days and then remain in the lower stratosphere for several months.
A different class of ozone anomalies is related to solar proton events, which, how-
ever, are much less frequent. In addition to variability on intra-seasonal time scales,
we show that the assimilated ozone data set can also be used successfully for the
analysis of long-term changes such as long-term trends and decadal scale changes.

Although we find that ozone anomalies during Arctic winter often persist for
several months, no further evidence for a close relation between mid-stratospheric
ozone during autumn and total ozone during spring, as first proposed by Kawa et al.
[2005] and Sinnhuber et al. [2006], has been identified. This is consistent with a cor-
relation analysis using calculations from the chemistry climate model EMAC. GCM
sensitivity calculations with prescribed ozone anomalies in autumn (OND) that are
similar to observed ozone anomalies show a direct effect on stratospheric tempera-
ture and wind, however this effect is not strong enough to prevent sufficiently strong
tropospheric dynamical disturbances from penetrating into the stratosphere during
mid-winter.

One PhD thesis [Kiesewetter, 2011], one diploma thesis [Wersing, 2010] and one
bachelor thesis [Howeling, 2010] were successfully completed as part of the project.

Further studies are planned to investigate the possible role of NOy anomalies for
the development and persistence of ozone anomalies, using observational data as
well as model calculations. We will also continue to analyse the assimilated data
set for decadal scale ozone changes and further investigate the factors influencing
ozone variability during autumn and winter.
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Chapter 10
The Response of Atomic Hydrogen to Solar
Radiation Changes

Martin Kaufmann, Manfred Ern, Catrin Lehmann, and Martin Riese

Abstract The combination of satellite born SCIAMACHY hydroxyl and GO-
MOS ozone limb measurements allows for the derivation of the global distribu-
tion of atomic hydrogen abundance and instantaneous chemical heating rates in the
mesopause region. Chemical heating rates show maximum values of 5-10 K/day at
85-90 km; atomic hydrogen densities are 1-5 - 108 cm™3. Signatures of equatorial
Kelvin waves, Rossby-gravity waves and Rossby waves are clearly visible in the
data. A pronounced latitudinal structure with maxima at the equator and at mid lat-
itudes is observed. Between 2002 and 2008 chemical heating rates decreased and
atomic hydrogen density increased, in accordance with model simulations of the
11-year solar cycle.

10.1 Introduction

The upper mesosphere/lower thermosphere energy balance is still a frontier in at-
mospheric sciences. The input of solar radiation, the output of energy in the form of
infrared and airglow emission, storage of energy in latent chemical form, conversion
of energy, and energy transport are current topics of research. A primary source of
energy in this region is the absorption of solar UV radiation by molecular oxygen
and ozone. However, about 70 % of the absorbed solar UV energy is stored as chem-
ical energy, i.e. the energy required to break the bonds of the absorbing species is
stored as chemical potential energy in the product species. These products can be
in excited photochemical states or produce excited states in subsequent exothermic
reactions. These excited products may radiate, so that part of their energy is not
available for heating the atmosphere. They may also be involved in non-local ther-
modynamic equilibrium processes and act as cooling agents, transferring heat from
the ambient atmosphere to internal energy of molecules, which, in turn, lose part
of this energy by radiation such that the atmosphere is cooled. Prominent examples
of the former are the OH and O afterglows, while the excitation and subsequent
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radiation of CO; and NO by atomic oxygen illustrate the latter process. Products of
photo-dissociation such as atomic oxygen or the active hydrogen chemical family
(HO, = H + OH + HO») have chemical lifetimes of several weeks or months in the
mesopause region, thus chemical energy can be transported over planetary scales
and may be released at different latitudes and altitudes far away from the place of
production of these species. Recent examples of this process are a lifted stratopause
or mesospheric ozone anomalies as a consequence of enhanced down-welling of
thermospheric atomic oxygen [Smith et al., 2009] and associated heat release.

The reaction of atomic hydrogen with ozone forming highly excited hydroxyl
molecules is the most relevant heating process in the nighttime upper mesosphere.
The importance of the hydrogen family for the chemical heating in the upper meso-
sphere has been identified by Brasseur and Offermann [1986] on the basis of rocket
sounding observations. Figure 10.1 illustrates the seven most important heating
terms in the upper mesosphere as calculated by means of the NCAR ROSE model
[Marsh et al., 2001; Smith and Marsh, 2005] for the equator at midnight. The reac-
tion of atomic hydrogen and ozone contributes nearly 50 % (4 K/day) to the total
chemical heating in this region. The knowledge of atomic hydrogen and ozone is
essential to model this important heating term, in particular during nighttime [cf.
Riese et al., 1994; Mlynczak and Solomon, 1993].

General circulation models [Schmidt et al., 2006; Marsh et al., 2007] show that
the upper mesosphere and lower thermosphere region is significantly affected by
solar variability. The extent of this influence depends on the location, the season
of the year and on the quantity observed. The solar UV-forcing in this region is
highly variable, changing by more than 50 % for Lyman-o« and 10 %-20 % for the
Schumann-Runge-continuum during the 11-year solar cycle. Atomic oxygen will
increase due to enhanced O; photolysis by about 20 % in the mesopause region
during solar maximum compared to solar minimum, resulting in larger chemical
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heating and CO; cooling at the same time. Enhanced O3 photolysis results in an
expansion of the atmosphere, shifting isobars by 300-500 m in the mesopause re-
gion [Schmidt et al., 2006]. During solar maximum, ozone mixing ratios increase
by about 20 % in the vicinity of the secondary ozone maximum, while ground-
state hydroxyl and water vapor decrease by about 10 % and 40 %, respectively.
The zonal mean circulation changes due to solar cycle depending wind filtering of
gravity waves, which affects the latitudinal distribution of several constituents.

Long term measurements of upper mesospheric constituents such as atomic oxy-
gen or hydrogen are virtually not existent. Temperature observations covering at
least a full solar cycle exist only for ground based observations. Most observations
show a positive signal in the annual mean solar response [Beig et al., 2008], but
with significant dependencies on the latitude and season of the year. This points
to the importance of dynamics for the interpretation and intercomparison of these
measurements.

The recent ESA Environmental satellite (Envisat) has given a significant ad-
vancement of our knowledge about the response of the middle and upper atmosphere
to solar forcing. This article focuses on chemical heating rates and atomic hydro-
gen abundance obtained from measurements of the Scanning Imaging Absorption
spectroMeter for Atmospheric CHartographY (SCIAMACHY) [Bovensmann et al.,
1999] and from the Global Ozone Monitoring by Occultation of Stars (GOMOS)
instrument [Bertaux et al., 2010; Kyrold et al., 2010], which are both part of the En-
visat satellite. Uniquely, SCTAMACHY is able to measure nearly all vibrationally
excited states of mesospheric hydroxyl (OH*). Hydroxyl emissions are a valuable
proxy for chemical heating associated to the reaction of atomic hydrogen and ozone.
In combination with mesospheric ozone measurements from GOMOS, these mea-
surements can be used to obtain the atomic hydrogen abundance.

10.2 SCIAMACHY Hydroxyl Measurements

SCIAMACHY is capable of performing spectroscopic observations of the Earth’s
atmosphere in nadir viewing mode, limb viewing mode, as well as in solar and lunar
occultation modes. For this study, SCTAMACHY limb observations are employed.
In the limb observation mode the Earth’s limb is scanned from the surface up to the
lower thermosphere in steps of about 3 km. The instantaneous field of view spans
2.6 km vertically and 110 km horizontally at the tangent altitude. After each tangent
height step an azimuthal scan is performed covering a distance of about 960 km at
the tangent point. To increase the signal to noise ratio, measurements from one hor-
izontal sweep are averaged in this analysis. SCTAMACHY consists of 8 channels,
each with its own grating, covering the spectral range between 220 nm and 2.4 um
with a wavelength-dependent spectral resolution of 0.1 nm to 1.5 nm. The instru-
ment covers nearly all vibrational transitions of OH(v < 9)—from the UV/visible
into the near infrared region. In this work, we utilize the near-infrared OH* emis-
sions recorded in SCIAMACHY channel 6, covering 1000-1750 nm with 1.5 nm
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Fig. 10.2 Individual SCTAMACHY channel 6 daytime (red) and nighttime (blue) limb emission
spectra at 90 km altitude for mid latitudes. OH Av =3 (<1400 nm) and Av =2 (>1400 nm)
vibrational bands are marked by the upper vibrational state. At 1270 nm the O»('A) is visible.
Increased instrument noise appears at the channel boundaries

resolution. The processing of this data is described in Kaufmann et al. [2008]. In
channel 6, SCIAMACHY is able to observe Av = 2 limb emissions from vibrational
states v =5 to v =2 and Av = 3 limb emissions from v =9 to v =5 (Fig. 10.2).
During nighttime, these emissions are about one order of magnitude larger than dur-
ing daytime, which is a consequence of the nighttime increase of ozone.

The latitudinal region covered by SCTAMACHY limb observations depends on
the season of the year and extends from 30°S—80°N (Fig. 10.3). It depends on the
seasonality of solar illumination and various calibration measurements performed
at the night side of the satellite orbit.

Radiance altitude profiles from SCIAMACHY are illustrated in Fig. 10.4 for two
spectral regions covering the OH(3-1) and OH(9-6) emissions. A clear emission
layer centered at about 85 km (for the 3—1 band) and 88 km (for the 9—6 band) is
observed. The altitude of the radiance maximum is slightly lower for the OH(3-1)
band, resulting from the balance between the chemical energy release and the colli-
sion frequency.

The latitudinal distribution of the nocturnal OH* emission layer (not shown) indi-
cates highest emission rates at the equator, and a local minimum around 30° latitude.
This latitudinal structure was also seen in the ISAMS observations [Zaragoza et al.,
2001] and in SABER data [Marsh et al., 2006] and is caused by the modulation of
atomic oxygen abundance and temperature by atmospheric tides.

The radiometric uncertainties of SCCAMACHY channel 6 radiances are less than
4 % [Lichtenberg et al., 2006; Noel et al., 2006]. The long term stability is assured
by regular measurements of the solar spectrum and applying monitoring factors to
account for instrument degradation [Bramstedt et al., 2010], resulting in a channel-6
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Fig. 10.3 Spatio-temporal distribution of coincident SCTAMACHY and GOMOS data; the shad-
ing marks the number of coincident profiles per 10° latitude and month. Coincident criteria for the
miss-distance of the two datasets are <5° latitude, <45° longitude, and the miss-times are <4 h
local time and <1 day universal time. Figure adopted from Kaufmann et al. [2010]

radiometric stability better than 1 %. The pointing accuracy is 250 m [von Savigny
et al., 2005].

10.3 Modeling

Excited hydroxyl molecules are produced in the reaction of atomic hydrogen and
ozone:

H+ 035 OH®v) + 0, (10.1)

The rate constant for this reaction is k = 1.4 -exp(—470 K/ T) [Sander et al., 2010],
where T is the kinetic temperature. There is sufficient energy released to populate
OH up to vibrational mode v = 9. Subsequently, the OH molecules radiate strongly
through vibration-rotation transitions.

The modeling of OH airglow is performed with a scheme considering the various
production and loss mechanisms of vibrational states of OH: (1) the quasi-nascent
production of OH vibrational states just after formation of the OH molecule, (2) the
radiative transitions between all states, (3) state-to-state collisional transitions with
different collision partners, and (4) the chemical loss of vibrationally excited OH by
reaction with atomic oxygen.

Assuming statistical equilibrium, the density of OH in vibrational state v can be
calculated from the ratio of production and loss of each individual state:
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P, = k[O3][H] describes the formation of vibrationally excited OH by reaction
(10.1). f is the quasi-nascent fraction of molecules produced in vibrational state v
(fy =0.40,0.29,0.21, 0.10 for v =9, 8, 7, 6; lower vibrational states are not popu-
lated, cf. Klenerman and Smith [1987], Mlynczak and Solomon [1993]). [O3] and
[H] are the ozone and atomic hydrogen number density, respectively. The other
two terms in the numerator describe the production of OH(v) by relaxation of
higher excited vibrational states v by spontaneous emissions (A, , is the Einstein-
coefficient), and collisional processes (kfa , 18 the rate coefficient for collisions with
X = Nj, O, and O; the concentration of these species is indicated by brackets).
The denominator consists of radiative, collisional and chemical loss rates. ké is the
chemical loss rate coefficient for the reaction of OH(v) with atomic oxygen [Adler-
Golden, 1997] and [O] is the atomic oxygen density. The collisional deactivation of
OH(v) by O3 is one or two orders of magnitude more efficient than by N,. There
is an ongoing debate on the interaction of OH(v) and O; [e.g. Adler-Golden, 1997,
McDade and Llewellyn, 1987]. Possible pathways are described by a sudden-death
model, assuming that OH(v) is multi-quantum quenched to OH(v = 0), a step lad-
der single-quantum relaxation model, and a cascade model as a mixture of both.
The choice of the model is most important for mid- and low-v vibrational states,
because these states are not populated directly in the H 4+ O3 reaction, such that the
collisional model determines the amount of chemical energy reaching these levels
significantly.

A comparison between our model calculations and SCTAMACHY measurements
for two spectral windows at 87 km altitude is illustrated in Fig. 10.5 for the OH(8-5)
and OH(9-6) vibrational bands. For a more comprehensive comparison refer to
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Fig. 10.5 Nighttime limb OH emission spectra at 87 km altitude for northern mid latitudes in
November in different wavelength regimes. Thick black lines represent SCIAMACHY data, other
lines model calculations. The dominant vibrational bands are labeled in the upper right corner
of each plot. Line styles mark different relaxation schemes. Solid lines: sudden death model;
dashed lines: cascade model; dashed-dotted lines: single quantum relaxation model. The verti-
cal bars mark the position of individual lines and the text gives their quantum numbers. Format:
AABBCCE-FF-GGHHIIJ: AA(GG): upper(lower) vibrational mode, BB(HH): rotational quan-
tum number minus 0.5, CC(DD): spin state, E(J): A-type doubling, FF: branch symbol exclud-
ing/including nuclear spin. Figures adopted from Kaufimann et al. [2008] (page 1917)

Kaufmann et al. [2008]. The atomic hydrogen abundance was adjusted to fit mea-
surement and model calculations for the OH(9-6) vibrational band. The difference
between the various model calculations for the OH(8-5) band is caused by the fact,
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that OH(v = 8) is not populated by chemical excitation, only, but also by radiative
and collisional de-excitation of OH(v = 9). Consequently, the choice of the relax-
ation scheme is relevant here. Since the sudden death model de-excites vibrational
levels into the ground state, their vibrational energy is lost completely. Hence, spec-
tra calculated with this model show lowest intensities. The cascade model consti-
tutes the other extreme: the energy loss per collision is as small as possible and the
corresponding spectra show highest intensities. The cascade model seems to over-
estimate measured OH(8-5) radiances significantly, whereas the other two models
both fit the measurements well.

The energy deposition or heating rate % associated with reaction (10.1) is di-
rectly proportional to the chemical production term P. in Eq. (10.2) and can be
calculated as follows:

deo 2 1

dt — Tkp[M]
¢ is the heating efficiency taking into account the portion of exothermicity appear-
ing as the vibrational energy of the product OH [about 90 %; Charters et al., 1971;
Ohoyama et al., 1985] under consideration of radiative losses [less than 10 %;
Mlynczak and Solomon, 1993]. ¢ = 1 is assumed here. AE is the enthalpy of the
reaction (77 kcal/mol), kp the Boltzmann constant, [M] the total density, and 2/7
the ratio of the specific heat capacity of air at constant pressure to the specific gas
constant of air.

For the retrieval of heating rates and atomic hydrogen densities, we select the
1375-1400 nm spectral range showing ro-vibrational lines from the OH(9-6) vi-
brational transition. Since the population of the v = 9 vibrational mode is vir-
tually independent of the population of all other vibrational states (except for
the calculation of the vibrational partition sum), the retrieval of heating rates de-
pends on four model parameters, only: The number of OH molecules produced
in OH(v = 9) after the H + Os reaction (for details see above), the total radia-
tive loss Ag = Zv,<9 Agy =215 s~ [Smith et al., 2010], the total collisional loss
ko=3" _okyo=3.1 10~ em3 s, which is the sum of all quenching processes
of OH(v =9) [Adler-Golden, 1997], and the chemical loss of OH(v) by reaction
with atomic oxygen k. =2 - 10710 cm? s~! [Adler-Golden, 1997; Copeland, 2002].
At 90 km (95 km), the ratio of quenching of OH(v = 9) with O, to reaction with
atomic oxygen to spontaneous radiative loss is 77:5:18 (58:14:28).

The accuracy of kinetic and spectroscopic parameters used in the modeling of vi-
brationally excited OH are discussed in Mlynczak et al. [1998]. An important source
of error for the derivation of atomic hydrogen is the 20 % uncertainty of reaction
rate (10.1) [Sander et al., 2010], which maps linearly into the atomic hydrogen error.
However, this uncertainty is not relevant for the derivation of heating rates, because
% is directly proportional to the OH(9-6) radiance/volume emission rate. This de-
pendency is given, because all production terms in Eq. (10.2) except for P¢c can be
neglected for OH(9). The accuracy of other model parameters affect atomic hydro-
gen and heating rates by about 20 %. The uncertainty of GOMOS ozone profiles
mapping linearly into the uncertainty of atomic hydrogen is estimated to be less
than 20 %.

P.g (10.3)
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Fig. 10.6 Heating rate profiles (in K/day) for 2002-2009 (rows) for March-April-May (Ist col-
umn), June-July-August (2nd column), September-October-November (3rd column) and Decem-
ber-January-February (4th column). The contour line interval is 2 K/day

The inversion of radiances to heating rates is performed by means of an optimal
estimation approach [Rodgers, 2000]. A priori profiles of heating rates as well as
other atmospheric parameters (temperature, N>, O», and O abundances) are taken
from the NCAR ROSE model.

10.4 Heating Rates

Seasonal mean heating rates as derived from SCIAMACHY OH* measurements are
shown in Fig. 10.6 for the period 2002-2009. Values are larger than 2 K/day in a ver-
tical layer extending by about 15 km. Values at the maximum range from 10 K/day
at the equator to 6 K/day at high latitudes. Absolute values are comparable to 2-D
model calculations of Mlynczak [2000], but larger than the ROSE 3-D model results
presented in Fig. 10.1. A comparison of SABER OH* radiances and ROSE model
calculations [Marsh et al., 2006] showed an underestimation of equatorial measure-
ments as well and was explained by an insufficient tidal forcing in the model. The
importance of the diurnal migrating tide is visible in both the semi-annual cycle of
equatorial heating rates, as well as in the latitudinal structure of heating rates, which
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shows largest values at the equator, a minimum at 30°, and a secondary maximum
at 60°.

10.4.1 Space Time Spectral Analysis

The response of chemical heating to atmospheric waves with periods of 2—-30 days
is analyzed by means of a windowed space-time spectral analysis [Ern et al., 2009].
A time window length of 31 days for 10° latitude intervals is used. This accounts for
the seasonal variations visible in the data (see previous chapter). Results are ana-
lyzed for the equatorial region, for the sub-tropics, and for mid latitudes (Fig. 10.7).

The strongest spectral components are at frequencies of 0 and +1 cycles/day.
These components are due to stationary planetary waves and tides as well as their
aliases, which show up periodically shifted by one zonal wavenumber and 1 cy-
cle/day [e.g. Salby, 1982a, 1982b]. Since these strong spectral features also cause
stronger aliasing and spectral leakage at higher zonal wave numbers, we cut the
zonal wavenumber range of the spectra at zonal wavenumber 4. SCIAMACHY
nighttime data allows to resolve periods larger than two days unambiguously, since
only the ascending part of the satellite orbit is covered by observations. At the equa-
tor, we find not only strong contributions caused by tides and stationary planetary
waves, but also strong spectral signatures for zonal wavenumber 1 at frequencies
between 0.2 and 0.4 cycles/day, corresponding to periods between 2.5 and 5 days
(Fig. 10.7a). These spectral signatures are due to equatorial Kelvin waves, which are
confined to the equatorial region between about 20°S and 20°N, in good agreement
with previous findings [e.g. Salby et al., 1984; Garcia et al., 2005]. The latitude-
time distribution of wave variances due to Kelvin waves is shown in Fig. 10.7b.
Wave variances are obtained from the single 31-day space-time analyses by ap-
plying a band pass filter for zonal wavenumber 1 and periods between 2.5 and
10 days, i.e., the location of the Kelvin wave peak in the average spectra shown
in Fig. 10.7a. Kelvin wave variances are found only in the latitude band between
about 20°S and 20°N, as expected. Rossby gravity wave activity (periods of 1.4-2.5
days) is expected to peak at subtropical latitudes. And indeed, Fig. 10.7c exhibits a
clear spectral signature at these periods, peaking at 20°S and 20°N (Fig. 10.7d). At
40°N (Fig. 10.7e), tidal signatures and signatures due to stationary planetary waves
are weaker than at the equator. The spectral peak due to equatorial Rossby-gravity
waves is no longer visible, and there are also no more indications of equatorial
Kelvin waves. Instead, a strong spectral peak has appeared at zonal wave numbers
1-2 and frequencies in the range between about —0.2 and 0 cycles/day. Obviously,
this spectral feature is caused by westward traveling long period planetary (Rossby)
waves with periods in the range of about 5-30 days. This period range is also in good
agreement with the range expected from previous observations. The wave variances
due to Rossby waves are obtained by applying a band pass for zonal wavenumber
1 and frequencies between —0.25 and —0.05 cycles/day (periods between 4 and
20 days). Rossby waves at 87 km altitude mainly appear at mid and high latitudes,
as expected (Fig. 10.7f).
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Fig. 10.7 First column: space-time spectra averaged over the period 2002-2006 of residual SCIA-
MACHY heating rates at 87 km altitude at the equator (a), 20°N (c¢) and 40°N (d). Positive frequen-
cies denote eastward and negative frequencies westward traveling waves, respectively. The spectral
range that can be resolved unambiguously by the SCIAMACHY sampling are rectangles rotated
with respect to the zonal wavenumber/frequency coordinates (black and white dashed lines). Sec-
ond column: variances due to Kelvin waves (b), Rossby-gravity waves (d), and Rossby waves (f).
Only latitude-time intervals with more than 200 data points are considered. The median spectral
background (determined from zonal wave numbers >2) is subtracted. Figures adopted from Ern et

al. [2009] (pages 5 and 6)
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SCIAMACHY and SABER data (not shown here, cf. Ern et al., 2009) give a
consistent picture of the wave modes. Differences between the two datasets can be
explained mostly by the spatio-temporal sampling pattern and by data gaps in the
SCIAMACHY data.

10.5 GOMOS Ozone Measurements

GOMOS measures horizontal transmission spectra at 250-956 nm while a star ap-
pears to descend through the Earth’s atmosphere. Mesospheric ozone retrievals are
performed in the ultraviolet wavelength range, and their altitude resolution is about
3 km. Ozone profiles (Version 5.00) selected for this study were acquired at solar
zenith angles >100° by the measurement of stars with a temperature >6000 K and
a magnitude <1.9 as well as of stars with a temperature >7000 K [cf. Kyrdld et al.,
2010].

The precision of GOMOS ozone in the vicinity of the OH* layer is 5-10 %,
with systematic uncertainties of 1-2 % [Tamminen et al., 2010]. However, the com-
parison of GOMOS ozone profiles with MIPAS [Verronen et al., 2005] and SABER
[Smith et al., 2008] ozone data, both of which are based on ozone mid-infrared emis-
sion measurements, revealed discrepancies up to 20 % in vicinity of the mesopause.

GOMOS suffered a temporary malfunction in May—June 2003 and January—
August 2005. Due to a restriction of the pointing range, the amount of GOMOS
data has decreased by 35 % since 2005.

The spatio-temporal distribution of co-located SCTAMACHY and GOMOS pro-
files is illustrated in Fig. 10.3. Coincidence criteria (typical miss-distances) are <5°
(1°—4°) latitude, <45° (0°-5°) longitude, <4 h (0-1 h) local time and <1 day uni-
versal time. To obtain an ozone profile for each SCIAMACHY dark limb profile,
a mean, distance-weighted GOMOS ozone profile is calculated from all profiles
meeting the coincidence criteria.

10.6 Atomic Hydrogen

By combining SCTAMACHY hydroxyl and GOMOS ozone measurements, global
maps of atomic hydrogen are obtained. A latitude altitude cross section of atomic
hydrogen is shown in Fig. 10.8 for summer 2008. Atomic hydrogen decreased
monotonically from 4-6- 108 cm™> at 86 km to about 1- 108 cm™3 at 95 km. Largest
values appear at the equator, similar to the heating rate profiles. During equinox (not
shown), atomic hydrogen is reduced by 30 %—50 %. Absolute values are similar to
the atomic hydrogen profiles as derived from the Solar Mesosphere Explorer [SME,
Thomas, 1990], although a detailed comparison is difficult since Thomas [1990]
gives atomic hydrogen volume mixing on pressure levels rather than atomic hydro-
gen abundance on geopotential altitudes, as in this study.
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Fig. 10.8 Atomic hydrogen
densities for June, July and
August 2008. The contour

line interval is 5 - 107 cm™3
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The temporal evolution of atomic hydrogen abundance at 90 km altitude is shown
in Fig. 10.9. The data shows a pronounced semiannual cycle with amplitudes of
about 7 - 107 cm—3. In addition, a linear increase of about 14 % between 2002 and
2008 is visible.

To determine this increase quantitatively, the temporal (#) dependence is fitted
using a constant (yp), a linear (y;) as well as annual (amplitude y, and phase y3)
and semiannual harmonics (y4 and ys):

d[H] + t+ i ! +
= . .sin| —
dt Yo 2 27 - lyr 3

t
-sin| ———— . 10.4
+ y4 Sln(zn 1/2yr + ys) (10.4)

The linear term characterizes long term changes as well as the dependence on solar
flux, which cannot be discriminated so far due to the temporal extent of the data set.

The fit parameters are obtained applying a modified Levenberg-Marquardt
algorithm [Moré et al., 1980]. The cost function is calculated by weighting
measurement-model differences by the standard deviation of the measurement data
in each altitude/latitude bin.

The uncertainty of the fitting parameters is dominated by the occurrence of sev-
eral data gaps in the time series. These data gaps are related to the latitudinal sam-
pling pattern and instrument failures or specific instrument operations. We estimate
the magnitude of this uncertainty by creating several synthetic data sets exhibit-
ing the same spatio-temporal behavior and noise distribution as in the measurement
data. Data gaps as present in the measurements are randomly redistributed within the
given time period and mask the synthetic data. The resulting data sets are analyzed
in the same way as the original data and the scatter of the resultant fit parameters
is taken as an estimate for the uncertainty of these parameters with respect to data
gaps. For the linear component (y;) the uncertainty estimated by this method is
about 4 %.
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Other sources of uncertainty, such as noise of the measurement data, correlation
of the fit parameters or inadequacy of the fit function are negligible in comparison
to uncertainties related to the data gaps.

Atomic hydrogen zonal mean differences between 2008 and 2002 according to
the linear term in Eq. (10.4) are shown in Fig. 10.10. Atomic hydrogen increases by
0-5 % at mid latitudes, and up to 10 % around the equator.

This increase has been corrected by 5 % to take into account the 11-year so-
lar cycle dependence of atomic and molecular oxygen, which is not considered in
the quenching of OH* and in the retrieval of atomic hydrogen, respectively. Since
quenching by molecular oxygen is the most important relaxation mechanism of OH*
below 95 km, uncertainties in the quenching partner map largely into the atomic
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hydrogen abundance. Although molecular oxygen mixing ratios do not change be-
low 95 km during the 11-year solar cycle, molecular oxygen abundance observed
on geopotential altitudes is indeed affected by solar insolation due to the expan-
sion or shrinking of the atmosphere. General circulation models [e.g. Schmidt et al.,
2006] predict a shrinking of the upper mesosphere by several hundred meters during
solar minimum. This leads to a decrease of O, and total density by 5-7 % at 90—
95 km geopotential altitude (Schmidt, personal communication). Atomic oxygen
abundance decreases by about 10 % accordingly. This leads to decreased quenching
of OH* in 2008 (solar minimum) in comparison to 2002 (solar maximum), which is
not considered in the model and therefore the quenching of OH* is overestimated in
2008 in comparison to 2002. The retrieval compensates overestimated OH* quench-
ing in the model by an increase of atomic hydrogen abundance, leading to an arti-
ficial overestimation of atomic hydrogen by about 5 % in 2008 in comparison to
2002. The data shown in Fig. 10.10 has been compensated for this effect.

Figure 10.10 indicates a small increase (0—-6 % =+ 4 %) of atomic hydrogen abun-
dance at mid latitudes and a slightly larger increase of 4-8 % (+4 %) at equatorial
latitudes. This anti-correlation with solar flux is predicted by model calculations
(Schmidt, personal communication). It is caused by an increase of HoO due to a
reduced photolytic destruction of this species in the entire middle and upper meso-
sphere, also affecting the upward flux of H,O by eddy diffusion. In total, this in-
crease of water vapor is over-compensating the reduction of the photolytic solar
flux producing atomic hydrogen in the upper mesosphere during solar minimum.

10.7 Summary

To quantify and understand the response of the upper atmosphere to long term
changes and solar activity requires the measurement of temperature and constituent
data. Atomic hydrogen as the most prominent member of the odd hydrogen family
is of particular interest in this context. The combination of two instruments (SCIA-
MACHY and GOMOS) on Envisat gives an excellent opportunity to obtain a time
series of this data ranging from 2002 until today in the 85-95 km altitude regime.
Instantaneous heating rates due to the H + O3 reaction reach 6—10 K/day, depend-
ing on latitude. A pronounced semi-annual cycle is evident in the data, pointing to
the importance of atmospheric tides for the vertical distribution of constituent and
temperature data. Signatures of equatorial Kelvin waves, Rossby-gravity waves and
Rossby waves are clearly visible in the data. The long term evolution of atomic
hydrogen indicates an increase by 0-8 % since 2002, which is in accordance with
11-year solar cycle model calculations.
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Chapter 11
High-Latitude Thermospheric Density and Wind
Dependence on Solar and Magnetic Activity

Hermann Liihr and Stefanie Marker

Abstract Processes in the high-latitude thermosphere are strongly controlled by
the activity of the sun and by the geomagnetic field geometry. The CHAMP satel-
lite, with its sensitive tri-axial accelerometer, provided detailed information about
thermospheric dynamics over its mission life-time (2000-2010), thus contributing
significantly to the CAWSES (Climate And Weather of the Sun-Earth System) pro-
gramme. In this chapter, studies on thermospheric winds and density anomalies at
high magnetic latitudes are presented. Thermospheric winds above the poles are
directed predominantly from day to night side. Observations, however, reveal a dis-
tinct difference between winds on the dawn and dusk sides at auroral latitudes.
While on the dawn side fast zonal winds towards night are prevailing, an anti-
cyclonic vortex is formed on the dusk side. For the explanation of these local time
dependent features various thermodynamic and electrodynamic influences have to
be considered. As an example for mass density variation the cusp-related density
anomaly is studied. The amplitude of this prominent local peak in mass density is
influenced by the level of solar flux (F10.7) and by the solar wind input into the
magnetosphere as quantified by the electric field caused by reconnection. A prereq-
uisite for the appearance of density anomalies is the presence of soft-energy parti-
cle precipitation. By combining CHAMP and EISCAT measurements, it has been
shown that Joule heating, fuelled predominantly by small-scale field-aligned cur-
rents (FACs), causes a strong increase in temperature at altitudes below 200 km.
As a consequence molecular-rich air is up-welling. A density anomaly is recorded
at 400 km altitude. Combining different observations and numerical model results
provides a plausible chain of processes leading to the observed cusp-related density
anomaly.
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11.1 Introduction

The term thermosphere is generally used for the upper atmospheric layer in the
range of about 100 to 1000 km altitude. Embedded in it is the exobase at around
600 km above which altitude lightweight particles do not behave as a fluid anymore
and start to follow ballistic trajectories. There is a steep temperature increase over
the lower part of the thermosphere, 100 to 300 km, due to absorption of solar ex-
treme ultraviolet (EUV) and x-ray radiation. Above, the temperature approaches
asymptotically the exospheric temperature of about 1000 K. For further general
characteristics of the thermosphere the reader is referred to Prolss [2004]. Solar
EUV is the most important energy input to the thermosphere. The expansion and
contraction of the upper atmosphere in response to solar activity over a solar cycle
is quite prominent. The other important energy source is the solar wind. When the
charged particles of the solar wind interact with the geomagnetic field, a part of
the wind energy is converted to electric currents which are routed down along the
magnetic field lines to the ionosphere at high latitudes. These currents partly dissi-
pate and partly drive plasma convection vortices in polar regions. Another part of
the solar wind input is converted to mechanical energy accelerating electrons and
ions earthward. When these particles hit the atmospheric atoms and molecules they
are excited and subsequently emit light, the well-known aurora. This process also
deposits an appreciable amount of energy in the thermosphere. In a comprehen-
sive review, Prolss [2011] has described the perturbations of the upper atmosphere
caused by the dissipation of solar wind energy.

This chapter deals with thermospheric phenomena at high magnetic latitudes.
In particular, observation and interpretation of the wind system and local density
anomalies are presented. In auroral regions the neutral particles in the thermosphere
are strongly coupled with the plasma of the ionosphere. Therefore, both thermo-
dynamic and electrodynamic processes have to be considered simultaneously for a
proper interpretation.

In the past, detailed studies of the thermosphere were suffering from a lack of
sufficient and accurate measurements. This situation has improved significantly with
the availability of air drag measurements on board of satellites like CHAMP (CHAI-
lenging Minisatellite Payload) and GRACE (Gravity Recovery And Climate Experi-
ment) by means of sensitive tri-axial accelerometers. In particular, the accelerometer
data from CHAMP collected over a period of 10 years have been used to identify a
number of new phenomena in the upper atmosphere. In this chapter we provide an
overview and assessment of the main results published during recent years. For most
of them the long and continuous CHAMP data set is used for revealing insight into
the wind patterns at polar latitudes and to investigate the prominent mass density
anomaly related to the ionospheric cusp.

11.2 Measuring the Thermosphere

Opposed to the ionospheric properties, neutral particle dynamics is difficult to be
sensed remotely from ground. There have been rather few satellites in orbit carrying
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mass spectrometers (e.g., Atmospherics Explorer-C, ESRO-4). Important features
of the thermosphere have been deduced from precise orbital tracking of space ob-
jects like satellites, rockets, and debris. Since the effects on the ephemeris are small,
integration has to be performed over fairly large arcs. For that reason only gross
features of the thermosphere had been deduced. For example, the dependence of
the mass density on external forcing, like solar EUV flux or magnetic activity, was
determined from orbit-average effects. That means regional or latitudinal variations
cannot simply be resolved. In comprehensive studies, Emmert [2009] and Emmert
and Picone [2010] have deduced a globally-averaged climatology of the thermo-
spheric mass density based on orbital elements of a large number of space objects,
covering the years 1967-2007. From them thermospheric features like seasonal and
solar cycle variations, magnetic activity dependence and long-term trends have been
derived.

Detailed observations of thermospheric phenomena have become possible since
sensitive accelerometers are operated on spacecraft like CHAMP and GRACE. They
have sampled the upper atmosphere on a global scale since 2000. The in situ mea-
surements enable the resolution of local features. A first overview on the mass den-
sity distribution derived from CHAMP data was given by Liu et al. [2005]. The
authors presented mass density anomalies both at low and high latitudes. In this
chapter we focus on thermospheric characteristics at high latitudes deduced from
CHAMP measurements.

CHAMP, a German satellite, was launched on 15 July 2000 into a circular, near-
polar (inclination: 87.2°) orbit at 456 km altitude [Reigber et al., 2002]. Over its 10-
year life time the orbit slowly decayed, and the spacecraft re-entered the atmosphere
on 19 September 2010 at an altitude of 150 km. A schematic picture of CHAMP
with all the science instruments is shown in Fig. 11.1. Of particular interest for the
topics addressed here is the accelerometer, which is accommodated at the satellite’s
centre of gravity. The measurement principle is based on a proof-mass of about
100 g that is kept floating in the centre of a vacuum cage by electrostatic forces.
Non-gravitational forces acting on the satellite are deduced from the accelerometer
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readings. From the air drag experienced by the satellite in orbit the thermospheric
mass density and wind can be retrieved. The basis equation is
1 Cy4

a=——p—=Aegv? (11.1)
2" m

where a is the measured acceleration vector, p is the mass density, m is the satellite
mass, Aefr denotes the effective cross-section area in ram direction and v the velocity
of the satellite. C; represents the drag coefficient vector with different values for
along-track and cross-track directions. Equation (11.1) can be solved for the mass
density, p, since the other quantities are known or measured. Further details about
the interpretation of accelerometer data can be found in Doornbos et al. [2010].
For the estimation of the thermospheric winds we make use of the acceleration
vector components. Under the assumption that the experienced acceleration, a, is
aligned with the velocity, v, we can relate the components of the two vectors:

Y (11.2)
ax Ux
where the x component is aligned with the spacecraft-fixed along-track axis and y
with the cross-track axis. Vertical wind contributions are not considered because (1)
they are generally weak (except in the auroral zone during active periods) and (2)
the vertical component of CHAMP’s accelerometer did not work properly. Since
CHAMP had a polar orbit, the zonal wind velocity can be derived from the effect
on the cross-track axis.
ay
Vy = —Uy — (11.3)
Aax
when v, is assumed to be the orbital velocity (7.6 km/s), the cross-track wind ve-
locity, vy, can be calculated. A more sophisticated approach for deriving wind was
later developed by Doornbos et al. [2010]. The new data reveal wind speeds that
are in general lower by a few percent, but the relative variations stay practically the
same.
CHAMP data of the 4 years 2002-2005 have been used to study thermospheric
features at high latitudes.

11.3 Wind Distribution at Polar Regions

A first statistical study of zonal winds at low latitudes, based on CHAMP data, was
presented by Liu et al. [2006]. Typical features emerged from it, such as the strong
eastward wind during evening and night hours and the westward wind during morn-
ing and noon time. Later the zonal wind study was extended by Liu et al. [2009]
up to subauroral latitudes. These authors found that the thermosphere at the equa-
tor rotates on average faster than the planet. The topic of super-rotation has been
discussed controversely in the literature [see Rishbeth, 2002, for an overview]. Liu
et al. [2009] report a diurnally averaged eastward wind of about 35 m/s, which is
in good agreement with the prediction (30—40 m/s) of Rishbeth [2002] based on the
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electrodynamics at the magnetic equator. Conversely, at higher latitudes the thermo-
sphere rotates slower than the planet. For an outside observer, the upper atmosphere
exhibits a differential rotation like, for example, the sun.

The wind distribution in the polar region, as observed by CHAMP, was first stud-
ied by Liihr et al. [2007]. Twenty years earlier Thayer et al. [1987] presented a
similar study based on DE-2 satellite data. Due to the short DE-2 mission duration
and sparse sampling, detailed features could not be resolved at that time. At high
latitudes all the different cross-track measurements are combined in a statistically-
significant way such that the average horizontal wind vector can be derived (for
more details see Liihr et al. [2007]). A prominent result of such an approach is
the strong day-to-night wind over the polar cap with speeds in excess of 600 m/s.
In this region hydrodynamic forces and plasma drifts point approximately in the
same direction. The primary cause is the cross-polar cap potential difference which
drives the plasma into the anti-sunward direction at speeds of more than 1 km/s.
The plasma drift velocity, v, in the ionospheric F region can be expressed as
v =E x B/B?. At CHAMP altitude we obtain for a typical polar cap electric field of
E =50 mV/m and an ambient magnetic field, B = 50000 nT, a plasma velocity of
v =1 km/s. The relevant terms of the equation describing the momentum transfer
from ions to neutral particles by collisions [e.g., Rishbeth, 2002] can be written

du
pﬁz—VP—i—pvi’n(v—u) (11.4)

where p is the mass density, u is the wind velocity, P is the thermal pressure and
v;.» is the ion/neutral collision frequency. From this equation we note that the ac-
celeration of neutral particles is proportional to the collision frequency and to the
velocity difference between ions and neutrals.

The average wind distribution in the polar region for the four months centred on
June solstice 2003 is shown in Fig. 11.2. For the presentation a magnetic latitude
vs. magnetic local time frame has been chosen. We find similar distributions at both
hemispheres, but in the northern (summer) hemisphere winds are stronger and sig-
natures are clearer. The higher plasma and neutral densities during summer cause a
higher collision frequency thus make the coupling between ions and neutrals more
efficient. At auroral latitudes there is a clear asymmetry between the dawn and dusk
sides. On the dawn side we observe fast winds from day to night. This effect is at-
tributed to a combined action of Coriolis and centrifugal forces. Fuller-Rowell and
Rees [1984] argue that particles starting at noon and moving westward experience
an equatorward centrifugal force, but at the same time a poleward Coriolis force.
The velocity at which the two forces according to Fuller-Rowell and Rees [1984]
cancel depends on the polar distance, 6

sin@ = v /985 (m/s) (11.5)

where 985 m/s is twice the Earth rotation speed at the equator. At a geographic
latitude of 65° (0 = 25°) we obtain v =416 m/s for the critical velocity. This value
is close to the wind speed observed on the dawn side (cf. Fig. 11.2). Obviously,
many air particles move on the stable paths in this latitude range. Note that magnetic
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Fig. 11.2 Distribution of mean thermospheric wind vectors in the northern (summer) (left) and
southern (winter) (right) hemispheres for June solstice 2003. Concentric rings mark magnetic lati-
tude at 10° spacing (80°, 70°, 60°, 50°) (from Liihr et al. [2007], Fig. 4)

latitudes are shown in Fig. 11.2, while the force balance discussed above is valid
in geographic coordinates. But over many Earth rotations the latitude difference
averages out.

Conversely, on the dusk side the Coriolis force and centrifugal forces act in the
same direction deflecting particles into an anti-cyclonic spiral motion. Such a feature
appears in Fig. 11.2 near 70° of magnetic latitude and 18:00 local time. In the early
evening time sector the sunward plasma flow along the auroral oval causes a stag-
nation of the wind. Particularly clear is the effect of plasma drift on thermospheric
winds during times of Subauroral Polarization Streams (SAPS) events. Wang et al.
[2011] report that SAPS, occurring preferentially in the evening sector, cause the
neutral wind to switch from anti-sunward to sunward at magnetic latitudes around
60° to 65°. A typical occurrence rate of SAPS is 30 %. SAPS-type phenomena are
not observed on the dawn side. This may also contribute to the dawn/dusk differ-
ence. On the night side the wind is deflected westward. This is consistent with the
Coriolis force acting on air parcels moving away from the pole.

The high-latitude plasma drift pattern is closely controlled by the interplanetary
magnetic field IMF) components By and B,. Forster et al. [2008] clearly showed
that the wind direction over the polar regions depends a lot on the plasma dynamics.
Over the northern hemisphere polar cap highest wind speeds are observed for a
combination of negative IMF By and B, components. In the southern hemisphere
wind speeds maximise for positive IMF B, and negative B,. Under these conditions
the plasma flow is best aligned with the cross-polar cap wind at high latitudes on
the dawn side. Furthermore, the clockwise wind vortex on the dusk side increases
in the northern hemisphere when IMF B, is positive, while the opposite B, polarity
causes the vortex to grow in the south. This behaviour also proves the close control
of the plasma drift on thermospheric winds.
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11.4 Cusp-Related Mass Density Anomaly

In their initial paper on the global mass density distribution Liu et al. [2005] reported
also about thermospheric density anomalies at high magnetic latitudes both on the
day and night sides. The night side features were associated with magnetospheric
substorms since their intensity increased with magnetic activity. This suggestion was
later confirmed by a dedicated study about thermospheric responses on substorms
by Ritter et al. [2010]. The day-side feature was identified as the cusp-related den-
sity anomaly that had been introduced earlier by Liihr et al. [2004]. These authors
reported that CHAMP detected quite frequently a localised enhancement in air drag
whenever it passed the polar cusp region. When interpreting this signal in terms of
mass density they obtained local enhancements up to a factor of 2. In a quest for
the drivers of these air density peaks at 400 km altitude they suggested as one cause
Joule heating by intense small-scale FAC. Figure 11.3 shows CHAMP observations
of cusp-related density anomalies collocated with intense bursts of kilometre-scale
FAC:s for three examples. Nowhere along the orbit have FACs been observed with
comparable amplitudes. In order to test the Joule heating hypothesis Demars and
Schunk [2007] tried to reproduce the density anomaly with their high-resolution
thermosphere model. They had to increase the heating in the E region by an unrealis-
tic factor of greater than 100, in order to achieve a local doubling of the mass density
near the cusp. Otherwise the model simulated quite realistically the up-welling of air
in the heated region and the subsequent poleward and equatorward divergence. Mo-
tivated by the open questions concerning the root causes of the cusp-related density
anomalies Rentz and Liihr [2008] performed a dedicated study on the climatologi-
cal properties of the anomaly. Important findings of that study will be summarised
below.

11.4.1 Climatology of the Density Anomaly

For a systematic survey of the mass density distribution at polar regions, data have
been sorted into 918 equal-area bins of 222 x 232 km size. For the binning of
the CHAMP measurements we considered the range 60°-90° of magnetic latitude
(MLat) in both hemispheres. A detailed description of the binning approach is given
in Liihr et al. [2007]. From Fig. 11.4 it is evident that the density distribution at
auroral latitudes is well-ordered when sorting the data by geomagnetic latitude and
magnetic local time (MLT). Conversely, a data representation in geographic latitude
and solar local time does not show a clear maximum around noon [see Rentz, 2009].
As a consequence, the geomagnetic frame was used throughout the analysis.

The density enhancement at cusp latitudes is superposed on top of the large-
scale (diurnal, latitudinal) density variations. The considered effect has been iso-
lated by removing the background according to the NRLMSISE-00 atmospheric
model density. In addition a systematic difference between model and observation
was removed by allowing for a bias term and a latitude-dependent trend. As a result
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the density anomaly, Ap, is obtained [for details of the approach see Rentz and
Liihr, 2008]. The climatological properties of the density anomaly were derived
from a systematic survey over four years (2002-2005) of CHAMP air drag mea-
surements. Figure 11.4 shows, for example, the average anomaly location and am-
plitude, as deduced from 2003 data. In both hemispheres density peaks cluster in
the latitude range 70°-80°MLat and the 12 =2 h MLT time sector. It is interesting
to note that the amplitude of the anomalies is smaller by a factor of 1.4 in the south
compared to the northern hemisphere. Rentz and Liihr [2008] suggest that the ob-
tained hemispheric difference is primarily caused by the larger offset between the
magnetic and geographic pole in the south. Over the course of a day the cusp moves
from the South Pole down to —60° geographic latitude and back again. Largest
density anomalies appear typically at lowest latitudes. But CHAMP was sampling
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Fig. 11.4 Statistical survey of the density anomaly amplitude (in 10~!2 kg/m?) within the day
side polar region of the northern (left panel) and the southern (right panel) hemisphere in 2003.
Yearly averaged solar flux values (P10.7) are listed below the plots

the region around the pole more than 10 times denser than the —60° latitude zone,
where the larger effects occur. This selective sampling accounts for a good part of
the north/south amplitude difference.

Since the anomaly location coincides rather well with the mean position of
the ionospheric cusp, an energy source near the day side magnetopause is sug-
gested to be an important driver of this phenomenon. We investigated the solar
wind input, quantified by the electric field caused by reconnection at the magne-
topause, commonly termed merging electric field, E,,. In our study we have de-
fined E,, = vsw(B§ + BZZ)O'5 sin2(0/2), where By and B; are the IMF components
in GSM coordinates, vy,, is the solar wind speed, and 6 is the IMF clock angle
(tan® = By /B;).

The amplitude of the anomaly depends also on the solar flux index, as can be
seen in Fig. 11.5 (left frame). The index is defined as P10.7 = 0.5(F10.7 + F10.7a),
where F10.7 is the daily solar flux index and F'10.7a is its 81-average. It seems
that below a certain flux level, e.g. P10.7 < 100, no clear anomalies form anymore.
A similar effect can be found for E,, < 0.5 mV/m. A superposed epoch analysis
yields that E,, at the magnetopause is enhanced on average for about an hour before
the detection of the anomaly [Rentz and Liihr, 2008]. This time delay might be
explained by two effects, partly by the upward propagation of the density front from
the lower thermosphere to orbital altitudes (ca. 400 km) and partly by the infrequent
sampling of the cusp once per orbit (93 min). For the upward propagation one may
assume the thermal speed which ranges around 600 m/s, resulting in a travel time of
order 10 min. Also the background air density seems to play a role for the anomaly
amplitude. In order to test that Fig. 11.5 (right frame) shows the relative size of the
anomaly with respect to the ambient density. In this case the dependence on P10.7 is
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Fig. 11.5 Dependence of the northern hemispheric cusp-related density anomaly on the solar flux
index, P10.7, and the merging electric field. (lefr) Amplitude of anomaly (in 10712 kg/m?>), (right)
relative amplitude of anomaly with respect to background density

much reduced because the solar flux controls directly the background density. From
this perspective the important role of E,, for the cusp-related anomaly becomes even
clearer.

11.4.2 CHAMP-EISCAT Campaign on Joule Heating

A dedicated CHAMP-EISCAT campaign was scheduled and executed in order
to observe simultaneously thermospheric characteristics with CHAMP and iono-
spheric parameters with the EISCAT radar facility. The aim was to monitor directly
the Joule heating in the ionosphere that may be responsible for driving the neutral
fountain effect. The campaign lasted from 1 to 13 October 2006 and included the
ESR (EISCAT Svalbard Radar, 78.1°N, 16.0°E, 75.6°MLat) at Longyearbyen and
the VHF (Very High Frequency, 69.5°N, 19.2°E, 66.9°MLat) radar near Tromsg.
When CHAMP passed close to the radars the ESR 42 m antenna measured the
ionospheric parameters along the magnetic field line while the ESR 32 m and VHF
radars were used to track the cusp position. The EISCAT measurement programme
was nearly the same as the one described by Schlegel et al. [2005].

Most favourable results were obtained on 13 October 2006. Particularly outstand-
ing on that day is a band of strongly enhanced ion temperature, up to 4000 K, ob-
served by the VHF radar. As can be seen in Fig. 11.6, the apparent height of the
high temperature region varies with time. At the start of the measurements, 07 UT,
it is detected near 600 km, 1.5 hours later, around 08:30 UT, it has reached its low-
est altitude at 260 km. Subsequently it rises again until reaching 550 km at 10 UT,
after which the high temperature feature disappears. A similar structure is observed
for the electron temperature, but in that case the hot electrons are observed up to
great heights everywhere. For electrons the field lines are very good temperature
conductors. Due to the low elevation of the VHF radar beam (30° above horizon),
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Fig. 11.7 CHAMP-observed density anomaly, Ap (left) and kilometre-scale field-aligned currents
(right) along three passes near the EISCAT facilities on 13 October 2006. Density peaks are accom-
panied by FAC bursts. The separation of CHAMP passes from ESR are 12°, 9°, 30° in longitude
for the orbits 5, 6, 7, respectively

echoes plotted at different heights come from different latitudes. For the following
interpretation apparent heights are converted to latitudes.

CHAMP crossed on that day the magnetic latitude of ESR three times at lon-
gitudes 28.0°E, 6.7°E, —14.5°E on orbits 5, 6, 7, respectively. Times of closest
approach are marked by vertical lines in Fig. 11.6 (green: orbit 6, red: orbit 7).
Figure 11.7 shows CHAMP measurements. In the left frame recorded mass den-
sity anomalies are shown. Most prominent is the density peak of orbit 7 appearing
near 74°MLat. But also during the earlier passes density peaks, although smaller,
were recorded at 75° and 70°MLat on the orbits 5 (blue) and 6 (green), respectively.
In the right frame of Fig. 11.7 CHAMP derived field-aligned currents are shown.
It is interesting to note that intense small-scale FAC bursts with current densities
up to 10 uA/m? appear right at the latitudes of the mass density peaks in all three
cases. This observation lends support to the suggestion of Liihr et al. [2004] that
small-scale FACs are commonly accompanying cusp density anomalies.

By comparing the EISCAT and CHAMP observations new insight into the driv-
ing processes may be expected. CHAMP passed by the EISCAT facility on orbit
6 shortly before 08:30 UT. At that time the high temperature echoes came from
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an altitude of 260 km or 73.5°Lat. (cf. Fig. 11.6). During the next orbit, 7, high
temperature was detected at 550 km altitude corresponding to 78°Lat. This latitude
coincides with the position of the ESR radar. Inspecting the measurements from the
field-aligned ESR 42 m radar reveals that for a short time around 10 UT high ion
temperatures up to 4000 K were observed in a height range from 120 up to 200 km.
This confirms the reliability of interpreting VHF height ranges in terms of latitudes.
One may speculate that the ion heating is caused by intense FACs. To test that the
latitudes of the hot ions can be compared with those of the small-scale FAC bursts.

On the two CHAMP passes (orbits 6 and 7) marked in Fig. 11.6 we observed
hot ions at geographic latitudes of 73.5°N and 78°N and intense FACs at magnetic
latitudes of 70°N and 74°N, respectively. In the Scandinavian sector the magnetic
latitude is by about 3° lower than the geographic latitude. The remaining small dif-
ference of about 1° in latitude between CHAMP and EISCAT observations can
be explained by the mapping of the signal along the field lines. Since field lines
are inclined equatorward, CHAMP detects the FACs somewhat southward of their
footprint in the E region. A similar inference on collocation between small-scale
FACs (~75°MLat) and high ion temperature can be made for orbit 5. Although
CHAMP passed 10 minutes before EISCAT was switched on, the latitude of hot
ions (~79°Lat) can be estimated. These three examples demonstrate the close rela-
tion between intense FAC bursts and local ionospheric heating.

A viable process for a local heating of the thermosphere is Joule heating. In order
to see where it takes place we examine the Pedersen conductivity. Figure 11.8 shows
vertical profiles of the Pedersen conductivity as derived from ESR measurements on
13 October 2006 in the left frame. It can be noted that the peak conductivity contin-
uously increased until 10 UT. Furthermore, it is obvious that the high-conductivity
layer appears at greater altitude, reaching up to 150 km. Typically the Pedersen
conductivity peaks in the E-layer at about 115 km. Joule heating can be expressed
as Wy =opE 2, Since the electric field, E, varies little with altitude, the vertical
distribution of heating is determined by the height profile of the conductivity, op.
The vertical profile of the local ion temperature enhancement observed by ESR at
10 UT fits well the expected heating profile, in particular, when considering the ther-
mospheric density decay with altitude. Rentz [2009] has deduced numbers for the
heating rate by estimating the electric field from CHAMP current measurements.
She obtained 14 x 10~7 W/m? for the heating at 140 km altitude around 10 UT
and 16 mW/m? for the height-integrated heating rate. Both these values are by a
factor of about 5 larger than earlier reports [e.g., Schlegel et al., 2005] although her
measurements took place close to solar minimum. Previous authors did not take into
account the important contribution from small-scale E-field (FAC) variations.

11.4.3 Comparison with Numerical Modelling

A remaining question concerns the elevated altitude of maximal Pedersen conduc-
tivities. Here, particle precipitation may play a role. The ionospheric response to



11 High-Latitude Thermospheric Density and Wind Dependence 201

Pedersen conductivity 13 Oct 2006 Pedersen conductivity 14 December 2002

300

——0700-0730 UT = no particle prec.
2807 ——0730-0800 UT ] 450 | = particle prec. Q_ = 50eV |
260} ——0800-0830 UT ||

—— 0830-0900 UT
——0900-0930 UT ||
0930-1000 UT}|!

n
5
o

n
o

altitude [km]
4o oo
A OO 0 O
o O O o

n
o

15 2 25 3 0 05 1 15 2 25 3 35 4
o, 1s/m] <107 6, [107° s/m]

o
o
3

Fig. 11.8 Vertical profiles of Pedersen conductivity from EISCAT measurements (/eft) and SHL
model (right). Minor peaks in the observed profiles are not considered as significant

precipitating particles varies markedly with altitude: the higher the electron en-
ergy the lower the altitude of penetration and peak ionisation. Ion precipitation in
the cusp can lead to an elevated conductivity at lower altitudes, especially at the
equatorward edge of the cusp. The influence of particle precipitation has earlier
been addressed by numerical modelling. With the CTIP (Coupled Thermosphere-
Ionosphere-Plasmasphere)-style Sheffield High Latitude (SHL) model, Millward
et al. [1999] have simulated the effect of particle precipitation on the electron
density distribution in the cusp region using typical particle populations, i.e. a
Maxwellian energy distribution of 50 eV electrons and 500 eV ions. From their
obtained electron density profiles Pedersen conductivity and Joule heating rate have
been calculated. The modelled example matches very well the geophysical condi-
tions of 14 December 2002 (Kp = 2.7, F10.7 = 167, winter solstice). Figure 11.8
(right frame) shows results for the cases with particle precipitation (black) and with-
out precipitation (grey). It is quite evident that the Pedersen conductivity is signifi-
cantly enhanced in case of particle precipitation, especially in the height range above
150 km. When comparing the modelled conductivity curves with the profiles derived
from EISCAT observations (left frame), in particular the profile at 10 UT, reasonable
agreement is found with the modelled case of precipitation. There is a systematic
difference in altitude between the conducting layers that can be explained by the dif-
ference in solar activity. While the model run considers solar maximum conditions
(F10.7 = 167), the solar flux on 13 October 2006 was quite low, F10.7 = 72.9. Fur-
thermore, there is a seasonal difference between the observed and modelled event.
Both the solar insolation and the intensity of small-scale FACs vary with season.
Rother et al. [2007] showed that kilometre-scale FACs in the cusp region are three
times more intense during equinoxes than during winter season.

The region of enhanced ion temperature does not appear as a continuous band in
Fig. 11.6, but as a series of patches. High temperatures within a patch have the ten-
dency to move to more northward range gates with time. This is a typical ionospheric
signature of pulsed reconnection at the Earth’s magnetopause [e.g., Lockwood et al.,
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1993]. The cusp density anomaly thus seems to be related to the day side reconnec-
tion process. At altitudes below 300 km the ion and neutral temperatures are much
the same. Around 10 UT ESR observed a strong temperature enhancement. This is
assumed to cause an up-welling of molecular-rich (N, O,) air. As a consequence the
composition of the upper atmosphere is expected to change. Crowley et al. [2008]
reported that GUVI (Global Ultraviolet Imager) observations on the TIMED satel-
lite indicate an up-welling of molecularly rich air into the upper atmosphere at day
side auroral regions during times of cusp-related density anomalies. This adds an-
other piece of evidence for the local ionospheric heating as source for the density
enhancement.

11.4.4 Resumé on Cusp-Related Density Anomaly

From the observations and modelling results, a rather complete picture of the mech-
anisms responsible for the described high-latitude density peaks emerges. The chain
of processes driving the thermospheric anomaly in the cusp region starts with the re-
connection of solar and terrestrial magnetic field lines at the day side magnetopause.
This process accelerates solar wind plasma earthward. As a consequence high fluxes
of soft particle precipitation occur in the cusp region. In particular, electrons with
energies below 100 eV cause significant ionisation at altitudes above the E region.
During high solar activity when the thermosphere is expanded, ionisation occurs at
higher altitude than during low activity in a shrunk atmosphere. The reconnection
process, in addition, drives strong field-aligned currents which tend to break up in
filaments with small transverse scales (<10 km). FACs of this size are very efficient
in dissipating their energy in the ionosphere [e.g., Vogt, 2002]. Also the precipitat-
ing particles deposit energy in the thermosphere. Clemmons et al. [2008] claim that
these might even contribute the major part to energy input. As a consequence of
the various kinds of heating the ion temperature is observed to rise strongly and we
suggest that this rises also the neutral temperature in the height range 150-200 km.
This causes an up-welling of molecular-rich air from the lower thermosphere and
reduces the O/Nj; ratio column density, as diagnosed by GUVI. Satellites at 400 km
and above (CHAMP and GRACE) record significant mass density anomalies when
passing the cusp region.

The amplitude of the density anomaly is found to increase with the solar flux level
(F10.7). An increase of EUV radiation causes larger thermospheric scale heights and
correspondingly, a reduction in penetration depth of the precipitating particles. The
heating per particle is higher at greater altitudes, thus causing a larger temperature
increase. Consequently, the density anomaly in the upper thermosphere becomes
larger. The other important controlling parameter is the electric field. This quantity
is a measure for the reconnection rate at the day side magnetopause, thus a proxy for
the flux of precipitating particles. Furthermore, E,, reflects the transfer of momen-
tum to the ionospheric plasma. In regions of high ion/neutral collisions (here caused
by precipitation) kinetic energy of the convecting plasma is converted into heat. The
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confinement of the density anomaly occurrence to the vicinity of the cusp can be
explained by its magnetic connection to the major reconnection sites at the magne-
topause. Watermann et al. [2009] showed that the cusp at ionospheric altitudes can
be characterised by soft particle precipitation and intense small-scale field-aligned
currents. These two phenomena are regarded as a key for generating cusp-related
density anomalies.

11.5 Summary

In this chapter CHAMP and EISCAT measurements of ionospheric and thermo-
spheric parameters have been considered, together with numerical model results,
for explaining the mechanisms that cause the prominent cusp-related mass density
anomalies. Main findings are:

(1) The amplitude of the cusp density anomalies depends on both the solar wind
input (reconnection rate) and the solar flux level (F10.7). When considering
the relative density enhancement with respect to ambient mass density the de-
pendence on solar flux largely disappears. This shows that primarily the recon-
nection rate and the ambient neutral density are responsible for the anomaly
amplitude.

(2) The cusp-related density anomalies are commonly accompanied by bursts of
small-scale field-aligned currents. These contribute considerably to Joule heat-
ing in the ionosphere. Another feature of the cusp is the intense precipitation of
soft particles. These facilitate an enhanced ionospheric conductivity.

(3) Numerical simulations confirm that soft particle precipitation can create a
prominent conducting layer at about 150 km altitude. Here the Joule heating
rate per particle (or the temperature increase) is larger by about an order of
magnitude compared to the E-layer. This causes an up-welling of molecular
rich air.

(4) Composition estimates derived from GUVI measurements on TIMED confirm
decreased O/N; ratios during times of enhanced magnetic activity (density en-
hancement) in the cusp/cleft region.

With the presented chain of processes we offer an explanation why the cusp
region is predestined for local thermospheric mass density anomalies. Some of
the indirect conclusions such as the intense small-scale Poynting flux and the co-
located ion (neutral) temperature enhancement should be confirmed by direct mea-
surements, for example, with the help of the upcoming Swarm mission.
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Chapter 12

Global Sporadic E Layer Characteristics
Obtained from GPS Radio Occultation
Measurements

Christina Arras, Jens Wickert, Christoph Jacobi, Georg Beyerle,
Stefan Heise, and Torsten Schmidt

Abstract Sporadic E layers have been observed on a global scale using GPS radio
occultation measurements performed by the CHAMP, GRACE and FORMOSAT-
3/COSMIC satellites. This has been done by analysing signal amplitude variations
of the GPS L signal. The global distribution of sporadic E layer occurrence shows
strong variations on different time scales with highest sporadic E occurrence rates
during the afternoon at the midlatitudes of the summer hemisphere. Furthermore,
sporadic E occurrence depends on several geophysical parameters such as dynamic
conditions in the lower thermosphere, intensity of Earth’s magnetic field and meteor
flux. The connection between the global sporadic E occurrence in dependence on
these parameters is discussed in this chapter.

12.1 Introduction

In the last decade radio occultation (RO) measurements have been established as a
powerful technique to observe the Earth’s atmosphere and ionosphere on a global
scale [e.g., Wickert et al., 2009]. Since the launch of the CHAMP (CHAllenging
Minisatellite Payload) satellite in July 2000, a continuous time series of, on average,
~200 RO measurements per day is available to date although the RO experiment on
the CHAMP satellite ended in October 2008. The available RO time series was
continued by the measurements of the GRACE (GRAvity recovery and Climate
Experiment) [Wickert et al., 2009] and the six FORMOSAT-3/COSMIC (FORMOsa
SATellite mission-3/Constellation Observing System for Meteorology, lonosphere
and Climate) satellites. Thus, continuous global analysis of geophysical parameters
such as, e.g., global tropopause heights [Schmidt et al., 2004, 2008], gravity wave
activity [Ratnam et al., 2004; de la Torre et al., 2006; Namboothiri et al., 2008] and
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water vapour content in the lower and middle troposphere [Heise et al., 2000] is
possible. Especially the COSMIC mission increases the available daily soundings
to an amount of ~2500 per day. This fact allows increased spatial and temporal
resolution of obtained data fields.

Neutral atmospheric soundings are used to calculate profiles of temperature, den-
sity, pressure and water vapour content in the troposphere and stratosphere. By now
the RO profiles are assimilated by several weather prediction centres to improve
weather forecasts [Anthes et al., 2008; Poli et al., 2009]. Beside these familiar ap-
plications for the neutral atmosphere, also ionospheric soundings are recorded that
are used to calculate vertical electron density profiles [Hajj and Romans, 1998;
Schreiner et al., 1999; Jakowski et al., 2002] for ionospheric monitoring and to
identify electron density anomalies.

Since RO profiles have a high vertical resolution of only several metres, they al-
low to detect thin structures as, e.g., sporadic E (Ey) layers. Sporadic E layers appear
in the E region of Earth’s ionosphere and consist of relatively high electron densities
compared to the background ionisation. They consist of metallic ions [Ernest, 1997]
that originate from meteroids entering Earth’s atmosphere.They occur between 90
and 120 km altitude with a thickness of usually 0.5-5.0 km and a horizontal extent
of 10-1000 km [Wu et al., 2005].

In the early 1960s, Whitehead [1961] described the mechanisms responsible for
sporadic E formation at midlatitudes. He suggested that sporadic E formation is a
complex process of interactions between ion-neutral collisions, the Earth’s magnetic
field and vertical shears in the lower thermospheric wind field. The mechanism may
be described by the following Eq. (12.1).

cossin/ rcos/
142 + 1472
Here, w represents the vertical ion drift, U, V the neutral winds in geomag-
netic southward and eastward direction, / is the magnetic inclination and the term
r denotes the ratio of ion-neutral collision frequency and ion gyrofrequency. The
formation of a sporadic E layer is most likely in regions where w = 0 and the ver-
tical gradient ‘fl—’f is large and negative, i.e. with upward drift below and downward
drift above the level of consideration. At altitudes below ~125 km, the plasma drift
is collision dominated. Then » becomes large and the first term on the right-hand
side of Eq. (12.1) becomes small compared to the second one. Consequently, the
behaviour of the zonal wind shear, which is mainly in parallel to the geomagnetic
eastward wind shear, is the most important factor for sporadic E layer formation
at midlatitudes in the altitude range between 95 km and 125 km. Thus, sporadic E
layers are most likely to be expected when the zonal wind shear is negative. Above,
E; formation depends mainly on the meridional wind shear [e.g., Haldoupis, 2010].
Recent investigations from Incoherent Scatter Radar observations indicate that
sporadic E layers are quasi-continuous features, and thus rather non-sporadic phe-
nomena [Haldoupis et al., 2007]. Especially during winter and at night, however,
they are very weak. Therefore, it is often not possible to observe them with standard
techniques like ionosondes and GPS RO.

v (12.1)
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Fig. 12.1 Scheme of the radio occultation principle. The low-Earth orbiting satellites CHAMP
(top), GRACE-A (middle) and the COSMIC constellation (boftom) receive signals emitted from
rising or setting GPS satellites (left hand side) after passing Earth’s atmosphere. Atmospheric re-
fraction induces a bending of the GPS signals which is represented by the bending angle, . The
bending angle is a key observable for the GPS radio occultation technique

Relatively strong E; events cause intense disturbances in radio wave propagation
due to their strong vertical electron density gradients. The resulting disturbance in
radio waves depends on the waves transmission frequency. In the past, observations
mostly came from ground based remote sensing or from rare in-situ rocket mea-
surements [Whitehead, 1989; Mathews, 1998, and references therein]. Ionosonde
measurements allow to observe an E; layer for a comparatively long time over a
single location and to detect temporal variations of the layer. The main advantage
of recent E; observations by the satellite based GPS RO technique is the global data
coverage with a relatively high spatial, but low temporal resolution.

12.2 GPS Radio Occultation Principle, Data Base and Sporadic
E Detection

The GPS RO technique relies on accurate measurements of the two GPS signals
(fr1 = 1.575 GHz and f;, = 1.227 GHz) by a Low-Earth orbiting (LEO) satellite.
Due to their low altitude of only a few hundred kilometres, the LEO spacecraft or-
bits the Earth faster than the GPS satellites which fly at significantly higher altitudes
of 20200 km. During its revolution, the LEO spacecraft tracks the signals of GPS
satellites rising or setting behind the Earth’s limb. The signals are received after their
propagation through the Earth’s ionosphere and atmosphere, which modify the sig-
nals due to their refractive index which finally leads to a bending of the signal paths
(cf. Fig. 12.1). The bending angle « is the key observable of this technique. After an
inversion process, it can be converted into pressure, density, temperature and water
vapour profiles in the troposphere and stratosphere and into electron density profiles
at ionospheric altitudes.
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Table 12.1 Total number of
RO measurements from
CHAMP, GRACE and

Satellite Total number of RO~ Mean daily number of RO

COSMIC collected between CHAMP 541527 ~250

2001 and 2009 GRACE 203455 ~200
COSMIC 2575701 ~2200
Total 3320683

These converted profiles rely on several assumptions such as spherical symmetry,
which is not valid for sporadic E layers, it was decided to use Signal-to-Noise Ratio
(SNR) profiles of the GPS L; occultation links to identify sporadic E layer signa-
tures from RO measurements [Wickert et al., 2004; Wu, 2006; Zeng and Sokolovskiy,
2010]. These data are recorded directly onboard the satellite and do not require addi-
tional data treatment or further assumption before being analysed in order to extract
information on the presence of an E; layer. The disadvantage of this method is that
only quantitative information on E; are received, without any knowledge on the
electron density of the single events.

But, in presence of strong vertical gradients in the electron density and the cor-
responding bending angles, as it is expected for sporadic E layers, the SNR shows
strong fluctuations (cf. Fig. 12.2). These fluctuations are caused by signal divergence
and convergence which leads to an increase or decrease of the signal intensity at the
receiving antenna, respectively. The signal disturbances can easily be identified by
applying a bandpass filter which only accepts fluctuations that stretch vertically be-
tween 1-12.5 km. The altitude of the signal perturbation maximum is taken to be the
altitude at which the E; layer is located. Note that this altitude may slightly differ
from the height of maximum electron density. Since also the latitude, longitude and
time of every single event are known, it is possible to perform statistical analysis of
global sporadic E occurrence in dependence on these variables.

The CHAMP, GRACE and COSMIC satellites provided more than 2500 RO pro-
files per day during the years 2007-2009. Table 12.1 reveals the amount of measure-
ments contributed by each satellite mission.
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Fig. 12.3 Left: global distribution of radio occultation measurements performed by the CHAMP,
GRACE and COSMIC satellites during the year 2008 summed up in a 5° x 5° grid. Right: latitude
dependent number of RO profiles in a 5° resolution

Figure 12.3 includes all measured RO profiles during the year 2008 in a 5° x 5°
latitude/longitude resolution. The recorded soundings are not uniformly distributed
over the globe. Four latitude-parallel maxima are spanning around the globe at ap-
proximately 25°N/S and 45°N/S and a broad minimum is observed in the equatorial
region. This effect originates from the LEO spacecraft positions in relation to the
GPS satellite constellation. Nevertheless, all grid cells include a sufficient amount
of measurements to perform statistical analysis. But, the inhomogeneous data distri-
bution may distort the results concerning the global E; distribution. Consequently,
the ratio of confirmed sporadic E events and the total number of measurements in
each grid cell, referred to as E; occurrence rate, is considered in the following sec-
tions.

12.3 Global Sporadic E Occurrence

The occurrence of sporadic E layers shows variations on several time scales. Fig-
ure 12.4 displays the global E; occurrence rates for the northern hemisphere sum-
mer (including the months of June, July, August) and winter (including the months
of December, January and February) conditions. The plots are based on RO mea-
surements from GRACE and COSMIC during the year 2009. The measurements
are binned in a 5° x 5° latitude/longitude grid with 1 km height resolution. Since
the interannual E; variability is relatively low compared to diurnal and seasonal
variations, the plots in Fig. 12.4 appear very similar in other years (not shown here).

As global and annual mean, a sporadic E occurrence rate of approximately 14 %
is observed. Generally, E; occurs mainly during daytime at midlatitudes of the sum-
mer hemisphere. E; rates up to 50 % are observed in single grid cells. In the winter
hemisphere E; rates are very low except for few E; events observed at low latitudes.
During equinox a moderate E; activity is observed at the low latitudes of both hemi-
spheres. During all seasons a slim line where no sporadic E events are detected is
found in the equatorial region (right panels). This line follows exactly the course of
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the magnetic equator [Arras et al., 2008]. The band of high E; rates is interrupted
in the Atlantic and African sector of the southern hemisphere. This gap stretches
across approximately 90° in longitude. It is caused by the South Atlantic Anomaly
of Earth’s magnetic field. This point will be discussed further in the following sec-
tion.

As visible in the middle panel of Fig. 12.4, E; layers form predominantly dur-
ing daytime. In the summer hemisphere E; rates show two maxima. The first one
appears before noon at higher latitudes (~45°N/S), while the second one appears
in the afternoon at ~30°N/S. During winter, a weak E; activity is observed in the
early afternoon at low latitudes. The layers are preferably seen in an altitude range
between 90 and 120 km with maximum rates around 105 km. They form at slightly
higher altitudes during summer compared to winter conditions.

The RO technique is a relatively new method and thus long-term results of
sporadic E behaviour including long-term trends are not yet available. Currently,
CHAMP provides the longest available consistent time series of GPS RO measure-
ments comprising a period of nearly eight years. The CHAMP data set was used
for variability analysis of global sporadic E occurrence rates. Figure 12.5 shows the
latitudinal structure of time series of monthly mean E; rates measured by CHAMP
between January 2002 and October 2008. The latitudinal resolution is 10°. The indi-
vidual summer maxima are interrupted by low E; rates in spring and autumn. Weak
secondary maxima are found at low latitudes in the winter hemisphere. In general,
E; rates in the southern hemisphere are 25 % smaller than the ones in the northern
hemisphere. The typical value for E; occurrence during summer maximum is about
40 % in the northern hemisphere and about 30 % in the southern hemisphere. This
is a consequence resulting from the sporadic E rate minimum in the South Atlantic
magnetic anomaly region.

The summer maxima vary from year to year in intensity, duration, and latitudinal
distribution. The underlying processes responsible for these variations have not been
fully identified yet.
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Fig. 12.6 Annual cycle of daily meteor rates (blue) measured with the Collm meteor radar and
sporadic E rates (red) based on COSMIC RO measurements at northern midlatitudes (50°-55°N)
during the year 2007

12.4 Coupling Mechanisms

As indicated in the previous sections, the sporadic E layer formation process de-
pends on several geophysical parameters inducing the variations of E; occurrence
in time and space. For sporadic E formation, several components have to work to-
gether. First of all, a certain amount of metallic ions is needed. These ions originate
from meteors evaporating in Earth’s atmosphere. Their daily number shows a char-
acteristic annual cycle. The mechanism that seems to be most effective to compress
the metallic ions into thin layers is based on wind shears produced by tidal winds
at low and midlatitudes. Thus, upper atmospheric dynamics are an important factor
for Eg formation.

The global E; distribution and the wind shear theory imply that Earth’s magnetic
field and especially its horizontal intensity plays an important role in E; formation
and its global distribution which can already be recognised in Fig. 12.4.

12.4.1 Connection Between Annual E; Occurrence and Meteor
Flux

Metallic ions at lower ionospheric altitudes are deposited by meteoroids evaporat-
ing in Earth’s atmosphere. The metallic ion concentration is thus dependent on the
intensity of the meteor influx. The meteor influx shows a clear seasonal cycle dis-
played in Fig. 12.6 (blue). The plot is based on daily meteor count rates detected
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with the meteor radar (MR) at Collm (51.3°N, 13.0°E) during the year 2007 cover-
ing the altitude range between 80 and 100 km. Strong annual variations in the daily
meteor counts are observed with largest values detected in June, July and August
and lowest rates in February and March. After passing the winter minimum, the
meteor rates increase steeply to the summer maximum. The summer rates are about
twice as large compared to the winter months. But the summer rates decrease less
abruptly during the autumn months. This behaviour leads to an asymmetric course
during the year. In January and December, two sharp peaks occur. They can be at-
tributed to the strong meteor showers called Quadrantids (January) and Geminids
(December).

Because sporadic E layers consist mainly of metallic ions, it is not surprising that
the course of the annual E; rates is, in general, similar to the one of the meteor rates
Haldoupis et al. [2007]. A qualitative comparison between daily meteor rates and
daily E; rates (red line) is displayed in Fig. 12.6. The E; rates are based on COS-
MIC RO measurements performed during the year 2007 in a latitude band between
50°N and 55°N. The minimum in Eg occurrence is observed in February and March,
which is in good agreement with the observed meteor rates. In spring, they suddenly
increase to the maximum rates in June, July and August. Afterwards, they decrease
quickly in September but showing a secondary maximum at the end of October.

When comparing the course of both curves in Fig. 12.6 one can see that the shape
of the annual cycle of E; occurrence is more symmetric than the one of the meteor
rates. Both curves show the steep increase in spring and the maximum rates during
the whole summer. However, starting from the end of August the shapes of the
curves differ. The meteor rates are still high during September and October while the
E; rates behave differently. In order to explain this phenomenon, the vertical zonal
wind shears have to be taken into account. Since the amplitudes of the semidiurnal
tide, which is the main source of vertical wind shears in northern midlatitudes, are
comparably weak during autumn months, it is quite reasonable that also the E; rates
are low during that time.

The presented curves of daily meteor counts and sporadic E rates in Fig. 12.6
are only valid for the higher midlatitudes in the northern hemisphere. Since meteors
are of astronomic origin moving predominantly in the ecliptic plane, their annual
cycle behaves proportional to the rising of the apex sporadic meteor source above
the horizon. It leads to the presented cycle in the northern midlatitudes. Along the
equator the annual cycle amplitude diminishes completely and in the southern hemi-
sphere the annual cycle appears again but with a minimum in July and August and
the maximum around February and March.

12.4.2 Connection with Atmospheric Tides

According to wind shear theory [Whitehead, 1961; Axford, 1963], sporadic E layer
formation depends mainly on the vertical shears of the horizontal winds at midlati-
tudes. Atmospheric tides produce considerably stronger shears than the background
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circulation. They, especially the semidiurnal and the diurnal components, are the
strongest oscillations within the lower thermosphere. The largest amplitudes of the
diurnal tide are found at lower latitudes, while the semidiurnal tide shows stronger
activity at higher midlatitudes [e.g. Pancheva et al., 2002]. Tidal amplitudes may
reach values of more than 40 m/s [Manson et al., 2002a; Jacobi et al., 2009; Jacobi,
2011]. Therefore, it is expected that the daily variations in Eg occurrence and its
height dependence may result from changes in the lower thermospheric wind field
caused by atmospheric tides [Christakis et al., 2009]. In the following the correla-
tion between tidal winds and E; occurrence are qualitatively investigated. Hereby,
the focus is set to measurements performed by the Collm meteor radar located at the
Collm Observatory (51.3°N, 13°E).

The MR technique is based on measurements of the radial winds through the
Doppler shift of radar signals reflected from ionised meteor trails. The MR at Collm
operates at 36.2 MHz in all-sky configuration. Hourly horizontal winds are calcu-
lated through projecting the mean wind on the radial winds from individual meteors
and minimising the squared differences. The method is described by Hocking et al.
[2001] in detail. The data are binned in 6 height gates centred at 82, 85, 88, 91,
94, and 98 km, and the hourly mean shear (vertical wind shear, S) is calculated via
S = AU/Ah, where AU represents the difference in zonal wind velocity between
two adjacent height gates and its vertical distance is given by Ah. From the hourly
shear values, monthly means are calculated forming a monthly mean diurnal cycle.

Maximum amplitudes of the semidiurnal tide (SDT) appear in winter. In sum-
mer, large amplitudes are only found at higher altitudes. This behaviour of SDT is
well known from available climatologies [e.g. Manson et al., 2002b; Kiirschner and
Jacobi, 2005; Jacobi, 2011].

Following the wind shear theory, it is expected that sporadic E layers appear
in zones of negative zonal wind shear, i.e. in regions of decreasing/increasing
eastward/westward wind shear. Figure 12.7 compares the wind shears with the
altitude-local time dependent sporadic E occurrence. The sporadic E rates are based
on seasonal mean CHAMP, GRACE and COSMIC E; rates, that are centred around
the months of January, April, July 2007 and October 2006, within a latitude range of
50°=55°N. The rates are binned into hourly intervals of local time to get a compa-
rable view on the correlation between sporadic E and zonal wind shear. Figure 12.7
shows height-local time cross sections of E; rates (displayed in colour code) in com-
parison to the zonal wind shears (isolines) for four different seasons. The E; rates
are given in 1/1000. As expected, the highest E; probability is found in summer
with values of up to 5.6 %. Although the rates are very weak (especially during
January), a clear semidiurnal structure is recognisable in all seasons. Additionally,
a descending structure of E; rates with local time is visible in all panels. During
all seasons this descending structure corresponds with the negative wind shears in-
dicated as solid isolines in the lower part of the panels. At first glance, there is
an intense contradiction. Strongest wind shears, required for E; formation, appear
in winter whereas the highest sporadic E rates are measured in summer where the
shears are distinctly smaller. However, in addition to the vertical zonal wind shears,
the meteor rates have to be considered for the interpretation of this phenomenon
[Haldoupis et al., 2007].
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Fig. 12.7 Altitude/local time cross-sections of sporadic E rates (red contours) in the latitude
range 50°-55°N and zonal wind shear from the MR Collm (black isolines). The shear is given
in ms~! km™!. Positive shear values are indicated by dotted isolines, negative ones by solid iso-
lines. The plots represent the conditions during the period autumn 2006 to summer 2007. Note the

different scaling for summer E; rates compared to the other seasons. Adapted from Arras et al.
[2009]

Further, there is also a diurnal component in the E; rates in Fig. 12.7. During all
seasons, one of the two descending maxima is stronger than the other one. Possible
influences contributing to this signal could be a diurnal tide in the wind field produc-
ing additional wind shears [Haldoupis et al., 2006], and an increased background
ionisation during daytime.

12.4.3 Connection with Earth’s Magnetic Field

The narrow dark (no-Ey) belt centred around the magnetic equator in the global
maps of E; occurrence (Fig. 12.4), as well as the low E rates over the South At-
lantic, prompted the investigation of the Earth’s magnetic field role in the observed
global sporadic E distribution. Magnetic field values are calculated using the 10th
version of the International Geomagnetic Reference Field (IGRF) model released in
2004 [Macmillan and Maus, 2005]. In the following, the applied IGRF data repre-
sent year 2007 conditions.
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Fig. 12.8 Left: Horizontal intensity of Earth’s magnetic field. Right: Sporadic E occurrence rate
for complete year 2009. The magnetic equator is indicated as a white line

The horizontal intensity of Earth’s magnetic field (Bp,) is displayed on the left
hand side of Fig. 12.8. The horizontal component is closely related to the total in-
tensity of Earth’s magnetic field (By) via B, = Bgcos I where I denotes the incli-
nation. As it was already pointed out, at midlatitudes the E; formation depends on
the zonal wind shear mechanism (second term on the right hand side of Eq. (12.1)).
This term also includes a dependence on the horizontal component of Earth’s mag-
netic field. Consequently, we expect a close relation between sporadic E occurrence
in midlatitudes and the By, values and will focus on this relation in the following.

On the right hand side of Fig. 12.8 the global E; distribution for the complete
year 2009 is shown. The magnetic equator is indicated as a white line in order to
demonstrate that the zone without sporadic E layers at low latitudes exactly follows
the magnetic equator. When comparing both panels of Fig. 12.8 it is qualitatively
obvious that both parameters are strongly correlated. In regions of strong horizontal
magnetic field values sporadic E rates are generally large. Also the footprint of the
South Atlantic Anomaly (low Bj, values in the South Atlantic and South African
region) is well represented in the E; map. A correlation analysis confirmed the vis-
ible connection between both parameters. At midlatitudes the correlation between
horizontal intensity of Earth’s