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Foreword

The Sun, combined with the Earth’s orbit, has always governed the activities of
humanity on timescales from the changing seasons to glacial cycles. Changes in
climate can be driven by alterations of the total solar irradiance (TSI) but recent
evidence from satellites shows only modest changes in TSI which has only a min-
imal impact on the current changes that are being observed in the climate system.
However the solar insolation at ultra-violet and extreme ultra-violet wavelengths
changes from ∼7 % to more than 100 % over a solar cycle and hence can result in
major changes in the middle and upper atmospheres. For example, weaker westerly
winds at the Earth’s surface are observed in winters at sunspot minimum, and at
sunspot maximum the temperature of the thermosphere is about 400 K greater than
at sunspot minimum and the winds are about twice as strong.

Energetic particles from the Sun can change the climate system too. Observations
of surface air temperatures, derived from climate re-analysis data, show differences
between periods when there are significant space weather events compared to those
periods when events are absent [Seppälä et al., 2009]. Differences can be as large
as ∼4 K with areas of warming and cooling approximately the same suggesting a
redistribution of energy. However, the mechanism by which these changes occur is
not known.
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vi Foreword

As changes in the Earth’s atmosphere occur, whether due to changes of solar origin
or in response to enhanced green house gas concentrations, the propagation and
dissipation of gravity and planetary waves, and tides is altered. Clouds, whether they
occur in the troposphere, stratosphere and mesosphere have a marked impact on the
atmosphere. Thus, changes can occur on all spatial and temporal scales and both
within and between different levels of the atmosphere caused by solar variations.

Addressing the Sun-Earth connections is both an essential and urgent issue. To
understand both the natural variability of the climate system and those caused by
humanity is essential for the prediction of future climate scenarios that have greater
confidence. Therefore it is timely for the international community to have a focused
scientific effort to address these critical issues.

Research over previous decades has provided solid explanations of many of the
individual processes that are involved in the coupling of the Sun to the Earth en-
vironment but to make real progress at these scientific frontiers a system-level ap-
proach is now required, and indeed possible for the first time. The necessary science
infrastructure has developed to a point where it is possible to address these topics.
The worldwide research community now has access to international data sets from
every critical region in the space environment, a highly-distributed, ground-based
network of sensor, virtual observatories, advanced computational and visualisation
facilities, and sophisticated Sun-to-Earth community models.

But the availability of data and models is not enough; an operating framework
is also required and this has been provided by the Scientific Committee on Solar-
Terrestrial Physics (SCOSTEP). It was established as an Inter-Union Commission of
International Council of Science (ICSU) in 1966 with the aim to promote and organ-
ise international interdisciplinary programmes of limited duration in solar-terrestrial
physics. In 2004 SCOSTEP began the Climate and Weather of the Sun-Earth Sys-
tem program—CAWSES—with the specific objective to enhance understanding of
the space environment and its impact on space weather and the climate. CAWSES
made very substantial progress since its inception not only in pushing back the fron-
tiers of knowledge but also in building science capacity in developing countries. It
held the first virtual conference which had 270 participants. After five years, it was
recognised that there was much still to be achieved and hence SCOSTEP endorsed
CAWSES-II to run from 2009–2013.There was re-focusing of the working groups
to reflect the evolution of science questions but the fundamental aim remained the
same.

CAWSES and CAWSES-II only provide a scientific strategy and framework that
gives focus for the development of relevant science activities. For such international
initiatives to be successful the engagement of scientists across many disciplines in
many countries is essential. It needs passionate scientific leadership, and champi-
ons who can persuade funding organisations to support the research. Funding agen-
cies also have to be willing to take initiatives, and sometimes risks. The Deutsche
Forschungsgemeinschaft (DFG) German Research Foundation recognised the im-
portance of Sun-Earth connection science and created a German CAWSES Priority
Programme. The Programme, very ably led by Prof. Dr. Franz-Josef Lübken, has
explored many aspects of Sun-climate links as is amply demonstrated by the com-
prehensive and illuminating chapters in this book stretching from fundamental solar
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physics through to the surface of the planet. There is an excellent blend of theory,
observation and modelling. The Programme has also been very successful in educa-
tional terms giving many opportunities for early career scientists. We commend both
the German CAWSES Priority Programme and the book—both are truly excellent
exemplars for the research community.
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Preface

The Sun is the most important external driver of climate. Although the total solar ir-
radiance (TSI) fluctuates by less than 0.1 % during a solar cycle, the solar impact on
the terrestrial atmosphere can be significant, in particular in the upper atmosphere
where the highly variable energetic part of the solar spectrum is absorbed. TSI varia-
tions on centennial time scales are of similar magnitude. Unfortunately, the scientific
understanding of the variation of solar radiation (and its spectral components) and
its impact on the atmosphere is rather limited. This concerns the direct modification
of composition by solar radiation, but even more so various coupling mechanisms.
For example, photochemically active gases are generated in the upper atmosphere,
propagate to lower layers where they substantially alter the composition, e.g., the
abundance of ozone. Planetary waves, gravity waves, and tides are excited in the
atmosphere and propagate over large distances. They transport trace gases, energy,
and momentum. Although these waves are most pronounced in the middle atmo-
sphere, they may modify the background circulation in the entire atmosphere, even
in the troposphere. As can be seen in various chapters in this book, major progress
has been achieved in our understanding of solar radiation, its impact on the atmo-
sphere, and coupling mechanisms within the atmosphere. Still, various uncertainties
exist. For example, the observed solar signal in some parts of the middle atmosphere
is larger than can be explained by models.

The purpose of this book is to summarise the scientific results related to a major
research program of the international SCOSTEP organisation (Scientific Commit-
tee on Solar-Terrestrial Physics) called CAWSES (Climate And Weather of the Sun
Earth System). The German Research Foundation (Deutsche Forschungsgemein-
schaft, DFG) ran a priority program (‘Schwerpunktprogramm’, SPP) from 2005
to 2011 focusing on several important science topics from CAWSES. The aim of
the CAWSES SPP is a better understanding of the influence of the Sun on the ter-
restrial atmosphere and the physical/chemical processes involved in various cou-
pling mechanisms within the atmosphere. The DFG spent approximately 10 Million
Euro for a total of 25–30 institutes. Most of the financial support from DFG was
used for postdoctoral and PhD student positions. In 31 chapters, this book presents
the scientific summaries from 28 projects supported under a total of 93 individual
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x Preface

grants. International cooperation was strongly encouraged and supported by funds
for travel, etc. At each stage of the proposals, an international team of reviewers
assisted the DFG in their selections. Several hundred papers were published in in-
ternational peer reviewed journals within the priority program.

The book is structured in six parts, namely i) solar radiation, heliosphere, and
galactic cosmic rays (Chaps. 2 to 6), ii) solar influence on trace gases (Chaps. 7
to 10), iii) thermosphere, energetic particles, and ionisation (Chaps. 11 to 17),
iv) mesospheric ice clouds (Chaps. 18–20), v) gravity waves, planetary waves, and
tides (Chaps 21 to 28), and vi) large-scale coupling (Chaps. 29 to 32). The evolu-
tion of solar radiation, its effect on galactic cosmic rays (GCR), and their potential
impact on cloud droplets in the troposphere are studied in detail. Some chapters con-
centrate on the direct effect of solar radiation on trace gases, mainly on ozone and
water vapour in the stratosphere and mesosphere. Precipitating particles of solar or
geomagnetic origin modify the upper atmosphere directly. They also produce pho-
tochemically active species which can be transported downward and significantly
affect the mesosphere and upper stratosphere. This aspect is studied in several chap-
ters. Results on short and long-term variations of mesospheric ice clouds, as well
as related microphysical aspects are presented. Planetary waves, gravity waves, and
tides play a key role in distributing and modifying a signal being imposed some-
where in the atmosphere by, for example, the solar cycle. Physical details of this
process and implications of wave morphology for the entire atmosphere, from the
thermosphere to the troposphere, are presented in several chapters. Finally, results
on global aspects of the solar cycle, long-term variations, and comparison with an-
thropogenic climate change are covered.

This book addresses researchers and students who are interested in actual results
on solar cycle and long term variations in the atmosphere. The chapters are written
by lead scientists from nearly all major German research institutions where the ter-
restrial atmosphere is investigated. A brief introduction is provided at the beginning
of each chapter to familiarise a broader community with the scientific background.
Each chapter was subject to an international peer review process to ensure high
quality.

In the name of the German CAWSES community I thank the German Research
Foundation for funding the CAWSES priority program. We appreciated the con-
structive and stimulating support from the reviewers, some of whom accompanied
our program for the entire six years. As speaker of this program I would like to
express my appreciation for all the activities, excitement, and success being cre-
ated in various groups. Perhaps most important, many students were involved and
contributed to the enthusiasm when working on a wide range of scientific topics of
solar-terrestrial physics. I thank Dr. Norbert Engler and Monika Rosenthal for their
excellent assistance when compiling this book.

Franz-Josef LübkenKühlungsborn
February 2012
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Chapter 1
Scientific Summary of the German CAWSES
Priority Program

Franz-Josef Lübken

Abstract The German Research Foundation (Deutsche Forschungsgemeinschaft,
DFG) launched a ‘priority program’ (Schwerpunktprogramm, SPP) focusing on
science topics related to CAWSES (Climate And Weather of the Sun Earth Sys-
tem) which refers to a program of the international SCOSTEP organization (Scien-
tific Committee on Solar-Terrestrial Physics). The CAWSES-SPP ran from 2005 to
2011. In 31 chapters, this book presents the scientific highlights from 28 projects
supported under a total of 93 individual grants. This chapter summarizes some im-
portant results from this book and puts them into a CAWSES program perspective.
Long-term trends and solar cycle variations in various parameters are studied in ba-
sically all chapters. Five chapters cover the evolution of solar radiation, its effect on
galactic cosmic rays (GCR), and their potential impact on cloud droplets in the tro-
posphere. Four chapters concentrate on the direct effect of solar radiation on trace
gases, mainly on ozone and water vapor in the stratosphere and mesosphere. Precipi-
tating particles of solar or geomagnetic origin modify the upper atmosphere directly.
They also produce photochemically active species which can be transported down-
ward and significantly affect the mesosphere and upper stratosphere. This aspect
is studied in seven chapters. Microphysical aspects of mesospheric ice clouds, and
their short and long-term variation, are studied in three chapters. Planetary waves
and gravity waves (including tides) play a key role in distributing and modifying a
signal being imposed somewhere in the atmosphere by, for example, the solar cy-
cle. Physical details of this process and implications of wave morphology for the
entire atmosphere, from the thermosphere to the troposphere, are presented in eight
chapters. Finally, results on global aspects of the solar cycle and long-term varia-
tions are presented in four chapters. Basically all chapters involve observations and
modeling.
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1.1 Introduction

The purpose of this chapter is to summarize some important scientific results from
the remaining 31 chapters in this book. Considering the quantity and quality of
scientific results presented in more than 600 pages, it is obvious that such a summary
cannot cover all aspects. An important advantage of a concerted scientific action like
this priority program of the German Research Foundation is that various groups with
different expertise worked together on a common research topic. Indeed, basically
all groups involved in the CAWSES-SPP had collaborations with other groups, thus
creating substantial synergy effects. Some of the cross-references to other chapters
in this book are explicitly mentioned in the text, while others are obvious from the
context. Although CAWSES-SPP was primarily a German program, all projects had
strong cooperations with several international research institutes.

The aim of CAWSES is a better understanding of the influence of the Sun on
the terrestrial atmosphere on time scales from hours to centuries. The focus of the
CAWSES-SPP was on scientific problems dealing with important aspects of the
solar-terrestrial system. The Sun influences the atmosphere through the absorption
of radiation and energetic particles, through the generation and modification of pho-
tochemically active trace gases, and through the generation of waves, including
tides. The physical and chemical processes involved are coupled through various
complicated mechanisms. Although the total solar irradiance fluctuates by less than
0.1 %, the solar impact on the terrestrial atmosphere can be significant, in partic-
ular in the upper atmosphere where the highly variable energetic part of the solar
spectrum is absorbed. A local disturbance can be distributed over large vertical and
horizontal distances through various coupling mechanisms such as transport of trace
gases and propagation of waves. Figure 1.1 highlights some of the basic processes
and important coupling mechanisms involved.

Medium and long-term variation of solar activity and its influence on the ter-
restrial atmosphere is also relevant to assess the importance of natural processes in
long-term trends in comparison with anthropogenic influences. The following topics
were investigated in the scope of this priority program:

• Characterization of the variability of solar forcing by electromagnetic radiation
and by impact of energetic particles.

• Analysis of solar forcing on the thermal, dynamical, electro-dynamical, and com-
positional structure of the atmosphere in the height range from the upper tropo-
sphere to the lower thermosphere and on time scales from hours to centuries. This
includes investigation of neutral gas, plasma, and aerosols.

• Investigation of the coupling mechanisms in the atmosphere, including transport
of trace gases, and generation, propagation and destruction of waves (e.g., plane-
tary waves, gravity waves, tides, turbulence).

• Identification and understanding of solar signals in atmospheric parameters which
are not directly influenced by the Sun, including a study of the relevant physical
and photochemical processes.

• Comparison of solar induced long-term variations with anthropogenic climate
change.
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Fig. 1.1 Some fundamental physical/chemical processes of solar activity and coupling mecha-
nisms affecting the Earth’s atmosphere. Solar radiation and particles affect the terrestrial atmo-
sphere from the thermosphere to the ground. Various coupling mechanisms exist which can dis-
tribute and modify the solar signal over large spatial scales. Several of these processes are studied
in the CAWSES priority program. From Lübken et al., J. Geophys. Res., 2010 (Copyright by Amer-
ican Geophysical Union)

Although space weather was not an explicit topic in the priority program, several
results are highly relevant to this issue, for example tropospheric processes creating
thermospheric tides which affect satellite orbits. This summary is organized accord-
ing to the main topics covered in this book, namely

1. Solar radiation, heliosphere, and galactic cosmic rays (Chaps. 2 to 6)
2. Solar influence on trace gases (Chaps. 7, 8, 9, 10)
3. Thermosphere, energetic particles, and ionization (Chaps. 11 to 17)
4. Mesospheric ice clouds (Chaps. 18, 19, 20)
5. Gravity waves, planetary waves, and tides (Chaps. 21 to 28)
6. Large-scale coupling (Chaps. 29, 30, 31, 32)

For practical reasons, citations given in the chapters are not repeated here.
Acronyms are listed at the end of the book.

1.2 Solar Radiation, Heliosphere, and Galactic Cosmic Rays

The first five chapters cover solar radiation and the modulation of galactic cosmic
ray flux in the heliosphere and its potential impact on the troposphere. Solar vari-
ability is the most important external driver of climate. The reconstruction of total
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Fig. 1.2 Total solar
irradiance since 1610
reconstructed using the
SATIRE-T model (red line)
and the PMOD composite of
measurements since 1978
(green). The 11-yr smoothed
TSI is shown in black. From
Krivova et al. (Chap. 2)

solar irradiance (TSI) and spectral solar irradiance (SSI) is important for a reliable
evaluation of the connection between solar variability and Earth’s climate. Unfortu-
nately, our information about TSI and SSI is insufficient, increasingly so when going
back in time. Satellite measurements are performed only since 1978, and telescope
measurements of sunspots are available since 1610. Before that, cosmogenic iso-
topes such as 14C and 10Be are used as indirect indicators of solar variability. As is
shown by Krivova et al. (Chap. 2) the physics-based SATIRE model reproduces TSI
to an accuracy of a few percent if compared to satellite observations. It is confirmed
that TSI has increased by ∼1.25 W/m2 since the Maunder minimum (Fig. 1.2). Sur-
prisingly, the contribution of UV radiation to the solar cycle TSI variation is higher
than previously considered. This has potential impact on the effect of solar cycle
and long-term solar effects in the atmosphere.

The EUV and UV parts of the solar spectrum are absorbed in the meso-
sphere/lower thermosphere (MLT) and stratosphere, respectively. Therefore, a com-
prehensive study of the effect of solar radiation on photochemistry and composition
requires measurements (or models) of spectrally resolved solar irradiance.

Weber et al. (Chap. 3) analyze SSI variations during the solar storm in October
2003 (‘Halloween storm’) and during solar cycles 21 to 23. Amongst others, they
use first measurements of daily spectral solar irradiance from the UV to the near
infrared from the SCIAMACHY satellite. During the Halloween storm, the irradi-
ances in the near UV (above 300 nm), visible, and near IR are reduced(!) by about
0.4 %, which is in agreement with TSI reduction by the same amount observed
by others. This reduction is much larger compared to solar cycle variations of TSI
which is only ∼0.1 %. The SCIAMACHY observations are compared to the net
effect of brightening by faculae and darkening by sunspots, respectively. These fea-
tures on the solar surface are described by solar proxies, namely Mg-II and sunspots,
respectively. It is shown that proxy based models underestimate solar cycle changes
in the UV. This challenges the application of solar proxies in chemistry models and
highlights the importance of long-term measurements of SSI.

The effect of solar radiation on trace gases is investigated in several chapters.
Solar rotation with a period of 27 days leads to variation of UV radiation (here
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205 nm) which photolysis O2 and thereby affects ozone. From observations by
SCIAMACHY Weber et al. find only a small 27-d signal during solar cycle 23
(0.2 % ozone change for a 1 % change in UV radiation). The effect is not persistent
in time.

The Sun modulates galactic cosmic rays (GCR) entering the solar system. GCR
create cosmogenic isotopes such as 14C and 10Be. Speculations that GCR could
affect climate directly through cloud production are controversially discussed in
the literature. Fichtner et al. (Chap. 4) investigate in detail the modulation of GCR
when entering the heliosphere, magnetosphere, and the terrestrial atmosphere. They
show, for example, that the production of 10Be depends on various time-dependent
parameters most of which are not known accurately enough. The uncertainties of
various cross sections alone result in an uncertainty of the production rate of 10Be
by ∼25 %. This has potential implications for the retrieval of long-term climate
records from cosmogenic isotopes.

Rohs et al. (Chap. 5) try to identify the GCR effect on clouds by studying MIPAS
cloud parameters relative to neutron count data indicative for GCR. They concen-
trate on six events of strong solar eruptions (‘coronal mass ejections’) where the
interaction of solar wind with GCR particles leads to a significant decrease of GCR
(‘Forbush decreases’). Even for these strong events they found no, or only a weak
correlation between GCR and high clouds. Still, considering the entire data set they
conclude that a GCR effect on clouds cannot be excluded at this point.

The impact of solar radiation via cosmic rays is believed to be introduced through
particle charging affecting cloud formation. Unfortunately, many steps are involved
from the charging of nuclei and droplets to cloud formation. Little is known quan-
titatively about the physical mechanisms involved. Rzesanke et al. (Chap. 6) per-
formed laboratory studies to characterize the influence of charges on the micro-
physics of cloud droplets. They quantify the enhanced scavenging of aerosol par-
ticles by charged cloud droplets and measure the size dependent contact freezing
probabilities. They also found a substantial decrease of saturation vapor pressure in
the vicinity of charged droplets which has so far not been taken into account in cloud
modeling. These laboratory results are important not only for tropospheric clouds
but also for ice particles in the mesosphere.

1.3 Solar Influence on Trace Gases

Four chapters cover the direct solar effect on trace gases in the middle atmosphere.
More contributions to solar modulation of trace gases are described in Sect. 1.4.
Ground-based microwave radiometry allows ozone and water vapor in the strato-
sphere and mesosphere to be measured nearly continuously. Some observations ex-
ist for several years which allows study of the impact of solar radiation on these trace
gases on time scales from days to solar cycle. Hartogh et al. (Chap. 7) present wa-
ter vapor and ozone measurements at high and middle latitudes (69°N and 52°N).
They find an anti-correlation between H2O and solar activity in the winter meso-
sphere, which is expected since enhanced photo-dissociation by Lyα during solar
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maximum destroys water vapor. This anti-correlation is also present in summer but
is much weaker and only in the uppermost part of the height range covered by the
instrument (∼70–80 km). Below that altitude the correlation is positive in summer,
which is explained by increased up-welling from the ‘moist’ stratosphere, and/or by
additional photochemical sources for H2O (autocatalytic production). Water vapor
shows a general decrease since 1996 in the mesosphere, both in summer and winter.
This is surprising since an increase of H2O is generally expected due to the increase
of methane in the troposphere (source for H2O in the mesosphere).

Palm et al. (Chap. 8) present ground based microwave observations of ozone at
Spitsbergen (78°N) on time scales from days to months. As is well known, meso-
spheric ozone concentration is larger during night since it is destroyed by photolysis
during day. The authors perform a detailed analysis by measuring ozone as a func-
tion of solar zenith angle. Even in polar summer (when the Sun is above the horizon
all day) a diurnal variation is observed which is explained by the wavelength de-
pendent attenuation of UV radiation destroying ozone. The situation is complicated
by the fact that UV radiation also produces ozone by generating atomic oxygen
through photo-dissociation of O2 (atomic oxygen is a key substance in the pro-
duction of ozone). During the solar storm in October/November 2003 (‘Halloween
storm’) they measure details of a strong ozone decrease (by up to 60 %) in the meso-
sphere and upper stratosphere. In short, ionization by solar protons produces HOx

which destroys ozone (see next section for more details). Since HOx is short-lived,
this effect disappears shortly after the solar storm is over.

Sinnhuber et al. (Chap. 9) construct a new long-term ozone data set using various
measurements from satellites and data assimilation. This data set reproduces ozone
variability on intra-seasonal time scales much better compared to ECMWF ERA-40
reanalysis. The data set is analyzed, concentrating on winter at high latitudes. Sys-
tematic variations (‘anomalies’) related to changes in the Northern Annular Mode
(NAM) are detected. NAM describes a large-scale pressure and circulation pattern
in the North Atlantic. Positive NAM index is associated with stronger, colder polar
vortex, and reduced ozone, whereas a negative NAM index is associated with a dis-
turbed polar vortex and intrusion of ozone rich air from lower latitudes. Anomalies
in the autumn polar vortex and related Arctic ozone variations may persist for sev-
eral months and may propagate downward from the stratosphere to the troposphere
(Fig. 1.3). However, this signal may be distorted by tropospheric events propagat-
ing into the stratosphere. It is therefore not surprising that an earlier observation of
an unexpected (and unexplained) correlation between ozone in autumn and ozone in
spring is not confirmed. The new data set is also used to study long-term and decadal
ozone trends, which are of general importance for trends in the middle atmosphere
(see, for example, Chap. 18). On global scales total ozone has decreased by roughly
0.1–0.3 %/year in the period 1979–1999 (much stronger at SH polar latitudes), and
has increased by up to 0.3 %/year thereafter (2000–2007). Interestingly, this change
of trends is not only due to anthropogenic effects in gas-phase chemistry (including
ozone destroying trace gases) and polar heterogeneous chemistry, but also due to
climatological changes in meteorology (transport and temperatures).
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Fig. 1.3 Ozone anomalies (in percent relative to average conditions) north of 65°N relative to
the beginning of a weak vortex (day 0). If the vortex is weak (negative NAM) ozone rich air
from mid latitudes enters the polar region. The temporal/spatial characteristics of the anomaly is
determined by a complex interaction of photochemistry and dynamics. The anomaly propagates
from the stratosphere to the upper troposphere and is visible for several months. From Sinnhuber
et al. (Chap. 9)

Kaufmann et al. (Chap. 10) deduce atomic hydrogen at ∼80–95 km from mea-
surements of hydroxyl (OH) by SCIAMACHY and ozone by GOMOS. They con-
centrate on equatorial latitudes and find an ∼8 % increase of hydrogen from 2002 to
2008, i.e., in the declining phase of the solar cycle. They confirm that chemical heat-
ing rates are on the order of 4–10 K/day which is important for the energy budget at
these altitudes. Heating rates have decreased from 2002 to 2008, which needs to be
taken into account when studying solar induced long-term temperature variations in
the MLT region.

1.4 Thermosphere, Energetic Particles, Ionization, and Impact
on Trace Gases

From CHAMP measurements Lühr and Marker (Chap. 11) find significant local
density enhancements (up to nearly doubling) in the upper thermosphere (∼400 km)
at high latitudes. Combining these observations with EISCAT measurements they
provide an explanation of these enhancements which involves a chain of processes
originating from soft-energy particle precipitation, Joule heating caused by small-
scale field-aligned currents, increasing temperatures, and finally an upwelling of
‘molecular-rich’ air from below. The amplitude of the enhancement increases with
solar flux. This demonstrates that solar activity can influence thermospheric back-
ground not only by absorption of EUV radiation but also by rather indirect effects.

Satellite observations now allow to study ionospheric effects on planetary scales.
Arras et al. (Chap. 12) use GPS measurements by CHAMP and other satellites to
derive, for the first time, a global and comprehensive coverage of sporadic E-layers
(Es ), i.e., an enhancement of ionization at ∼110 km altitude. They find maximum
occurrence during daytime at mid latitudes of the summer hemisphere. The current
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theory of Es formation is based on vertical convergence of ions and electrons caused
by v × B-forces originating from horizontal winds and the horizontal component of
Earth’s magnetic field. The authors support this theory by combining the morphol-
ogy of Es with observations of tidal parameters by meteor radars.

As is shown in several chapters, ion chemistry can significantly affect trace gases
in the middle atmosphere (see below). It is therefore important for models to have a
good representation of ionization. For the first time Wissing et al. (Chap. 13) present
a 3D ionization model (AIMOS) based on satellite observations of energetic parti-
cles. AIMOS considers electrons, protons, and alpha particles. It combines solar
and geomagnetic sources over a wide range of energies. The model is tested and
improved by using observations from EISCAT. It turns out that ignoring some ion-
ization processes (e.g., particles during the night) may lead to a substantial underes-
timate of electron densities, which may have severe consequences for ion chemistry
modeling.

As has been mentioned above, high-quality radar measurements by EISCAT
strongly supported the development of models and the interpretation of satellite
observations. Röttger et al. (Chap. 14) summarize the operation of EISCAT and
present the main scientific highlights where EISCAT contributed. There are several
examples where the combination of EISCAT observations and models led to a better
understanding of the physical/chemical processes involved.

It is known since several years that photochemically active species, being pro-
duced in the lower thermosphere and mesosphere, may be transported into the strato-
sphere where they significantly alter the concentration of trace gases such as ozone.
In Chaps. 15 and 16 by Reddmann et al. and Sinnhuber et al., respectively, new
measurements from MIPAS and simulations by various models are used to study
this important coupling mechanism. Some new and crucial details are identified. It
is important to realize that particles with different energies ionize the polar atmo-
sphere at different altitudes. For example, regular low energy electrons leading to
auroras are absorbed in the MLT region, whereas high energy protons during so-
lar proton events (SPEs) penetrate into the stratosphere. Both produce ions, which
lead to photochemically active gases such as NOx (= N + NO + NO2) and HOx

(= OH + H + HO2) destroying ozone. The relative importance and the altitude de-
pendence of photochemical effects and their influence on trace gases are studied in
these chapters.

Auroral electrons are much more frequent than SPEs but are commonly not
considered to be important for stratospheric chemistry because they are absorbed
at higher altitudes. However, during polar winter NOx is transported downward
to stratospheric altitudes. The photochemical lifetime of NOx is large (weeks to
months) because sunlight destroying NOx is absent. In total, NOx intrusions from
the MLT region are likely to be more important for the chemical state of the mid-
dle atmosphere than SPEs (Fig. 1.4). NOx intrusion can add 5 %–10 % of the total
global NOy (NOy = all active nitrogen species including NOx). At high latitudes,
ozone is reduced by up to 50 % in the middle atmosphere, and total ozone is reduced
by about 20 Dobson units. The effect lasts for several months. More important de-
tails are described in these chapters. For example, ion chemistry plays a crucial role
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Fig. 1.4 MIPAS observations of NOx (NO + NO2) in the polar night. The color bar gives NOx

mixing ratios in ppb. The black lines are isolines of the CO mixing ratio for 0.25, 1.5 and 5 ppm,
indicating transport. A large solar proton event in late October 2003 caused a significant enhance-
ment of NOx . However, even more NOx is transported from the thermosphere to the stratosphere
in January and February 2004 due to high geomagnetic activity which is not directly related to the
SPE

in explaining the conversion of HCl to other chlorine species affecting ozone. Other
photochemically active gases, such as HNO3, are formed during SPEs. For the first
time, an enhancement of H2O2 during a SPE was observed by MIPAS.

The downward transport of species from the lower thermosphere to the strato-
sphere depends on the general circulation of the atmosphere and thereby on gravity
waves (see Sect. 1.6). This allows use of NOx observations in the middle atmo-
sphere to validate models which use different parameterizations for gravity waves.
This topic was also covered in the HEPPA model comparison initiative. In summary,
the transport of photochemically active gases from the thermosphere to the strato-
sphere is an important coupling process in the atmosphere which, amongst others,
depends on dynamical coupling.

Baumgärtner et al. (Chap. 17) applied a whole-atmosphere model (MESSy), in-
cluding various extensions, to study in detail particle precipitation effects in the
entire atmosphere. Surprisingly, they find (in the NH winter) localized effects of ge-
omagnetic activity from the MLT region all the way down to the troposphere(!), both
in observations (ERA-40) and in the model. Sensitivity studies were performed to
identify the physical mechanism which involves the production of NOx , ozone de-
struction, heating of the stratosphere due to the reduction of IR cooling, and finally a
modification of the polar vortex related to a stronger NAM index (stronger vortex) at
high geomagnetic activity. In the troposphere NAM anomalies are related to weather
anomalies. Further studies are required to confirm the effect of geomagnetic activity
in the entire atmosphere and to better understand details of the proposed mechanism.

1.5 Mesospheric Ice Clouds

Mesospheric ice clouds are very sensitive to background conditions, in particular to
temperatures, and are therefore suitable to improve our understanding of the middle
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Fig. 1.5 Temperature trends from the LIMA model in the mesosphere (70 km) over Kühlungsborn
(54°N, 12°E) in summer. The trend is not uniform in time. Various long-term variations contribute
to the total trend, namely CO2 (red), ozone in the upper stratosphere/lower mesosphere (blue),
and ozone in the rest of the stratosphere (difference between black and green curve). LIMA trends
nicely agree with various observations (SSU satellites, lidars, phase heights etc.). More details and
trends in mesospheric ice clouds are presented by Lübken et al. (Chap. 18)

atmosphere, to test models, and to study potential long-term changes. This topic is
covered in three chapters. Long-term variations of noctilucent clouds (NLCs) and
the background atmosphere are analyzed by Lübken et al. (Chap. 18). They present
LIMA model studies, which include the effects of the stratosphere and of green-
house gas trends (CO2 and O3) on the mesosphere. At lower altitudes, i.e. from the
ground to ∼35 km, LIMA adapts to the real atmosphere from ECMWF analysis
which introduces year-to-year variations. It turns out that atmospheric shrinking in
the stratosphere alone (i.e., no CO2 and O3 trends in the mesosphere) causes a sig-
nificant trend in the mesosphere. In general, temperature trends are negative in the
stratosphere and mesosphere, but they are positive in the summer polar mesopause
region which includes the upper part of the ice particle regime. This complicates
a simple prediction of long-term temperature trends on NLCs. LIMA is able to
reproduce long-term variations of polar mesospheric clouds (PMCs) observed by
SBUV. Temperature trends are not uniform in time but vary on decadal time scales
(Fig. 1.5). Stratospheric ozone contributes significantly to this time variation of
trends. The background atmosphere (temperature and water vapor) is modulated by
the solar cycle which also influences NLC. However, natural year-to-year variability
can destroy a simple (anti-)correlation. This is consistent with lidar observations at
ALOMAR which do not show a clear anti-correlation between solar cycle and NLC.

Rapp et al. (Chap. 19) study in detail the effects of charged aerosols on radar re-
turns coming from the D region. They consider mesospheric smoke particles (MSP)
which are believed to act as condensation nuclei for ice clouds. For the first time
MSP particles were identified in the spectral shape of the backscattered signal of
EISCAT radars in Northern Scandinavia and from the Arecibo radar in Puerto Rico.
The S/N ratio for the latter is so strong that it allowed height profiles of particle radii
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(typically r = 0.8–1 nm) and number densities (N = 10–1000/ccm) to be deduced.
These numbers are consistent with the theory of meteor ablation. Regarding meso-
spheric ice clouds, they derive particle properties by analyzing the signal strength
from EISCAT radars at three frequencies applying an established theory for ice par-
ticle affecting radar echoes known as ‘polar mesosphere summer echoes’ (PMSE).
The observations confirm the PMSE theory and give ice particle radii of 10–60 nm
which nicely agrees with lidar and satellite measurements of PMCs. These results
promise a new direction in MLT research, namely aerosol particle studies by radars.

Von Savigny et al. (Chap. 20) investigate a significant reduction of satellite based
detection of PMCs during a solar proton event (SPE). Various processes were con-
sidered, for example Joule heating, but cannot explain this event. Instead, a potential
candidate has been studied in detail by KMCM modeling, namely dynamical heat-
ing caused by gravity wave filtering at lower heights, induced by reduced zonal
winds caused by SPE destruction of ozone. Indeed, this process can explain most,
but not all, of the observed features of PMC reduction. The authors also discuss the
recently discovered 27-day solar cycle signature in PMCs, which is generated sim-
ilarly to the solar cycle effect on NLCs: larger solar activity implies less favorable
conditions for ice particles because it is warmer and water vapor is less abundant
because it is destroyed by photo-dissociation.

1.6 Gravity Waves, Planetary Waves, and Tides

Hydrodynamical waves play a key role in understanding the thermal and dynamical
state of the terrestrial atmosphere. They can transport momentum, energy, and trace
gases over large distances and may cause drastic deviations from the state without
waves. For example, wave driven circulation pushes the summer mesopause at high
latitudes away from radiative equilibrium by approximately 100 K(!) and makes it
the coldest place in the Earth’s atmosphere, despite permanent sunshine. Unfortu-
nately, measurements of waves are complicated and sparse. Global scale models
use crude parameterizations to describe the impact of these waves. Several chapters
cover the role of gravity waves, planetary waves, and tides for the mean state and
also for the variability of the atmosphere from the ground to the thermosphere.

Ern et al. (Chap. 21) present the first multi-year global data set of gravity wave
parameters from satellite observations complemented by long-term local measure-
ments by radars. In the lower stratosphere, GW induced temperature fluctuations
are largest in the high latitude winter season, and in the sub-tropics of the summer
hemisphere (Fig. 1.6). Some GW sources are identified, e.g., winds over mountains
or deep convection. The quasi-biennial oscillation (QBO) modifies GW activity not
only in the stratosphere but also at higher altitudes. There is some weak and non-
conclusive evidence for solar cycle variations of GW activity in the stratosphere.
These GW observations have been implemented in a GCM model to study the im-
pact of the associated drag on the basic state of the atmosphere. Furthermore, ray
tracing studies have been performed to investigate the propagation characteristics
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Fig. 1.6 Time series of zonal average gravity momentum flux at 25 km from SABER for gravity
waves with λz = 4–25 km. Activity is enhanced in the summer subtropics and at the locations of
the winter polar night jets. Note that the subtropical maxima are larger every other year, especially
in the northern hemisphere. More precisely they are modulated by the quasi-biennial oscillation
(QBO). From Ern et al. (Chap. 21)

of GW. It turns out that GW may propagate large horizontal distances when travel-
ing from the troposphere to the mesosphere. This study shows that many assump-
tions made in models using standard GW parameterizations are too simple and need
to be improved. Gravity waves can be important even for the troposphere. That is
why some constraints regarding non-orographic GW drag schemes have been im-
plemented in the ECMWF weather forecast model.

Compared to satellites, radars measure waves with higher vertical and temporal
resolution, but are constrained to few locations. Singer et al. (Chap. 22) present a
study on long-term wind variations in the MLT region at 54°N and 69°N. They find
strong maximum wave activity in winter and a smaller maximum in summer which
is explained by filtering of GW at lower heights. In summer, GW activity is larger
at middle latitudes compared to high latitudes. Applying the KMCM model which
includes GW generation, filtering, and damping, this is explained by the latitudinal
variation of zonal winds causing differences in GW filtering. Winds in the MLT
region at 69°N increase with solar activity and vary by as much as 6–8 m/s during the
solar cycle. Using 20 years of wind measurements at 54°N a long-term enhancement
of westward (eastward) directed winds in the summer MLT at ∼70–80 km (80–
90 km) by up to 1 m/s/year is detected. The wind trend at ∼75 km causes some
GW trends at higher altitudes. It is also shown that zonal winds at ∼85 km regularly
reverse during sudden stratospheric warmings, a feature which is not well captured
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Fig. 1.7 Long-term trend of
the longitudinal distribution
of ozone. More precisely, the
deviation of ozone (in ppm)
from a zonal mean is shown
for the northern polar region
(55°–75°N) in January at a
pressure level of 10 hPa
(∼32 km). This zonally
asymmetric ozone component
has more than doubled in the
last 32 years. More details are
presented by Gabriel et al.
(Chap. 24)

in GCM models. Wind reversals can also be induced by strong solar proton events,
in particular regarding meridional winds.

Gravity waves lead to temperature variations of the background atmosphere. This
alters radiative cooling/heating rates at infrared wavelengths. By considering non-
LTE effects Kutepov et al. (Chap. 23) show that gravity waves can thereby enhance
cooling around the mesopause. The effect is small in summer (<−1 K/day) but may
be substantial in the winter hemisphere (up to −4 K/day).

Ozone in the winter stratosphere is not completely zonally symmetric because
of large-scale disturbances and heterogeneous chemistry. This zonally asymmetric
component in ozone (called O�

3) induces asymmetries in heating and cooling, which
in turn excites planetary waves. Gabriel et al. (Chap. 24) analyze in detail phys-
ical details of this process and show that these waves may influence not only the
entire stratosphere but also (by propagation and non-linear interaction) the meso-
sphere and the troposphere. For example, the geopotential height of the 1000 hPa
pressure level (i.e., near the Earth’s surface) may vary by up to ±30 m which is
±20–30 % of the undisturbed values. Interestingly the zonally asymmetric com-
ponent in ozone has increased substantially in the last 40 years (Fig. 1.7) which
(through dynamical coupling involving planetary waves) introduces long-term vari-
ations in the stratosphere, mesosphere, and even in the troposphere. This is another
example of a coupling mechanism from above to below.

The effect of gravity waves in the highly dissipative regime above the turbopause
has largely been ignored in the past because the effects were believed to be small
and parameterizations were not yet available. As is shown by Yiğit and Medvedev
(Chap. 25) dissipating gravity waves contribute significantly to the thermal and
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Fig. 1.8 Upper panel: DE3 tidal component of relative density modulation observed by CHAMP
close to 400 km. Lower panel: model calculations (Hough mode extensions) of the DE3 tide at the
same altitude based on observations by TIMED in the MLT. From Häusler et al. (Chap. 26)

dynamical state of the lower thermosphere, in particular at high latitudes. Here the
momentum deposition due to gravity waves is comparable to ion drag. The net ther-
mal effect is cooling by downward heat conduction. Future GCM modeling studies
of the thermosphere will have to consider this substantial contribution from gravity
waves originating at lower heights.

Tides are global scale oscillations with main periods of 24 h and 12 h. They
are called ‘non-migrating’ if the disturbance does not follow the apparent motion
of the Sun around the Earth. Atmospheric tides have been known for a long time,
but several exciting and unexpected results have been discovered in recent years.
As is shown by Häusler et al. (Chap. 26) non-migrating tides (here the eastward
propagating diurnal tide with zonal wavenumber 3, labeled DE3) being excited in
the troposphere by strong regional latent heat release can propagate all the way
into the mesosphere and even into the upper thermosphere. Such tides have not
been expected in the upper thermosphere since the main sources are in the tropo-
sphere/stratosphere and dissipation in the lower thermosphere hinders propagation.
However, they are observed by satellites. Upper atmosphere tides are identified in
various observations such as winds up to 105 km by TIDI, temperatures at ∼100 km
by SABER, nitric oxide concentration at 100–150 km by SNOE, and mass density
and winds at ∼400 km from CHAMP (Fig. 1.8). Tidal signatures are also identi-
fied in several ionospheric components. The physical explanation is supported by
applying Hough mode extensions (HME) which is a theoretical representation of
tides obtained through assimilation of measurements. HME range way into the up-
per thermosphere and thereby allow interpretation of CHAMP observations. This
chapter demonstrates another important and yet unexplored coupling process from
the troposphere through the mesosphere all the way into the upper thermosphere.

More details of the propagation of tides and their interaction with planetary
and gravity waves is presented in a theoretical study by Achatz et al. (Chap. 27).
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Different from classic GW parameterizations, they include time-dependent back-
ground conditions and horizontal refraction of waves. The former leads to a dis-
appearance of critical layers and thereby drastically decreases damping of tides by
GWs. Planetary waves can lead to a non-migrating tidal component in the meso-
sphere caused by migrating forcing in the troposphere.

Trends and solar cycle effects in mesospheric waves, winds, and temperatures in
the upper mesosphere are studied by Offermann and Koppmann (Chap. 28) applying
mainly ground based measurements of OH temperatures and satellite observations
of winds and temperatures. In their 1987–2008 data set of OH temperatures (alti-
tude: ∼87 km) they find a significant solar cycle signal of ∼3.5 K/100 SFU (i.e.,
approximately 5 K during a solar cycle) and an annual mean temperature decrease
of −0.23 K/y with rather small trends in summer. Note, that the total variation of
solar radiation throughout a solar cycle is approximately 150 SFU. The length of
the summer season increases by approximately 1.2 days/year. It is suggested that
these changes are related to trends in dynamic parameters (gravity wave activity,
winds, quasi-two day waves) which points to a long-term trend in the large-scale
circulation.

1.7 Large-Scale Coupling

Several papers study the solar impact in the atmosphere on global dimensions and
on time scales from decades to thousands of years. This includes the direct impact of
solar irradiance variations from the troposphere to the MLT region, but also dynami-
cal feedback mechanisms, for example by planetary and gravity waves affecting the
mean circulation.

Langematz et al. (Chap. 29) study the solar impact (including precipitating parti-
cles) on the Earth’s atmosphere from decadal to millennium time scales applying so-
phisticated models and observations. They concentrate on stratospheric ozone, tem-
peratures, and winds and their impact on tropospheric weather and climate. From
solar minimum to maximum, ozone in the stratosphere increases by approximately
1.5–3 % (similar to the effect of man-made halo-carbons) and temperatures increase
by 0.6–1.2 K (note that Fig. 1.9 shows the ozone changes per 100 SFU). It is con-
firmed that these stratospheric changes can cause effects in the troposphere purely
by dynamical feedback processes (Fig. 1.9). From solar minimum to maximum, the
geopotential height of the 700 hPa level increases by as much as 25 m, which is as-
sociated with a poleward shift of the tropospheric jet stream. Local temperatures in
the lower troposphere (850 hPa) increase by as much as 1.5–2 K. Regarding centen-
nial time scales, it is well known that TSI, SSI, and greenhouse gas concentrations
have increased since the Maunder Minimum (1645–1715). During this phase of ex-
tremely low solar activity, annual global mean temperatures were lower in the upper
troposphere and stratosphere by ∼0.4 K compared to pre-industrial times. The po-
lar vortex was weaker. At the Earth’s surface the TSI increase and natural variability
(volcanoes) cause some effects, but the strong temperature increase from industrial-
ization onwards is mainly caused by the increase of GHG concentrations.
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Fig. 1.9 Left panel: Variation of annual mean ozone per 100 units of solar F10.7 cm flux (= Sun
flux units = SFU). Right panel: Temperature variation in the lower troposphere (at 850 hPa) per
100 SFU. The distribution of the signal is indicative of an enhancement of the AO index (stronger
vortex), associated with a cooling of the polar areas and a warming of middle/southern Europe and
eastern Eurasia during solar maximum. From Langematz et al. (Chap. 29)

Several years ago large solar influences in some parts of the stratosphere were
identified if the years were grouped according to the phase of the QBO (east or
west). In the meantime the data base has been extended to 70 years and the solar
impact is fully confirmed (see Labitzke and Kunze, Chap. 30). During summer and
for QBO-east the solar signal in the tropics/sub-tropics at 30 hPa is highly signif-
icant and large, namely an increase of up to 2.4 K from solar minimum to solar
maximum. During Arctic winter the situation is more complicated because of much
larger natural variability. It is therefore difficult to derive trends, even more so if the
trend changes in time. Still, after grouping into QBO-east/west, a clear and signif-
icant correlation between the geopotential height of the 30 hPa level and solar flux
is observed also in winter. Based on 70 years of observations and after selecting
for QBO-east, this height is found to increase by as much as ∼1000 m from solar
minimum to maximum. Significant progress has been made in recent years in iden-
tifying a physical mechanism for the QBO/solar-cycle relationship and its effect on
stratospheric temperatures. Still, the effect cannot be reproduced to its full extent in
models (see below).

A comprehensive analysis of solar effects in the entire atmosphere is performed
by Schmidt et al. (Chap. 31) applying AOGCM models, even considering the ocean.
A ‘secondary maximum’ of solar response is found in the equatorial lower strato-
spheric ozone and temperatures which, however, may easily be obscured by variabil-
ity stemming from ENSO. The 27-d variation of solar radiation leaves a clear signal
in the stratosphere and mesosphere, but is intermittent for not identified reasons.
From solar cycle minimum to maximum a 3 K temperature and 7 % ozone increase
at the mesopause is detected. Values in the stratosphere are generally smaller (∼0.2–
0.3 K between 100 hPa and 10 hPa). Attempts to identify the physical mechanisms
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relating QBO and solar cycle influence on the stratosphere and troposphere (via
planetary waves and their effects on circulation, see Chap. 30) have been made but
were not conclusive. In general, the signal in the real atmosphere is significantly
larger than in models. Recent satellite observations suggest that solar UV variabil-
ity throughout the solar cycle may be much stronger than previously assumed. This
would presumably have severe impacts on the GCM modulations presented in this
chapter.

A long-term increase of the Brewer-Dobson circulation is expected which re-
duces the transport time of man-made inert trace gases from the troposphere into the
stratosphere, i.e., the ‘age-of-air’ in the stratosphere is expected to decrease. Based
on 30 years of balloon borne measurements of SF6 and CO2 Stiller et al. (Chap. 32)
show that the age of stratospheric air is approximately 5 years and has increased(!)
with a rate of +0.24 ± 0.22 years/decade. This is contrary to most model results
which predict a reduction(!) by to −0.25 years/decade. The authors present for the
first time global measurements of age-of-air based on satellite observations of SF6
from 2002 to 2010. The values for the age-of-air and its trend are in agreement with
other observations, including the balloon borne observations mentioned above. It is
not clear at the moment how this apparent discrepancy between observations and
GCM models can be solved.

1.8 Concluding Remarks

Some of the more general aspects of the numerous scientific results presented in this
book may be summarized as follows.

• Long-term variations of solar radiation (from solar cycle to centennial time
scales) directly influence the thermosphere, mesosphere, and stratosphere. Even
the troposphere is affected through coupling mechanisms which involve grav-
ity/planetary waves and their influence on the mean circulation. Since the mid of
the 20th century solar activity is larger compared to several hundred years be-
fore. This has contributed to long-term variations in the atmosphere and created,
for example, cold conditions during the Maunder Minimum in the 17th century.
The long-term variation of solar activity also plays a role in more recent climate
issues, although anthropogenic greenhouse gas increase is the most important
driver of current climate. Not only the total solar irradiance but also the varia-
tion in its spectral decomposition have shown unexpected features. In some parts
of the atmosphere, the observed solar modulation is still larger than explained
in models. Some basic features of the physical mechanisms explaining the role
of solar-cycle and QBO interaction in creating relatively large temperature vari-
ations are meanwhile established. Still, there is a mismatch between models and
observations which points to some deficiencies in our understanding.

• Several coupling mechanisms exist and are crucial to understand the reaction of
the atmosphere to external and internal drivers including their temporal/spatial
variability. Coupling exists from above to below and vice versa. For example,
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photochemically active species being created by solar particles and geomagnetic
activity in the thermosphere can be transported down to the stratosphere where
they significantly reduce ozone for an extended period of time. The stratosphere
couples downward by a combination of mechanisms involving trace gases, so-
lar heating, planetary/gravity wave generation, propagation, breaking, and finally
their effect on the general circulation. The transport of trace gases may also be
used to validate circulation models. There are various coupling processes from
below to above. For example, trace gases emitted from anthropogenic activity
propagate to higher altitudes. Planetary waves and gravity waves are typically
excited in the troposphere and propagate through the entire middle atmosphere.
Even thermospheric tides can be generated by tropospheric processes. It is shown
that the parametrization of these waves in models needs to be improved.

• Large trends exist in some parts of the middle atmosphere, much larger compared
to the troposphere. But trends may not be uniform in time. For example, tem-
perature trends on decadal scales in the middle atmosphere vary in time since
several processes with different temporal characteristics are involved. Care must
be taken when deducing trends from too short time series since these ‘short term’
variations (including solar cycle) may play a role.

• It is important to distinguish local from global effects. Some trends and solar
variability effects are important in certain regions only, whereas they may be neg-
ligible on global scales. The effect may propagate from one region to another by
coupling processes.

Many important and new scientific results have been achieved in the CAWSES
priority program. Some old puzzles were solved and some new and surprising re-
sults were discovered. This program has brought together a rather diverse commu-
nity, with expertise ranging from the Sun through the thermosphere, ionosphere,
mesosphere, and stratosphere, down to the troposphere. This concentration of spe-
cialists has created several synergy effects, for example when considering the conse-
quences of solar spectral irradiance variations for atmospheric photochemistry and
dynamics. The CAWSES community in Germany has greatly benefited from the
DFG priority program. We have developed plans to continue this successful coop-
eration within Germany but also with international groups in the future.
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Chapter 2
Models of Solar Total and Spectral Irradiance
Variability of Relevance for Climate Studies

Natalie A. Krivova and Sami K. Solanki

Abstract The variable radiative output of the Sun is a prime external driver of the
Earth’s climate system. Just how effective this driver is has remained relatively un-
certain, however, partly due to missing knowledge on the exact variation of the Sun’s
irradiance over time in different parts of the solar spectrum. Due to the limited length
of the time series of measured irradiance and inconsistencies between different mea-
surements, models of solar irradiance variation are particularly important. Here we
provide an overview of progress over the last half decade in the development and
application of the SATIRE family of models. For the period after 1974, the model
makes use of the full-disc magnetograms of the Sun and reproduces up to 97 % of
the measured irradiance variation. Over this time frame, there is no evidence for
any non-magnetic change in the solar irradiance on time scales longer than about
a day. We have also been able to compute total solar irradiance since the Maunder
minimum and further into the past throughout the whole Holocene. The Sun’s spec-
tral irradiance from the Lyman α line in the UV to the far infrared has also been
reconstructed throughout the telescopic era.

2.1 Introduction

The Earth’s global surface temperature has being growing rapidly over the last
decades [see, e.g., Solomon et al., 2007]. This has in large measure been attributed
to human activity. However, a quantitative assessment of the anthropogenic contri-
bution to the change in climate is still hampered by inadequate understanding of the
relative roles of different climate drivers, both internal and external [e.g., Hansen et
al., 2002, 2005; Jungclaus et al., 2010; Schmidt et al., 2011].

The main external driver of the Earth’s climate system is the solar radiative output
[e.g., Eddy, 1976; Reid, 1987; Hansen, 2000; Bond et al., 2001; Neff et al., 2001;
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Hansen et al., 2002; Camp and Tung, 2007; Gray et al., 2010]. The strength of
Sun’s influence and which process plays the main role remain, however, unclear.
Variations in solar total and/or spectral irradiance are the prime suspects. Solar total
(i.e. integrated over all wavelengths) irradiance (TSI) is the total solar energy flux at
the top of the Earth’s atmosphere, and thus any changes in the TSI affect the overall
energy balance of the climate system. Variations in the spectral distribution of the
irradiance, in particular in the UV but also in the visible and IR, have a pronounced
effect on the chemistry and dynamics of the Earth’s atmosphere [e.g., Haigh, 1994,
2007; Haigh et al., 2010; Rozanov et al., 2004; Kodera and Kuroda, 2002, 2005;
Langematz et al., 2005; Matthes et al., 2006; Gray et al., 2010].

Space-based instruments have being monitoring solar total and spectral (SSI)
irradiance since 1978 [e.g., Willson et al., 1981; Fröhlich et al., 1997; Floyd et
al., 2003; Willson and Mordvinov, 2003; Skupin et al., 2005; Kopp et al., 2005;
Fröhlich, 2006; Harder et al., 2009]. Different mechanisms have been proposed
to explain the observed changes in the irradiance [see review by Domingo et al.,
2009], of which most successful was the modulation by the solar surface magnetic
field. Models assuming that solar brightness changes due to the varying relative
contributions of dark sunspots, bright faculae and the bright network explain over
90 % of the measured TSI variation on time scales of days up to the solar cycle
[Fröhlich and Lean, 1997; Fligge et al., 2000; Preminger et al., 2002; Ermolli et
al., 2003; Krivova et al., 2003; Wenzler et al., 2006, 2009; Ball et al., 2011].

Despite the great success of the models in reproducing TSI measurements, a
number of open questions remain, including the presence and the magnitude of the
secular trend in the irradiance during the last 3 cycles [Fröhlich, 2009; Scafetta and
Willson, 2009; Krivova et al., 2009a, 2011a], the absolute level of the TSI [Kopp et
al., 2007; Kopp and Lean, 2011] or the contribution of different spectral ranges to
the irradiance variation [Krivova et al., 2006; Harder et al., 2009; Pagaran et al.,
2009; Morrill et al., 2011].

Understanding the mechanisms of the irradiance variability is not of purely the-
oretical interest. Only when the physical origin of the variation is recognised and
the measured changes are reproduced with high accuracy, can a reconstruction of
the past solar irradiance be trustworthy. Such longer-term reconstructions are pre-
requisites for a reliable evaluation of the connection between solar variability and
the Earth’s climate change, since the time series of direct measurements is just over
30 years long and is too short for this.

Extension of the models back in time poses additional challenges. Available his-
torical data featuring solar activity become sparser and of lower quality when going
further back in time. The magnitude of the secular trend in the irradiance has re-
mained by far the most speculative aspect of long-term reconstructions [cf. Lean et
al., 1992; Hoyt and Schatten, 1993; Zhang et al., 1994; Soon et al., 1996; Mendoza,
1997; Foster, 2004; Wang et al., 2005; Krivova et al., 2007, 2010; Schrijver et al.,
2011; Shapiro et al., 2011].

Here we describe our recent progress in modelling solar irradiance on time scales
of days to millennia using the SATIRE set of models. We refer to Domingo et al.
[2009] for a recent review of different irradiance models on time scales of days
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to the solar cycle. The present paper is structured as follows. Section 2.2 sketches
out essentials of the SATIRE model. Section 2.3 describes our efforts in modelling
solar total and spectral irradiance over the satellite era, whereas Sects. 2.4 and 2.5
deal with reconstructions of solar irradiance for the telescope and pretelescopic eras,
respectively. Section 2.6 summarises the results.

2.2 SATIRE

SATIRE (Spectral And Total IRradiance REconstructions) is a set of routines de-
veloped for calculations of solar irradiance from other magnetic activity proxies
[Solanki et al., 2005; Krivova and Solanki, 2008; Krivova et al., 2011b]. SATIRE is
based on the assumption that all irradiance variation on time scales longer than a day
is entirely due to the changes in the number and distribution of magnetic features
(such as sunspots or faculae) on the solar surface.

Irradiance changes on shorter time scales are dominated by other sources, such
as the p-mode oscillations peaking at a period of around 5 minutes [see review by
Christensen-Dalsgaard, 2002] or solar granulation, i.e. the convective cells on the
surface of the Sun [e.g., Seleznyov et al., 2011] and are not described by the SATIRE.
These variations are, however, of no importance for climate studies. On time scales
related to climate variability, no evidence for other mechanisms of intrinsic (i.e. not
related to changes in the Earth’s orbit) solar irradiance modulation has yet been
provided [see, e.g., Domingo et al., 2009, as well as Sect. 2.3].

Magnetic features that can be observed on the solar surface are divided in
SATIRE into various classes. Sunspot umbrae and sunspot penumbrae, that are
cooler than the surrounding quiet photosphere, appear dark and reduce solar bright-
ness. Faculae and the network (represented by a single component in SATIRE) are
bright. Solar surface essentially free (above the noise and detectability thresholds)
of magnetic field is called ‘the quiet Sun’. Thus, SATIRE currently distinguishes
four different photospheric components.

The brightness of each component is assumed to be time-invariant but depends
(as attested by observations) on the wavelength and the position on the solar disc.
These brightnesses were calculated [Unruh et al., 1999] in the LTE approximation
using the ATLAS9 code by Kurucz [1993].

The area covered by different features on the solar surface changes with time,
which leads to the irradiance modulation. To describe the surface coverage by each
component and its evolution in time, we employ different observational data. Most
detailed information is provided by the direct measurements of the solar photo-
spheric magnetic field, i.e. by the full-disc magnetograms. The version of SATIRE
which makes use of the magnetograms is called SATIRE-S (S stands for Satellite
era; Krivova et al., 2003; Wenzler et al., 2005, 2006) and is discussed in Sect. 2.3.
Magnetograms with sufficient quality and cadence have been recorded for less than
four decades. Thus reconstructions of solar irradiance over longer periods have to
content themselves with data having lower quality and resolution (both spatial and
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temporal). For the period after 1610, the sunspot number can be employed to recon-
struct the evolution of the solar surface magnetic field and thus irradiance. This is
done in the SATIRE-T (for the Telescope era; Solanki et al., 2002; Balmaceda et
al., 2007; Krivova et al., 2007, 2010) model described in Sect. 2.4. Finally, before
1610 even the sunspot number is not available. Then, concentrations of cosmogenic
isotopes in terrestrial archives can be employed as a proxy of solar magnetic activity
if the effect of the Earth’s magnetic field is taken into account. This is possible for
the Holocene [Solanki et al., 2004; Usoskin et al., 2006a; Vieira and Solanki, 2010].
The SATIRE-M model [Vieira et al., 2011] deals with solar irradiance on millen-
nial time scales (Sect. 2.5). Knowing brightnesses of individual features and their
surface coverage, it is then possible to calculate solar irradiance as the sum of the
contributions of all components.

Since brightnesses of the photospheric components depend on the wavelength,
calculations are done on a grid of wavelengths from 10 to 160 000 nm. An integral
over all wavelengths gives the total solar irradiance (TSI). The LTE approximation
involved in calculations of the brightness spectra of photospheric components is not
valid in some spectral lines, mainly in the UV (see also Danilovic et al., 2007, 2011
for an example of SATIRE’s performance in spectral lines in the visible) and be-
low roughly 200–250 nm. The contribution of these short wavelengths to the TSI
is less than 1 % [Krivova et al., 2006] and the computed TSI is still quite accu-
rate. However, the calculated UV fluxes are not reliable. We therefore correct the
model at shorter wavelength in the following way. Krivova and Solanki [2005] and
Krivova et al. [2006] found that SATIRE reproduces quite accurately variations of
solar spectral irradiance in the range between 220 and 240 nm as observed by the
UARS/SUSIM instrument. Thus we have derived empirical relationships between
the measured irradiance in this range and irradiance at other wavelengths covered
by SUSIM (115–410 nm). Applying these relationships to the modelled irradiance
at 220–240 nm, SATIRE is extended down to 115 nm.

2.3 Satellite Era

2.3.1 TSI

Employment of the solar full-disc magnetograms for irradiance modelling turned
out to be very successful in reproducing the measured irradiance variations. Krivova
et al. [2003] and Ball et al. [2011] employed the SoHO/MDI magnetograms and
continuum images to model solar irradiance over the ascending (1996–2002) and
descending (2003–2009) phases of cycle 23, respectively. The model captures 92 to
97 % of the TSI variation (given by the squared correlation coefficient r2

c , with max-
imum rc values reaching 0.984) measured by the SoHO/VIRGO and SORCE/TIM
instruments (see Fig. 2.1). Employment of the ground-based NSO KP magne-
tograms and continuum images [Wenzler et al., 2004, 2005, 2006] results in a some-
what lower correlation of rc = 0.91 (r2

c = 0.83) over the period 1974–2003. Taking
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Fig. 2.1 TSI measured by SORCE/TIM (green line) and irradiance integrated (Int) over the range
200–1630 nm (i.e. the spectral range covered by SORCE/SIM) as measured by SORCE/SIM (red)
and modelled with SATIRE-S (blue). The Int-SIM and Int-SATIRE curves are shifted in absolute
levels to compensate for the missing contributions from the spectral ranges below 200 nm and
above 1630 nm. Top: daily values; bottom: smoothed to remove short-term fluctuations. Error bars
represent one standard deviation in the long-term stability of Int-SIM and are 0.259 W m−2 or
212 ppm. This figure is taken from Ball et al. [2011]

into account the significantly lower quality of the ground-based data, which suf-
fer from numerous artefacts, such a good agreement of the model with the mea-
surements provides strong support for surface magnetism as the dominant driver of
irradiance variations on time scales from about a day to the solar cycle.

The space-based TSI measurements started in 1978 and were carried out by a
number of different experiments, whose observing time span partly overlapped.
Each of the instruments suffered from its individual degradation, calibration or
other problems, making a construction of a composite time series nontrivial. The
three currently available composites, PMOD [Fröhlich, 2009], ACRIM [Willson
and Mordvinov, 2003] and IRMB [Dewitte et al., 2004] show significantly different
long-term trends (i.e. differences in the relative irradiance levels during different ac-
tivity minima). This initiated the debate on the presence and magnitude of a secular
trend in the TSI during the satellite era [e.g., Fröhlich, 2006, 2009; Scafetta and
Willson, 2009].

Whereas the ACRIM and IRMB composites show an increase in the TSI between
the minima preceding cycles 22 and 23 (though the increase is not statistically sig-
nificant in the IRMB composite), the PMOD composite suggests a slight decrease
(by 0.053 W/m2, given by Fröhlich, 2011, to 0.123 W/m2, from Fröhlich, 2009).
From the minimum in 1996 preceding cycle 22 to the most recent minimum in
2008, TSI has been found to decrease by a further 0.22 to 0.273 W/m2 [Fröhlich,
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Fig. 2.2 ‘Mixed’ TSI composite constructed from ACRIM-1 and ACRIM-2 data (black dashed
line), with the gap bridged using the SATIRE-S (PMOD-optimised) model (asterisks connected by
grey solid line when there are no gaps). The heavy solid line is the 1-year smoothed TSI, and the
horizontal dashed line shows the level of the minimum preceding cycle 22. From Krivova et al.
[2009a]

2009, 2011]. Note that SORCE/TIM measures a shallower decrease [Kopp and
Lean, 2011]. This most recent decrease appears unusual when compared to other
solar magnetic activity proxies according to Fröhlich [2009], which has been inter-
preted by him as a sign of non-magnetic origin in the TSI secular change. We have
therefore tested whether the SATIRE-S model is able to reproduce all the observed
TSI changes within the surface magnetism concept.

First, Wenzler et al. [2009] have compared the TSI reconstructed from the NSO
KP magnetograms with all three available composites. They found a significantly
better agreement with the PMOD composite than with the other two records. Both
the correlation coefficients were significantly higher (over 0.91 for PMOD com-
pared to 0.79–0.82 for ACRIM and IRMB) and the slopes of the linear regressions
between the data and the model were closer to 1 (0.98 compared to 0.81–0.82). In
particular, the upward trend between the minima in 1986 and 1996 in the ACRIM
and IRMB composites could not be reproduced.

The main moot point in the discussion on the trend between the minima 21/22
and 22/23 is the question on the ‘cross-calibration’ of the ACRIM-1 and ACRIM-2
instruments caused by an unplanned 2-year long gap between their operations.
Therefore Krivova et al. [2009a] have used the TSI reconstructed by SATIRE-S
to bridge this gap, as proposed by Scafetta and Willson [2009]. Such a ‘mixed’
(observations—model—observations) composite is shown in Fig. 2.2 and suggests
that the TSI has decreased between the two minima by 0.15–0.38 W/m2. The exact
value of the change depends somewhat on the SATIRE-S optimisation (i.e. whether
it is optimised to best fit the PMOD, ACRIM or IRMB composite). But indepen-
dently of the optimisation (1) an increase in the minima levels could not be achieved,
and (2) the decrease of 0.15–0.38 W/m2 in the TSI from 1986 to 1996 is slightly
larger than is shown by the PMOD composite (0.053–0.12 W/m2; the 1-σ uncer-
tainty of the PMOD composite for the minimum in 1996 is listed as 0.1 W/m2;
Fröhlich, 2009).
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Fig. 2.3 The difference, in W/m2, between the model and the data: PMOD (blue), ACRIM II (pine
green), TIM (light green), and between the PMOD and the two other data sets: ACRIM II (orange)
and TIM (cyan). Dots represent values for individual days, whereas bigger symbols represent bins
of five individual points. The corresponding trends with time are indicated by the straight lines and
their slopes are listed in the right top corner. The vertical black lines show the beginning and the
end dates of the period without regular contact with SoHO. From Krivova et al. [2011a]

Finally, Krivova et al. [2011a] have used 60-min averaged MDI magnetograms
sampled roughly every two weeks to reconstruct the TSI over the period November
1996 to April 2009. They have compared the modelled TSI with the PMOD com-
posite and with the measurements by two individual instruments, UARS/ACRIM-2
and SORCE/TIM that monitored the TSI over the minimum in 1996 and during
the declining phase of cycle 23, respectively. Excellent agreement has been found
between the model and all sets of measurements with the exception of the early
(1996–1998) PMOD data. The difference between the model and all sets of mea-
surements as well as between the PMOD and the other two records is plotted in
Fig. 2.3.

Whereas the agreement between the SATIRE-S and the PMOD composite be-
tween 1999 and 2009 is essentially perfect, the modelled TSI increases faster from
the end of 1996 to 1999 than implied by the PMOD composite. On the other hand,
model’s steeper trend agrees remarkably well with the ACRIM-2 data. This is fur-
ther supported by the fact that the shallower trend of the PMOD data is only seen
in the measurements of one VIRGO radiometer, the PMO6V, whose data are used
in the composite, whereas the other VIRGO radiometer, the DIARAD, shows a
steeper trend in agreement with ACRIM-2 and SATIRE-S results. This all suggests
that the TSI level during 1997–1998 might be overestimated in the PMOD data set
by roughly 0.1–0.15 W/m2. This inconsistency of the PMOD composite with other
measurements and the model around the minimum preceding cycle 23 explains why
the earlier study by Steinhilber [2010] found a discrepancy between the observed
and modelled TSI in the minima preceding cycles 23 and 24. At the same time, the
study of Krivova et al. [2011a] clearly demonstrates that there is no evidence for
any non-magnetic long-term change in the TSI over the period of satellite measure-
ments.
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2.3.2 SSI

Although regular monitoring of solar spectral irradiance (SSI) in the UV also started
in 1978, a consistent time series does not exist. The reason is that, in addition to
different absolute levels, degradation trends and other problems in the data from
various instruments depend strongly on the wavelength, which makes a proper
self-consistent cross-calibration of measurements by different instruments essen-
tially impossible [cf. DeLand and Cebula, 2008]. Regular observations in a broader
spectral range covering the visible and the near-IR began only in 2002/2003 with
ENVISAT/SCIAMACHY and SORCE/SIM.

Poorer spectral data is one of the factors hindering SSI models in their devel-
opment. Another one is the failure of the LTE approximation in the UV part of
the spectrum. Non-LTE models still need to mature to provide SSI reconstructions
over a broad spectral range [e.g., Fontenla et al., 2004, 2006] although significant
progress has been made recently [Shapiro et al., 2010].

As described earlier in Sect. 2.2, SATIRE makes use of the empirical relation-
ships derived from SUSIM observations at wavelength below 270 nm and thus al-
lows a reconstruction of the solar spectral irradiance over essentially the whole range
that is of interest for climate models (115–160 000 nm). Detailed comparisons of
the SATIRE-S results with different spectral data can be found in Krivova et al.
[2003, 2006, 2009b]; Krivova and Solanki [2005]; Unruh et al. [2008]; Danilovic
et al. [2007, 2011]; Ball et al. [2011]. Reconstructions of the SSI from magne-
tograms over cycles 21–23 were presented by Krivova et al. [2006, 2009b, 2011b].
They have shown that the contribution of the UV radiation below 400 nm to the
TSI variation might be significantly higher than was previously estimated from
UARS/SOLSTICE and UARS/SUSIM data [see, e.g., Lean, 1989; Lean et al., 1997;
Krivova et al., 2006]. The reason is that the long-term stability of these (and earlier)
instruments above 250–300 nm was comparable to or even lower than the solar cycle
changes in this range.

The relative contributions of different wavelength ranges to the TSI and its solar
cycle variation obtained by Krivova et al. [2006] are listed in Table 2.1 together with
the values obtained by other authors from both observations and models. All recent
estimates suggest a relatively high contribution of the UV wavelengths to the TSI
changes. At the same time, considerable uncertainty remains.

In particular, Table 2.1 makes it apparent that, of the recent estimates of the
contribution of the UV wavelengths below 400 nm to the total change in the TSI,
all but SIM are lying in the range 47–63 %. At the same time, the SIM estimate
of roughly 180 % is by a factor of 3 higher. The results based on the SORCE/SIM
measurements [Harder et al., 2009] are particularly surprising, since they imply that
the total change in the irradiance at 200–400 nm is roughly a factor of 2 higher than
the TSI change over the same period, which is almost compensated by the negative
trends in the visible and the IR. If confirmed, this may have a significant effect on
climate models [Haigh et al., 2010; Garcia, 2010]. Note that values from Harder et
al. [2009] listed in the table are rough estimates from their plot and depend strongly
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Table 2.1 The relative contribution of different spectral ranges to the TSI variation (�Fλ/�FTSI)
as measured or modelled by different authors (listed in the 1st column). The solar cycle upon
which the results are based is identified in the 2nd column. The last line lists the contribution of
the irradiance in the corresponding intervals, Fλ, to the total solar irradiance, FTSI, according to
Krivova et al. [2006]. If only a part of the corresponding wavelength interval or a larger range was
considered, then the exact range is given in brackets (for PWB-09 and MFM-11)

Ref Cycle Wavelength range, nm

200–400 400–700 700–1000 1000–3000 > 3000

Lea-97 22 30.8

KSF-06 23 61.8 26.1 15.4 −5.5 1.4

Hea-09 23 ≈ 180 ≈ −90 ≈ 10 ≈ −50

PWB-09 23 47 (> 240) 20.6 5.6 (< 900) 3.2 (1100–1600)

MFM-11 21–23 63.3 (> 150)

Fλ/FTSI, % 7.7 38.7 22.7 28.8 2.0

Lea-97 Lean et al. [1997]
KSF-06 Krivova et al. [2006]
Hea-09 Harder et al. [2009]
PWB-09 Pagaran et al. [2009]
MFM-11 Morrill et al. [2011]

on whether the SORCE/TIM data are used as a measure for the TSI change or an
integral over the SORCE/SIM data (corrected for the missing wavelengths).

The unusual behaviour displayed by the SORCE/SIM data can also be seen
in Fig. 2.1. In this figure, the red line shows the data integrated over the entire
SORCE/SIM spectral range (200–1630 nm) shifted to account for the missing wave-
lengths, the blue line shows the same quantity, but now provided by the SATIRE-S
model [Ball et al., 2011], and the red line represents the SORCE/TIM TSI mea-
surements. In the bottom panel, all data are smoothed to emphasise the long-term
trends. Whereas SATIRE-S results agree amazingly well with the TIM data, the
long-term behaviour of the integrated SIM data is rather different. A comparison
of the SATIRE-S with the SIM data in individual spectral bands reveals that most
significant differences between the modelled and measured trends appear at the be-
ginning of the considered period, i.e. before 2006–2007 [Ball et al., 2011]. Since
SATIRE-S also reproduces UV measurements by UARS/SUSIM between 1991 and
2002 [Krivova and Solanki, 2005; Krivova et al., 2006, 2009b; Ball et al., 2011;
Morrill et al., 2011] this implies that either the mechanism of SSI variation funda-
mentally changed around the peak of cycle 23 or there is an inconsistency between
SUSIM and SIM measurements. Thus the origin of the very different trends mea-
sured by SIM needs to be further investigated.

We note that the estimate of the relative changes in different spectral ranges by
Pagaran et al. [2009] based on SCIAMACHY measurements should be considered
as a lower limit. The reason is that their normalisation to the TSI change is not self-
consistent (the total change in the irradiance used for the normalisation is taken from
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the PMOD composite and is not estimated from SCIAMACHY data). As a result,
the sum of the contributions of all the wavelength ranges they list is only 76 % of the
TSI. The missing wavelengths (below 240 nm and above 1600 nm) are unlikely to
contribute the remaining 24 % if other studies are to be believed (see Table 2.1 and
Krivova et al., 2006). We therefore believe that the real numbers should be roughly
20 % higher, i.e. the contribution of the 240–400 nm range to the TSI variation, as
derived from SCIAMACHY data, is most probably lying around 60 %.

2.4 Telescope Era

Since high-quality full-disc magnetograms of the Sun are not available before the
1970s, reconstructions on longer time scales have to rely on disc-integrated quanti-
ties. To describe the evolution of sunspots, the records of their areas and numbers
have widely been employed. Sunspot areas and positions have regularly been mea-
sured by the Royal Greenwich Observatory between 1874 and 1976. Balmaceda et
al. [2009] have combined these data with more recent observations from a number
of other observatories taking into account their systematic differences to provide a
homogeneous record covering more than 130 years. The historic sunspot number
record goes back to 1610. A long, reliable proxy of facular areas is not yet avail-
able. However their evolution is related to that of sunspots, since both are found in
active regions. Hence, a given relationship of the magnetic flux emerging in plage to
that in sunspots (such as that found by Chapman et al., 1997) can be employed. The
changes of the weak magnetic field on the solar surface, however, are not well rep-
resented by the sunspot proxies, which makes an estimate of the secular trend in the
irradiance a particularly challenging task. It is this secular trend that is of particular
interest for climate studies.

Most of the early reconstructions of TSI back to the Maunder minimum [e.g.,
Lean et al., 1992; Zhang et al., 1994] relied on indirect estimates of the secular
change in irradiance derived from a comparison with other Sun-like stars. The basis
for these estimates turned out to be flawed [e.g., Hall and Lockwood, 2004; Wright,
2004] and they have later been strongly criticised. A physical mechanism that pro-
duces a secular change in the irradiance has been identified by Solanki et al. [2000,
2002]. Harvey [1992] has shown that a significant amount of fresh flux in ephemeral
active regions (smaller than normal active regions and spread over the whole solar
surface) appears at the surface already during the decay phase of the previous cycle,
so that consecutive cycles of ephemeral region emergence overlap. Significant back-
ground magnetic flux is thus present on the solar surface even at activity minima.
This flux is actually comparable to the flux in active regions at activity maximum
[Harvey, 1994; Krivova and Solanki, 2004]. Since the length and the strength of the
solar cycle vary with time, so does the overlap between the ephemeral region flux
from different activity cycles. This should lead to a secular change in the background
field.

This idea underlies our reconstructions of the open and total solar magnetic flux
back to the Maunder minimum [Solanki et al., 2000, 2002; Krivova et al., 2007;
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Fig. 2.4 Solar total
irradiance since 1610
reconstructed using the
SATIRE-T model (red line).
Also shown are the 11-yr
smoothed TSI (thick black
line) and PMOD composite
of measurements since 1978
(green). From Krivova et al.
[2010]

Vieira and Solanki, 2010] from the sunspot number. The total flux agrees well with
observations available for the last 4 cycles, while the open flux closely follows the
empirical reconstruction by Lockwood et al. [2009]. Moreover, if the modelled open
flux is used to calculate 44Ti activity following Usoskin et al. [2006b], the latter
agrees well with 44Ti activity measured in stony meteorites [Vieira et al., 2011].

Using the modelled solar surface magnetic flux as input to SATIRE-T (see
Sect. 2.2), Balmaceda et al. [2007] and Krivova et al. [2007, 2010] have recon-
structed solar total and spectral irradiance since the Maunder minimum. The recon-
structed TSI is shown in Fig. 2.4. We find that between the end of the Maunder
minimum and the end of the 20th century, the cycle-averaged TSI has increased by
1.25 W/m2 or about 0.9 %. Krivova et al. [2007] have estimated the possible range
of the secular increase as 0.9–1.5 W/m2. This range is consistent with most other re-
cent estimates derived under various assumptions [Foster, 2004; Wang et al., 2005;
Crouch et al., 2008; Steinhilber et al., 2009], although two different, fairly contro-
versial estimates have recently been published by Schrijver et al. [2011] and Shapiro
et al. [2011]. This is because they considered rather extreme assumptions about the
solar activity state during the Maunder minimum. Schrijver et al. [2011] assumed
that the minimum solar activity state, similar to that reached during the Maunder
minimum, was globally approached during the last minimum in 2008, which sug-
gests a decrease of only about 0.014–0.036 % compared to the minimum in 1996.
Shapiro et al. [2011], in contrast, assumed that during the Maunder minimum the
entire solar surface had the intensity that is currently observed only in the darkest
parts of supergranule cells, which results in a value of 0.4 % (6 ± 3 W/m2) for the
TSI change between the Maunder minimum and the present. Therefore these two
extreme estimates may be considered as lower and upper limits.

Figures 2.5 and 2.6 show solar irradiance in Ly-α and several other spectral in-
tervals of special interest for climate models reconstructed by Krivova et al. [2010].
Interestingly, the irradiance variation in the IR, between 1500 and 2500 nm, is re-
versed compared to other spectral ranges, as also seen in SORCE/SIM data [Harder
et al., 2009], which, however, also displays such a reversed behaviour in the visible.
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Fig. 2.5 Solar irradiance in
Ly-α reconstructed using the
SATIRE-T model (black solid
line). Also shown are the
11-yr smoothed Ly-α
irradiance (dark blue),
measurements by the
UARS/SUSIM instrument
(red) as well as the composite
(green) of UARS/SOLSTICE
measurements and proxy
models by Woods et al.
[2000]

Fig. 2.6 Reconstructed solar irradiance in selected spectral intervals of special interest for cli-
mate models: daily (thin lines) and smoothed over 11 years (thick lines). (a) Shumann-Runge oxy-
gen continuum; (b) Schumann-Runge oxygen bands; (c) Herzberg oxygen continuum; (d) Hart-
ley-Huggins ozone bands; (e) and (f) water vapour infrared bands. The exact wavelength ranges
are indicated in each panel. From Krivova et al. [2010]

Potentially, information on the magnitude of the secular change in irradiance can
be provided by full-disc solar images in the Ca II line. A number of observatories
around the globe carried out such observations since the beginning of the 20th cen-
tury, and some of these archives have recently been digitised. Unfortunately, these
images suffer from numerous problems and artefacts (e.g., plate defects and ag-
ing, geometrical distortions, degradation and changes of the instrumentation etc.),
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some of which, such as photometric uncertainties, are difficult to correct [Ermolli
et al., 2009]. Thus more work is needed before the Ca II archives can be employed
for reliable irradiance reconstructions, although their potential remains very large.
A simultaneous analysis of different archives would be advantageous.

2.5 Pretelescopic Era

The sunspot number record goes back to 1610. Information on the solar magnetic
activity prior to 1610 is provided by concentrations of cosmogenic isotopes, such
as 14C or 10Be, in natural archives. These can be used to calculate the Sun’s open
and total magnetic flux and the sunspot number [Solanki et al., 2004; Usoskin et al.,
2006a; Steinhilber et al., 2009; Vieira and Solanki, 2010].

The main complication for the irradiance reconstructions is that only cycle-
averaged values can be derived. Thus the SATIRE-T model cannot be applied di-
rectly. Vieira and Solanki [2010] and Vieira et al. [2011] have reconstructed the
evolution of the decadally averaged magnetic flux from decadal values of 14C con-
centrations employing a series of physics-based models connecting the processes
from the modulation of the cosmic ray flux in the heliosphere to the isotope records
in natural archives. They have also found that the variation in the TSI is produced
by contributions of the magnetic flux from two cycles. This result suggests that re-
constructions of TSI based on linear relationships between the open flux and TSI
[e.g., Steinhilber et al., 2009] are not justified physically, although the practical
consequences are expected to be significant mainly for time scales shorter than 40–
50 years. Vieira et al. [2011] thus compute the TSI (Fig. 2.7) as a linear combination
of two consecutive decadal values of the open magnetic flux and employ different
paleomagnetic models to evaluate the uncertainties.

Note that the TSI reconstructed in this way shows a stronger increase since the
Maunder minimum than the reconstruction by Steinhilber et al. [2009] from the
10Be data. This is expected to be largely due to the difference in the methods em-
ployed by the two groups, although differences in the input data, 10Be vs. 14C, may
also contribute. In particular, the linear relationship between the TSI and the open
flux employed by Steinhilber et al. [2009] is based on the measurements for the
last 3 minima only [Fröhlich, 2009]. Of these, the levels of the last two in the TSI
are rather uncertain (see Sect. 2.3.1).

2.6 Summary

The SATIRE models have been used to reconstruct solar total and spectral irradiance
on time scales ranging from a day up to millennia from different available prox-
ies of solar magnetic activity. Most accurate are reconstructions from the full-disc
magnetograms and continuum images (SATIRE-S) covering the period after 1974.
Reconstructions from the sunspot number (SATIRE-T) go back to 1610, while the
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Fig. 2.7 (a) TSI reconstruction since 9500 BC from the SATIRE-M (blue) and SATIRE-T (red)
models. (b) Enlargement of panel a for the last 3000 years. From Vieira et al. [2011]

SATIRE-M version, relying on the cosmogenic isotope concentrations, has provided
TSI over the whole Holocene. The following data sets produced in the framework
of the CAWSES/SOLIVAR project described here are available from the MPS Sun-
Climate web page http://www.mps.mpg.de/projects/sun-climate/data.html:

– the solar spectral UV irradiance at 115–400 nm between 1 Jan 1974 and 31 Dec
2007 reconstructed from magnetograms [Krivova et al., 2006, 2009b];

– TSI and SSI since 1610 reconstructed from the sunspot number [Balmaceda et
al., 2007; Krivova et al., 2007, 2010];

– TSI for the Holocene reconstructed from the 14C data [Vieira et al., 2011];
– the composite of daily sunspot areas and the PSI index calculated after cross-

calibration of measurements by different observatories [Balmaceda et al., 2009].

http://www.mps.mpg.de/projects/sun-climate/data.html
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Chapter 3
Investigation of Solar Irradiance Variations
and Their Impact on Middle Atmospheric Ozone

Mark Weber, Joseph Pagaran, Sebastian Dikty, Christian von Savigny,
John P. Burrows, Matt DeLand, Linton E. Floyd, Jerry W. Harder,
Martin G. Mlynczak, and Hauke Schmidt

Abstract The satellite spectrometer SCIAMACHY aboard ENVISAT is a unique
instrument that covers at a moderately high spectral resolution the entire optical
range from the near UV (230 nm) to the near IR (2.4 µm) with some gaps above
1.7 µ. This broad spectral range allows not only the retrieval of several atmospheric
trace gases (among them ozone), cloud and aerosol parameters, but also regular daily
measurements of the spectral solar irradiance (SSI) with an unprecedented spectral
coverage. The following studies were carried out with irradiance and ozone data
from SCIAMACHY: a) SCIAMACHY SSI was compared to other solar data from
space and ground as well as with SIM/SORCE (Solar Irradiance Monitor, the only
other satellite instrument daily measuring the visible and near IR), in order to verify
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the quality of the SCIAMACHY measurements, b) an empirical solar proxy model,
in short the SCIA proxy model, was developed that permits expressing the SCIA-
MACHY SSI variations by fitting solar proxies for faculae brightening and sunspot
darkening, which then allows investigation of solar variability on time scales be-
yond the instrument life time, e.g. 11-year solar cycle, c) solar cycle SSI variations
derived from empirical models (Lean2000, SATIRE, SCIA proxy) and different ob-
servations (SBUV composite, SUSIM) were compared for the three most recent
solar cycles 21–23, and d) SCIAMACHY ozone limb profiles were analyzed to de-
rive signatures of the 27-day solar rotation on stratospheric ozone. Our studies were
complemented by investigations of daytime variations in mesospheric ozone (here
data from SABER/TIMED), which were compared to results from the HAMMO-
NIA chemistry climate model.

3.1 Introduction

Regular daily space-borne satellite SSI monitoring started in 1978. The wavelength
coverage of early SSI measurements from different satellite instruments was gen-
erally limited to below 400 nm (UV), where the largest variations occur over an
11-year solar cycle [Rottman et al., 2004]. A limiting factor for many space spec-
trometers measuring in the UV is the optical degradation due to hard radiation that
makes it challenging to maintain the accuracy over the instrument lifetime which
rarely extends to more than a decade [DeLand et al., 2004]. In order to derive es-
timates for SSI variations over an entire 11-year solar cycle or more one needs to
rely on a SSI time series composed of different instruments (UV composite) as done
for the UV spectral range [DeLand and Cebula, 2008] or use solar proxies, like the
Mg II index, that are well correlated with irradiance changes over a large spectral
range to extrapolate beyond the instrumental lifetime [DeLand and Cebula, 1993;
Viereck et al., 2001].

Daily observations of the visible and near-IR started with the three channel SPM
(Sun Photometer) of VIRGO/SOHO (1996–2010) at selected wavelength bands
[Fröhlich et al., 1997] and were continued with GOME/ERS-2 (Global Ozone
Monitoring Experiment) since 1995, covering 240–800 nm [Weber et al., 1998;
Burrows et al., 1999], SCIAMACHY/ENVISAT (Scanning Imaging Absorption
Spectrometer for Atmospheric Chartography) since 2002, covering 220 nm–2.4 µm
[Bovensmann et al., 1999], and SIM/SORCE (Solar Irradiance Monitor) since 2003,
240 nm–3 µm [Harder et al., 2005a, 2005b]. In Fig. 3.1 a sample SCIAMACHY so-
lar irradiance spectrum is shown. Compared to the UV region, daily irradiance mea-
surements simultaneously covering the UV, visible, and the near IR do not cover
yet a complete solar cycle. One of the important scientific question is what are the
irradiance changes in the visible and near IR during 27-day solar rotations and can
we use this information to extrapolate to changes during the 11-year solar cycle.

SCIAMACHY is primarily an atmospheric sounder measuring several trace
gases in nadir (column amounts) and limb viewing geometry (vertical profiles)
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Fig. 3.1 SCIAMACHY full disc solar spectrum measured on March 4, 2004. The eight spec-
tral channels varying in spectral resolution from 0.2 nm to 1.5 nm are indicated. The gaps near
1850 nm as well as 2200 nm are not measured by SCIAMACHY since terrestrial water vapor ab-
sorption saturates in the atmospheric observation mode. From Pagaran et al. [2009]. Reproduced
by permission of the AAS

[Bovensmann et al., 2011]. Global vertical profiles of ozone are measured by SCIA-
MACHY and cover the altitude range from the tropopause to about 70 km altitude
[von Savigny et al., 2005; Sonkaew et al., 2009]. The influence of irradiance varia-
tions related to the 27-day mean solar rotation period on upper stratosphere ozone
can be investigated using SCIAMACHY ozone data. The upper stratosphere above
30 km is chemically controlled and an immediate radiative influence on the photo-
chemistry is expected [e.g. Gruzdev et al., 2009; Fioletov, 2009]. In this study for
the first time a wavelet analysis was applied to study the 27-day signature in ozone.
This permits the investigation of the time-varying frequency content of the ozone
signal.

The non-polar orbit of the TIMED satellite (Thermosphere, Ionosphere, Meso-
sphere, Energetics and Dynamics) carrying the SABER instrument (Sounding of
the Atmosphere using Broadband Emission Radiometry) [Russell III et al., 1999]
permits the study of daytime variations in mesospheric ozone that are significantly
larger than the 27-day and solar cycle related changes observed in the upper strato-
sphere [Huang and Mayr, 2008]. In this study the daytime variation of mesospheric
ozone were compared for the first time with the output of a chemistry climate model
[Dikty et al., 2010a].

3.2 SCIAMACHY Spectral Solar Irradiance

SCIAMACHY is a passive remote sensing double spectrometer combining a predis-
persing prism and eight gratings in separate channels. Silicon and InGaAs detectors
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Fig. 3.2 SSI ratios of SCIAMACHY, SIM [Harder et al., 2010], and PMOD/WRC (WRC85) com-
posite [Wehrli, 1985] with respect to the SOLSPEC/ATLAS-3 shuttle experiment data [Thuillier et
al., 2004]. Close to the channel boundaries of the SCIAMACHY instrument larger deviations are
observed due to instrumental artifacts. From Pagaran et al. [2011a]. Reproduced with permission
©ESO

are used as linear arrays with 1024 pixels each in Channels 1–5 (UV/visible) and
Channels 6–8 (near IR), respectively. A detailed description of SCIAMACHY can
be found in Bovensmann et al. [1999] and Pagaran et al. [2009].

Radiometrically calibrated SSI has been measured by SCIAMACHY since July
2002 once a day. A sample spectrum from March 2004 is shown in Fig. 3.1.
The SCIAMACHY SSI has been compared with solar data from other satellites
and measurements from the ground [Skupin et al., 2005a, 2005b; Pagaran et al.,
2011a]. Figure 3.2 shows the comparison of SCIAMACHY with SIM [Harder et
al., 2010], the SOLSPEC/ATLAS-3 shuttle experiment [Thuillier et al., 2004], and
the PMOD/WRC (WRC85) composite [Wehrli, 1985]. The PMOD/WRC compos-
ite (200 nm–10 µm) was derived from various spectra obtained from aircraft, rocket,
and balloon experiments as well as ground data from Neckel and Labs [1984]. SCIA-
MACHY agrees to within 5 % (SIM within 4 %) with the SOLSPEC data from 300
to 1600 nm [Pagaran et al., 2011a]. The theoretical precision is usually in the range
of 2–3 % based upon radiometric standards [Bovensmann et al., 1999]. A more
comprehensive comparison also to other solar data can be found in Pagaran et al.
[2011a].

In later years of the SCIAMACHY mission the optical degradation in the UV
due to the hard radiation environment in space is evident. The agreement of
SCIAMACHY with other solar data can be improved when using the white light
lamp (WLS) source as a degradation correction, however, the corrections are too
strong since WLS itself is optically degrading and therefore this type of correction
cannot be applied to the more recent SCIAMACHY data [Pagaran et al., 2011a].
Further investigations are underway to improve upon the in-flight radiometric cal-
ibration. For atmospheric studies this is generally not a problem since the degra-
dation cancels out in the sun-normalized earth radiances used in most atmospheric
retrievals.

The Mg II core to wing ratio derived from the Mg II Fraunhofer lines at 280 nm
(Fig. 3.3) is an index that has been proven to correlate well with UV irradiance
changes down to 30 nm [DeLand and Cebula, 1993; Viereck et al., 2001]. It is a mea-
sure for the chromospheric activity of the sun and describes the plage and faculae
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Fig. 3.3 Composite Mg II index measured near 280 nm derived from multiple satellite data
and extending from solar cycle 21 to 24. In addition to SBUV(/2), UARS/Solstice, GOME, and
SCIAMACHY as indicated here, other data such as SUSIM, the more recent SBUV/2 instruments
from NOAA-16 to NOAA-18 as well as SORCE/Solstice have been used to fill daily gaps. The
smooth white line shows the low-pass filtered time series by applying a 55-day triangular filter to
remove the 27-day solar rotation signature

brightening responsible for the UV increase. The Mg II index, defined as a ratio,
is insensitive to instrumental degradation and has been derived from many different
instruments to provide a long-term time series going back to the late 1970s [De-
Land and Cebula, 1993; Viereck and Puga, 1999; Viereck et al., 2004]. An updated
composite Mg II index by adding GOME [Weber et al., 1998; Weber, 1999] and
recent SCIAMACHY data is shown in Fig. 3.3. It seems that the Mg II index was
lower during the recent solar minimum in 2008 than the two solar minima before,
but this is not statistically significant. A potential lower solar minimum value could
be expected from the very low thermospheric density observed in 2008 [Emmert et
al., 2010]. Solar irradiance at extreme ultraviolet (EUV) wavelengths heats the ther-
mosphere, causing it to expand. Low EUV irradiance contracts the thermosphere
and decreases the density at a given altitude. The cooling of the upper atmosphere
due to increases of greenhouse gases can only explain part of the recent contraction
observed [Emmert et al., 2010; Solomon et al., 2011].

3.3 Irradiance Variations from Solar Rotations to Several Solar
Cycles

In order to estimate SSI irradiance variations beyond the instrument lifetime and
covering several decades a model was developed that uses solar proxies scaled to
SCIAMACHY SSI observations. The underlying assumption is that irradiance vari-
ations are mainly caused by solar surface magnetic activity [Fligge et al., 2000] and
can be expressed in terms of faculae brightening as represented by the Mg II index
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Fig. 3.4 Modeled and observed SCIAMACHY solar irradiance change during the Halloween solar
storm in 2003 decomposed into faculae and sunspot contributions. The inset shows the Mg II and
PSI index with labels A and B indicating dates from which irradiance differences were derived.
From Pagaran et al. [2009]. Reproduced by permission of the AAS

and sunspot darkening as expressed by the photometric sunspot index (PSI), here
taken from Balmaceda et al. [2009]. The SSI can then be written as a time series as
follows

Iλ(t) = Iλ(to)+ aλ
[
Pa(t)− Pa(to)

]+ bλ
[
Pb(t)− Pb(to)

]+ pλ(t), (3.1)

where Pa(t) and Pb(t) are the Mg II index and PSI time series, respectively.
A similar approach was used to model UV irradiance variations derived from
UARS/Solstice [Lean et al., 1997].

A multivariate linear regression is performed to determine the regression coef-
ficients of the solar proxies. In addition to the two solar proxy terms piecewise
polynomials, pλ(t), are used to correct for instrument degradation and small jumps
following instrument and satellite platform anomalies [Pagaran et al., 2009]. The
regression was applied to SCIAMACHY SSI time series over several solar rotations
during 2003 and 2004. Regression coefficients, aλ and bλ, were determined from
240 nm to 1750 nm (SCIAMACHY channels 1 to 6) in steps of 10 nm [Pagaran
et al., 2009]. As a solar reference spectrum, Iλ(t0), the SCIAMACHY SSI from
March 4, 2004, (Fig. 3.1) was selected.

The modeled and observed SCIAMACHY solar irradiance change is shown as
an example in Fig. 3.4 during the Halloween 2003 solar storm, where the PSI index
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Fig. 3.5 Solar irradiance variations during solar cycle 23 as derived from SCIAMACHY obser-
vations and proxy data. Solar maximum and minimum dates were defined by the 81 day boxcar
smooth of Mg II index time series (inset). Contributions from faculae and sunspots are indicated.
From Pagaran et al. [2009]. Reproduced by permission of the AAS

value reached the lowest value since 1980 and substantial mesospheric ozone loss
(mainly due to solar protons) was observed by SCIAMACHY [Rohen et al., 2005].
The combined faculae and sunspot contributions and SCIAMACHY observations
are in qualitative agreement with Fig. 6 in Lean et al. [2005]. Across the near-UV,
vis, and near-IR spectral range solar irradiance dropped by 0.3 % (near-IR) to 0.5 %
(near-UV). This is consistent with a drop of about 0.4 % in the total solar irradiance
(TSI) or solar constant. Below 300 nm an irradiance enhancement due to faculae
activity was observed reaching +1.3 % near 250 nm.

The SCIAMACHY irradiance time series as well as the SCIA proxy model show
the dark faculae effect in the spectral region 1400–1600 nm (near opacity H− mini-
mum), where both sunspot and faculae contributions are negative in agreement with
observations from ground indicating a darkening under enhanced solar activity con-
ditions [Moran et al., 1992]. The SCIA proxy model, nevertheless, underestimates
the observed irradiance depletion in this spectral region.

The SCIA proxy model can be used to reconstruct spectral irradiance changes
since the late 1970s, where the Mg II index record started, covering nearly three
solar cycles. From the SCIA proxy model the UV contribution below 400 nm to TSI
changes in solar cycle 23 (∼0.1 %) is 55 % [Pagaran et al., 2009] which is higher
than the 30 % estimate from solar cycle 22 derived from SOLSTICE observations
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Fig. 3.6 SSI changes during
part of the descending phase
of solar cycles 21 to 23 (top
to bottom), respectively.
Dates near solar maximum
and minimum are chosen in
such a way that the
differences between the Mg II
indices are about the same in
each solar cycle and
correspond to that of the SIM
observation period used here.
NRLSSI [Lean, 2000],
SATIRE [Krivova et al.,
2009] and SCIA proxy are
models. SUSIM, SIM, and
UV composite from DeLand
and Cebula [2008] are direct
satellite observations. From
Pagaran et al. [2011b]

[Lean et al., 1997] and lower than the 63 % derived from the semi-empirical model
SATIRE (Spectral and Total Irradiance Reconstructions) [Krivova et al., 2006].

The largest TSI change contribution comes from the near UV (300–400 nm),
where the irradiance solar cycle change per wavelength is well below 1 % [Pagaran
et al., 2009]. During solar cycles 21 to 23, the dominant contribution to irradiance
changes in the UV from solar minimum to maximum comes from the faculae bright-
ening. The sunspot contribution is non-negligible in the near UV and in the visible
cancels within the error bars the faculae brightening (see Fig. 3.5 and Pagaran et
al. [2009, 2011b]). The dark faculae near 1400–1600 nm are again evident at so-
lar maximum in agreement with observations by SIM and results from the SATIRE
model [Unruh et al., 2008].

Harder et al. [2009] reported on SIM irradiance changes during the descending
phase of solar cycle 23 (April 2004 to November 2007) and found UV changes
that are much larger than models like the NRLSSI irradiance model [Lean, 2000]
indicate. This is also true when comparing to other data sets as shown in Fig. 3.6
where the comparison is extended to the SCIA proxy model, the SATIRE model
[Krivova et al., 2009], and the UV composite from DeLand and Cebula [2008] as
well. Also shown in this figure are the comparison of irradiance changes during the
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descending phase of prior solar cycles with similar Mg II index change as in solar
cycle 23 [Pagaran et al., 2011b].

It appears that current models including the SCIA proxy model that assume that
irradiance changes are mostly related to surface magnetic activity are underestimat-
ing solar cycle changes in the UV as compared to the SIM observations. Direct
observations from SUSIM and the UV composite also see larger UV changes dur-
ing solar cycle 22 than the models, but are still only about half of SIM’s result for
solar cycle 23. Such a large UV change as observed by SIM has strong implications
on radiative forcing in the upper atmosphere [Haigh et al., 2010; Oberländer et al.,
2012] and will remain a matter of debate.

3.4 Solar Rotation (27-Day) Signature in Stratospheric Ozone

The solar variation on the 11-year time scale has been shown to cause 2–3 % vari-
ability in tropical ozone at altitudes of approximately 40 km. This has been con-
cluded from different satellite observations [e.g. Remsberg, 2008; Fioletov, 2009,
and references therein] and was confirmed by model studies [e.g. Langematz et al.,
2005; Sekiyama et al., 2006; Marsh et al., 2007]. The influence of the 27-day solar
rotation on ozone was first investigated by Hood [1986] in the 1980s using SBUV
ozone measurements. He found the ozone sensitivity at 45 km to be slightly more
than 0.4 % per 1 % change in the 205 nm flux. Further investigations with dif-
ferent satellite data sets and model outputs covering other time periods followed
[Gruzdev et al., 2009; Fioletov, 2009, and references therein]. Austin et al. [2007]
and Gruzdev et al. [2009] compared the 27-day ozone variability determined by
chemistry climate models (CCM) with satellite measurements and were able to ver-
ify the observations in magnitude (0.4 to 0.5 %/%) but found the maximum ozone
sensitivity slightly lower in altitude (approx. 40 km) in the model simulations.

The motivation for this study is to use the new dataset that is available from
SCIAMACHY, e.g. global ozone profiles during the descending phase of solar cycle
23 [von Savigny et al., 2005; Sonkaew et al., 2009]. Continuous wavelet transform
(CWT), fast Fourier transform (FFT), and cross correlations (CC) have been applied
to SCIAMACHY ozone in the tropics (<20° latitude) between 20 and 60 km altitude
[Dikty et al., 2010b]. The maximum correlation between the Mg II index and ozone
is weaker during the maximum of solar cycle 23 (r = 0.38) than in the previous two
solar cycles that have been investigated in earlier studies using different data sets.
This is in agreement with results from Fioletov [2009].

The magnitude of the ozone signals is highly time dependent as revealed by the
CWT analysis and may vanish for several solar rotations even close to solar maxi-
mum conditions (see Fig. 3.7). The ozone sensitivity (ozone change in percent per
percent change in 205 nm solar flux) is on average about 0.2 %/% above 30 km
altitude and smaller by about a factor of two compared to earlier studies. For se-
lected three month periods the sensitivity may rise beyond 0.6 %/% in better agree-
ment with earlier studies. The analysis of the 27-day solar forcing was also carried
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Fig. 3.7 Selected three month periods with high (left panels) and low correlation (right panels)
between ozone (solid line) and Mg II index (circles). In each panel, the period, correlation (r),
and ozone sensitivity (s) is indicated, the latter is defined as the ozone change per Mg II index
change in units of %/%. The ozone sensitivity per unit 205 nm solar irradiance change is obtained
by multiplying s with 0.61. From Dikty et al. [2010b]. Reproduced by permission of American
Geophysical Union. ©2010 American Geophysical Union
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Fig. 3.8 SABER
observations at 9.6 µm (color)
and HAMMONIA model
(contour) daytime ozone
variations between 0.1 and
0.001 hPa expressed as
percent deviation from the
daytime mean. From Dikty et
al. [2010a]

out with stratospheric temperatures from the European Centre for Medium-Range
Weather Forecasts operational analysis. Although direct radiation effects on tem-
perature are weak in the upper stratosphere, temperature signals with statistically
significant periods in the 25–35 day range similar to ozone were found [Dikty et al.,
2010b].

3.5 Daytime Variations in Mesospheric Ozone

In comparison with the 27-day solar rotation signal and the 11-year solar cycle re-
sponse in the stratosphere, the diurnal and daytime variation of UV radiation inflicts
a by far greater response in upper atmosphere ozone. The response of ozone above
60 km to variations in UV radiation is less well established. Ozone and temperature
data from SABER (Sounding of the Atmosphere using Broadband Emission Ra-
diometry) in its version 1.07 [Russell III et al., 1999] are used to study the daytime
pattern of mesospheric ozone. In contrast to SCIAMACHY, SABER aboard TIMED
flies in a more inclined orbit allowing measurements at different local times. In our
study [Dikty et al., 2010a] a specific sampling of SABER data was preformed to de-
rive daytime pattern in tropical ozone using both the results from the 1.27 µ air glow
[Mlynczak et al., 2007] and 9.6 µm thermal emission retrieval [Rong et al., 2008].
Compared to the earlier study on daytime variations by Huang et al. [2008] more
years of SABER data were used and our results were compared to HAMMONIA
(Hamburg Model of the Neutral and Ionized Atmosphere) [Schmidt et al., 2006].

The amplitude of daytime ozone variations is approximately 60 % of the daytime
mean for SABER and lower for the model (see Fig. 3.8). The agreement with HAM-
MONIA is generally better for the 9.6 µm retrieved ozone data than for the 1.27 µm
air glow retrieval [Dikty et al., 2010a]. The maximum daytime peak anomaly ob-
served at 0.05 hPa (∼70 km) in the morning shifts its altitude to about 0.007 hPa
(∼80 km) in the afternoon. This daytime shift is in very good agreement with the



50 M. Weber et al.

model, however the peak anomaly reaches a maximum of 40–50 % of the day-
time mean, which is higher than HAMMONIA (30–40 %). Negative anomalies are
observed in the early morning hours at 0.007 hPa and in the late afternoon near
0.015 hPa in quite good agreement with the model. During equinox the daytime
maximum ozone abundance is higher than during solstice, especially above 0.01 hPa
(approx. 80 km). The seasonal variation is somewhat weaker in HAMMONIA.

In contrast to ozone, temperature data from SABER [Remsberg et al., 2008]
show little daytime variations between 65 and 90 km and their amplitudes are less
than 1.5 %, suggesting photochemistry playing a dominant role in the mesospheric
ozone chemistry. Marsh et al. [2002] proposed that the solar diurnal tide brings
down atomic oxygen for ozone production in the afternoon (>85 km). The model,
however, underestimates ozone in the afternoon above approximately 0.01 hPa, so
the remaining difference could be attributed to solar tides. The minimum early in
the morning is caused by the direct photolysis of ozone before enough atomic oxy-
gen is produced to counteract the ozone destruction. The ozone rise in the morning
hours may also be due to tides transporting ozone rich air from below [Marsh et al.,
2002]. The new SABER version 1.08 data will also include water vapor, which will
be helpful to constrain the HOx budget and its influence on daytime ozone.

3.6 Conclusion

SCIAMACHY was the first satellite instrument providing daily spectral solar irra-
diances (SSI) from the UV, visible and near infrared. The comparisons with other
solar data from space and ground showed good agreement to within a few percent
up to 1700 nm [Skupin et al., 2005a, 2005b; Pagaran et al., 2011a]. Expressing
SCIAMACHY irradiance variations over several solar rotations in terms of solar
proxies for sunspot darkening and faculae brightening permits the extrapolation of
SCIAMACHY SSI variations to the 11-year solar cycle scales [Pagaran et al., 2009,
2011b]. It was shown that about half of the 0.1 % change in the solar constant over
solar cycle 23 has originates from the visible and IR spectral region [Pagaran et
al., 2009]. A particular challenge is the solar cycle variation estimate for the near
UV (300–400 nm), where recent SIM observations [Harder et al., 2009] indicate
changes during solar cycle 23 that are much higher than expected from indirect
SCIAMACHY observations and other empirical models (assuming solar surface
magnetic activity as primary driver for SSI variations) as well as observations from
other satellite data in earlier solar cycles [Pagaran et al., 2011b].

SCIAMACHY limb ozone vertical profiles from 2003 to 2008 were analyzed for
signatures of the 27-day solar rotation. It was found that this signature is highly
variable in time and that even under solar maximum condition this signal can vanish
for several months [Dikty et al., 2010b]. On average the sensitivity above 30 km
is a 0.2 % ozone change per percent change in the 205 nm solar flux (important
for ozone production) near solar maximum, which is smaller than found in earlier
studies and prior solar cycles.
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Daytime variations in tropical mesospheric ozone yield changes of up to 60 %
from the daytime mean based upon SABER ozone data and peak anomalies are gen-
erally higher during equinox. SABER results were compared for the first time with
an output of a chemistry climate model, here the HAMMONIA model [Dikty et al.,
2010a]. SABER ozone from the 9.6 µm retrieval agrees qualitatively very well with
HAMMONIA, however, little agreement was found between modeled and SABER
temperatures above 0.01 hPa. The low temperature variations of a few degree during
daytime may suggest that photochemical processes are the main driver for daytime
ozone variations and to a lesser degree transport related to tides.
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Chapter 4
Solar Activity, the Heliosphere, Cosmic Rays
and Their Impact on the Earth’s Atmosphere

Horst Fichtner, Bernd Heber, Klaudia Herbst, Andreas Kopp,
and Klaus Scherer

Abstract During recent years it became evident that the climate of the Earth is not
only determined by terrestrial, in particular anthropogenic influences, but also by
external parameters. An open question is still whether the solar radiation or the cos-
mic rays are the main agents regarding the external climate driving. An answer to
this question requires quantitative modelling of all related processes. The present
chapter concentrates on the modelling of the cosmic ray transport from the inter-
stellar medium into the Earth’s atmosphere and, thus, on interstellar-terrestrial re-
lations. After a discussion of the significance of the local interstellar spectrum of
cosmic rays, first their transport in a dynamical heliosphere is considered. Second,
the cosmic ray propagation within the terrestrial magnetosphere is studied in order
to determine the so-called cut-off rigidities. And, third, the cosmic ray interaction
with the Earth’s atmosphere is described, with an emphasis on the ionisation and the
production of cosmogenic nuclides. On the basis of the suite of models being dis-
cussed in this overview further studies will be possible that should help to quantify
the overall effect of cosmic rays on the Earth environment and, particularly, climate.

4.1 Introduction

The Earth, as a small body located within our Galaxy, is exposed to a rush of en-
ergetic particles, so-called Galactic Cosmic Rays (GCRs), accelerated e.g. at super-
nova remnants [Büsching et al., 2005] to energies of several TeV or even higher. On
the way towards the Earth, however, these particles encounter three effective protec-
tion shields: the outer one is the heliosphere, defined as the bubble around the solar
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Fig. 4.1 A sketch of the heliosphere indicating the basic plasma streamings as seen in the rest
frame of the Sun. The main discontinuity surfaces of the heliosphere (dark grey region), i.e., the
heliospheric shock, the heliopause, and the bow shock. The light grey region depicts the inner
heliosheath (taken from Sternal [2010])

system being dominated by the solar wind, a supersonic stream of energetic particle
away from the Sun. The other two shields are located closer to the Earth: the mag-
netosphere, which is built up by the interaction of the Earth’s magnetic field with
the solar wind, and the terrestrial atmosphere. All these shields cause a modulation
of the CR spectra. The interaction of CR particles with atmospheric molecules and
atoms leads to an ionisation of the upper and middle atmosphere as well as to the
formation of cosmogenic nuclides, the most known of which are 10Be and 14C.

In addition to GCRs, the Earth is also exposed to energetic particles from the
Sun (Solar Energetic Particles (SEPs)), one indication for solar activity. Besides
such isolated events, the Sun shows a periodic behaviour between quiet and ac-
tive phases, which are correlated with the number of sunspots leading to the well
known Schwabe cycle of 11 years. At each solar maximum, the Sun’s magnetic
field reverses its polarity. Thus the magnetic cycle of the Sun is twice as long as the
Schwabe cycle and is called the Hale cycle (22 years).

The heliosphere as a whole is embedded into the Local Interstellar Medium
(LISM), the boundary between which is called the heliopause. From inside the he-
liosphere a further boundary is defined as the region where the solar wind has slowed
down to subsonic values, the termination or heliospheric shock, whereas the LISM
from outside could form a bow shock, which existence is still to be confirmed by
observations. The region between the termination shock and the heliopause is called
the inner heliosheath, while the one between heliopause and the bow shock is known
as the outer heliosheath. The structure of the heliosphere is shown schematically in
Fig. 4.1.
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As could be shown very recently by Scherer et al. [2011], the above mentioned
modulation of GCR spectra does not only take place in the heliosphere and inner
heliosheath, but already in the outer heliosheath, i.e. beyond the heliopause. All
these long term galactic and solar influences the Earth is exposed to are expected
not only to be recorded in terrestrial archives, but should have direct consequences
for the atmosphere and may even affect the climate, leading Scherer et al. [2006]
to the introduction of the term “Interstellar-Terrestrial Relations”. The variation of
GCR spectra can be measured by satellites in the heliosphere. In contrast, traces
found in terrestrial archives, e.g. ice cores, are subject also to the variation of the
Earth’s magneto- and atmospheres. In order to interpret such ice core data back in
time the latter variations need to be taken into account.

Correlations of cosmogenic nuclide abundances with climate tracers give valu-
able information regarding the question to what extent the terrestrial climate is in-
fluenced by external drivers. Candidates for the latter are the variable Sun (solar
forcing), perturbations of the Earth’s orbit (Milankovitch forcing), the variable CR
flux (CR forcing), and the varying atomic hydrogen inflow into the atmosphere of
Earth (hydrogen forcing).

A current debate is on solar vs. CR forcing, which are both modulated by solar
activity. In recent years various indicators of an influence of solar activity on the
terrestrial climate have been identified, see, e.g., Haigh [2007]. The exact chain of
physical processes, however, that is responsible for an external climate driving is
still unclear, and so the question whether the driving is mainly direct (solar forc-
ing) or indirect (CR forcing) remains unanswered. After the revival of the latter
idea [Svensmark and Früs-Christensen, 1997; Svensmark, 1998] the evidence for
an influence of CRs on the atmosphere of Earth has increased [e.g. Usoskin and
Kovaltsov, 2008; Wissing et al., 2010; Rohrs et al., 2010]. This is recognised in
the Fourth Intergovernmental Panel on Climate Change (IPCC) Assessment Report
‘Climate Change 2007’ [IPCC, 2007], wherein the potential significance of CRs
for the physics of the atmosphere and, thus, climate has been acknowledged. The
present Chapter concentrates on the modelling of the CR transport from the lo-
cal interstellar medium through the helio-, magneto- and atmosphere in order to
get a quantitative understanding of the parameter which determines the ionisation
and production of cosmogenic nuclides in the Earth’s atmosphere. This comprises
a study of the local interstellar spectrum (LIS) of galactic CRs (Sect. 4.2), of their
transport through the dynamical heliosphere (Sects. 4.3 and 4.4), through the mag-
netosphere (Sect. 4.5), and their interaction with the atmosphere (Sect. 4.6). The lat-
ter interaction manifests in three (partially debated) effects, namely (a) atmospheric
ionisation and (b) the production of cosmogenic nuclides (as described in Sect. 4.7
for 10Be).

4.2 Local Interstellar Spectra of Galactic Cosmic Ray Protons

The heliopause is the boundary layer between the interstellar and solar winds. In
the paradigm of cosmic ray modulation GCRs are entering our heliosphere and
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Fig. 4.2 Ratios of different unmodulated LIS proton spectra used in the study by Herbst et al.
[2010]. The blue, green, red, magenta and black curves correspond to the ratio of the local inter-
stellar spectra given by Garcia-Munoz et al. [1975]; Webber and Higbie [2003]; Langner et al.
[2003]; Webber and Higbie [2009], and Usoskin et al. [2005] to the one by Usoskin et al. [2005],
respectively. Accentuated in light-blue is the energy range relevant for the 10Be production, 0.4 to
8 GeV/n

encounter the outward-flowing solar wind. The intensity of GCRs is modulated
as they traverse the turbulent heliospheric magnetic field embedded into the solar
wind. In order to solve the transport equation for these particles numerically the
local interstellar spectrum (LIS) has to be specified among other parameters (e.g.
the diffusion coefficient in the heliosphere and the modulation volume). From re-
cent Ulysses measurements it became obvious that the LIS of galactic cosmic ray
nuclei can not be derived at energies below a few hundred MeV/nucleon [see e.g.
Heber and Potgieter, 2006; Scherer et al., 2011]. Thus, these spectra need to be
specified in an independent way. As an example, Webber and Higbie [2009] used
a cosmic ray transport model for the galaxy. This model includes, e.g., hadronic
interactions and a transport by diffusion in the turbulent galactic magnetic field.
The corresponding diffusion coefficients were taken from electron measurements
[Webber and Higbie, 2008]. By this method they derived a proton LIS. Other au-
thors like Burger et al. [2000], Usoskin et al. [2005] or Langner et al. [2003] used
results of more complex models, like the GALactic PROPagation code described
in e.g. Strong and Moskalenko [1998]. This program calculates the propagation
of relativistic charged particles and the diffuse emissions (γ -ray and synchrotron
emission) produced during their propagation and incorporates as much realistic as-
trophysical input as possible together with latest theoretical developments. Several
other parameterisations of the proton LIS exist as well [e.g. Garcia-Munoz et al.,
1975; Webber and Higbie, 2003]. Figure 4.2, taken from Herbst et al. [2010], shows
the variation of these spectra in an energy subset with respect to the one derived
by Usoskin et al. [2005]. In their analysis Usoskin et al. [2010] used the more re-
cent ones by Webber and Higbie [2003, 2009], Langner et al. [2003], and the spec-
trum by Garcia-Munoz et al. [1975] derived already in the 1970’s. The shaded area
shows the energy range which is most important for the atmospheric production of
10Be nuclides. As! can be seen these spectra agree well with each other for pro-
ton energies above 10 GeV/n. However, at lower energies differences up to a factor
of two exist. Nevertheless, the LIS has not been measured by now and, therefore,
each of these models may approximate it correctly at energies below a few hun-
dred MeV.
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Fig. 4.3 The modulation parameter reconstruction for the past 9300 years based on 10Be mainly
measured in the GRIP ice core (see Steinhilber et al. [2008] and Vonmoos et al. [2006]).The left
y-axis show the reconstructed φ using the Garcia-Munoz et al. [1975] LIS (blue curve). For most
time intervals the parameter is in the range of presently observed values, but there are times
(marked with the red vertical lines) where the parameter becomes zero or even negative (e.g.
around the years 500, 1300, and 5600 BP). The modulation values are converted to the other LIS
used in Herbst et al. [2010]. The resulting modulation parameters are shown on the right y-axes

Following Gleeson and Axford [1968] and Caballero-Lopez and Moraal [2004]
the full transport equation, discussed in Sect. 4.4, can be reduced to a simple
convection-diffusion equation, if (a) there are no additional sources of CRs within
the heliosphere, (b) there is a quasi-steady state, (c) the adiabatic energy loss rate
is negligible, and (d) there is no drift. Caballero-Lopez and Moraal [2004] showed
that the measured proton spectra at 1 AU can reasonably well be approximated by
this approach, the so-called force-field solution, during recent solar cycles. The cal-
culated spectrum at 1 AU depends, thus, only on the assumed LIS and the so-called
modulation parameter φ, describing the solar activity.

Herbst et al. [2010] showed that despite the differences of all these modelled
LIS the modulated spectra in the vicinity of the Earth can be adjusted to fit recent
PAMELA observations [Casolino et al., 2009] by varying the modulation parame-
ter, φ. Although a linear relationship between the LIS dependent modulation param-
eters was already found by Usoskin et al. [2005], Herbst et al. [2010] could show
that this relationship depends in addition on the energy range of interest. Since we
are interested in the production of cosmogenic nuclides, in particular 10Be, we fo-
cus our study on the energy range from 0.4 to 8 GeV/n [Masarik and Beer, 1999;
Webber and Higbie, 2003; McCracken, 2004; McCracken and Beer, 2007; Masarik
and Beer, 2009].

Figure 4.3 shows the long-term reconstruction of the solar modulation param-
eter φ reconstructed by Steinhilber et al. [2008]. The left y-axis displays the cor-
responding φ record using the LIS by Garcia-Munoz et al. [1975]. As can be
seen, for most of the time, the calculated modulation parameter is in the range of
presently observed values. However, in some time periods (marked as red vertical
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lines) φ becomes very small or even negative, for example around the years 500 BP
and 1300 BP. Further periods with negative values are found between 7400 and
5000 BP with the lowest values around 5600 BP. Herbst et al. [2010] applied dif-
ferent conversion equations in the energy range of 0.4 to 8 GeV/n to the long-term
φ record by Steinhilber et al. [2008]. This record (see Fig. 4.3) shows negative φ

values for all local interstellar spectra beside the two given by Usoskin et al. [2005]
and Langner et al. [2003]. Negative values are non-physical, and therefore must
be explained. Important sources of uncertainty are the atmospheric mixing and the
paleo-geomagnetic field reconstruction, which have been considered in the 10Be
production calculations of Masarik and Beer [1999], and therewith in φ. It is not
likely, however, that all negative φ values could be explained by these uncertainties
alone and, thus, other sources of uncertainty, i.e. contribution of heavier elements of
cosmic rays to the 10Be production, inner-heliospheric effects and the LISM turbu-
lence, have to be investigated in addition. Nevertheless, the long-term reconstruction
of the modulation parameter φ provides the potential to derive the low intensity lim-
its of the LIS [see Herbst et al., 2010, for further details] in the energy range of a
few hundred MeV.

4.3 The Dynamic Heliosphere

More detailed or even quantitative studies of interstellar-terrestrial relations require
the modelling of the global, dynamic heliosphere being located inside the turbulent
LISM. The present state-of-the-art of the modelling of a dynamic heliosphere with
a self-consistent treatment of the transport of cosmic rays is reviewed in Florinski
et al. [2009] and Potgieter [2010].

4.3.1 Basic Equations

A self-consistent description of the heliosphere and its dynamics requires taking into
account the full set of magnetohydrodynamic equations that describe the heliosphere
within the framework of a fluid picture, where several different fluids interacting
with each other are considered. The basic equations read in normalised form
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for each thermal (charged and neutral) component taken into account. Here, ρ is the
mass density, v the velocity, e the total energy density and pth the thermal pressure
of a given component. B is the magnetic field and Î the unity tensor. The terms Qρ ,
Qρv and Qe describe the exchange of mass, momentum and energy between the
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Fig. 4.4 Left column: Time evolution of the dynamic heliosphere represented by the solar wind
speed. The red line indicates the inclination at which Voyager 1 has crossed the termination shock.
Right column: 30 MeV CR intensities in the meridional plane of the heliosphere. Shown is a snap-
shot to solar activity minimum (top) and one at maximum (bottom)

thermal components and with the CRs if present. For details we refer to Ferreira
and Scherer [2006].

The transport of CRs is described by the Parker transport equation (see Sect. 4.4.1
for more details). The simultaneous solution of the above equations is referred to as
hybrid modelling and is discussed briefly in the following.

4.3.2 Hybrid Modelling

The self-consistent solution of the CR transport in a dynamical, i.e. time-varying
heliosphere (due to solar activity) requires, so far, a limitation to two spatial dimen-
sions. Scherer and Ferreira [2005a] developed the first hybrid model called ‘BoPo’,
combining plasma and CR propagation models, that was validated successfully by
fitting spectra during two consecutive 11-year Schwabe cycles [Scherer and Fer-
reira, 2005a] and time series [Scherer and Ferreira, 2005b; Ferreira and Scherer,
2006] observed by the Pioneer and Voyager spacecraft. A typical result from such
modelling is shown in Fig. 4.4.

Hybrid modelling in 3-D is possible but requires, so far, the assumption of a
steady-state heliosphere. Langner et al. [2006a] and Florinski and Pogorelov [2009,
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e.g.] used 3-D steady-state results as an input to a kinetic transport model and
studied in detail the modulation in the (inner) heliosheath, i.e. the region between
the termination shock and the heliopause, and found it to be very sensitive to the
shocked, i.e. subsonic solar wind velocity distribution. In extension of this mod-
elling, Langner et al. [2006b] have also considered the modulation of so-called
anomalous protons accelerated at or beyond the termination shock and found that
their intensity can peak beyond the termination shock location, as is observed by
Voyager 1. Given that Ferreira and Scherer [2006] arrived at the same finding with
the fully self-consistent 2-D BoPo model it can be concluded that 2-D models are a
reasonably well approximation. Furthermore, 2-D models can accommodate addi-
tional physical processes at comparatively low computational cost, as was demon-
strated in Ferreira et al. [2007], where stochastic acceleration as well as adiabatic
heating were included to successfully explain Voyager observations.

4.3.3 Heliospheric Magnetic Field

The heliospheric magnetic field, which has its origin in the solar magnetic field that
expands with the solar wind, is relevant on a large scale for the transport of CRs and
for injecting possibly pre-accelerated particles into the Fermi-I acceleration process
at the solar wind termination shock. [Scherer et al., 2010, among others] compared
four analytically described fields presently discussed in the literature and studied
the associated Fermi-I injection efficiency at the termination shock and found it to
be largely insensitive to the different field configurations.

Further important aspects are gradient and curvature drifts (see Sect. 4.4.1) of
CRs within the heliospheric magnetic field that depend on the location of the helio-
spheric current sheet (HCS). The latter is a plasma layer dividing the heliosphere
into the regions of different magnetic field polarity. Because of the cyclic solar
magnetic field reversals and the diverging and slowing plasma flow in the outer
heliosphere, the HCS is expected to have a complex structure during periods around
maximum solar activity, and in general in the heliosheath. Czechowski et al. [2010]
have derived the shape of the heliospheric current sheet at a given time by following
the plasma flow lines originating at the neutral line close to the Sun.

4.3.4 Connection with the Local Interstellar Medium

The above studies are triggered by recent observations [McComas et al., 2009;
Richardson and Stone, 2009] and indicate the growing interest in models of the
outer heliosphere that put emphasis on advanced treatments of the LISM includ-
ing a more realistic interstellar magnetic field [Pogorelov et al., 2009; Alouani-Bibi
et al., 2011], more detailed neutral flows [Lallement et al., 2010], and a complex
structured outer heliosheath, i.e. a layer of disturbed interstellar plasma beyond the
heliopause [Scherer et al., 2011].
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Interestingly, there is not only an influence of the LISM on the heliosphere and
the CR fluxes within, but also vice versa: the low-energy particles being accelerated
in the outer heliosphere contribute to the interstellar CR spectrum [Scherer et al.,
2008] and, moreover, can heat and ionise the LISM.

4.4 Propagation of Galactic Cosmic Rays in the Heliosphere

Due to the extremely low densities, galactic cosmic rays (GCRs) do not collide with
solar wind particles, but are affected by magnetic field irregularities frozen in and
carried along in the solar wind plasma.

4.4.1 Parker’s Transport Equation

The transport of GCRs in the heliosphere can be described by Parker’s [1965] trans-
port equation. Let f (r,R, t) be the differential CR distribution function with respect
to the particle rigidity R (momentum per charge), then its variation with time t and
position r is given by:
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where terms on the right-hand side represent:

a. Outward convection by the solar wind speed.
b. Gradient and curvature drifts (〈vD〉) in the global heliospheric magnetic field.
c. Inward diffusion (K(s)) through the interplanetary magnetic field irregularities in

response to the gradient set up by convection and deceleration. The symmetric
part of the tensor Ks consists of a parallel diffusion coefficient (K‖) and two
perpendicular diffusion coefficients (K⊥). In a spherical coordinate system and
averaged over all longitudes the effective radial diffusion coefficient is given by
Krr = K|| cos2 Ψ +K⊥r sin2 Ψ , with Ψ the angle between the radial direction and
the averaged HMF direction. Note that K|| dominates Krr in the inner and polar
regions and K⊥r dominates in the outer equatorial regions of the heliosphere.

d. Adiabatic energy changes from the divergence of the expanding solar wind.

Although the modulation of GCRs in the heliosphere still depends on all of the
processes described by the Parker equation, the simpleforce-field approximation
(cf. Sect. 4.2), is often used in the literature [Usoskin et al., 2005; Herbst et al.,
2010] and has been used to interpret 10Be-data from ice-cores [e.g. Steinhilber et
al., 2008].
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Fig. 4.5 Normalised count rates of 1.2 GV galactic cosmic ray electrons (black curve) and helium
(red curve) from 1980 to 1990. The count rates have been normalised so that a value of −70 % are
determined in 1991 [for details see Heber et al., 2009] (left panel). Cosmic ray flux as measured
via the Climax neutron monitor [Lopate, 2006], the dashed line indicates a (here arbitrarily chosen)
threshold discussed in the text (right panel)

4.4.2 The Imprint of the Hale-Cycle

The solar activity affects the CR modulation and is, thus, visible in the signatures
of energetic particles. Therewith the 78 day averaged count rate of electrons and α

particles from Heber et al. [2009], as displayed in the left panel of Fig. 4.5, shows
the “flat” and “peaked” maxima in the time profiles manifesting a Hale periodicity
of about 22 years in addition to the Schwabe period due to solar activity. While
the interpretation of alternating “flat” and “peaked” maxima may be ambiguous the
time profiles of negatively and positively charged particles are unambiguously an
imprint of particle drifts in the global heliospheric magnetic field.

From the presence of the 11-year Schwabe and 22-year Hale cycles in numerous
time series of climate indicators like tree rings, varves, precipitation, droughts or
temperatures [Fichtner et al., 2006] it has been concluded that solar activity has an
influence on the terrestrial climate. While at present it is unclear whether this influ-
ence is direct or indirect, cf. Sect. 4.1, and which processes establish such relation,
it is likely that the observed periods do contain valuable information.

Fichtner et al. [2010] have performed a comparative period analysis of solar
irradiance and cosmic ray flux. After demonstrating this way that the Hale period
is strongly associated to the latter, these authors offer a hypothesis why the Hale
period can occur in certain climate-indicative time series despite the insignificance
or absence of the Schwabe period.

From the right panel of Fig. 4.5 it is clear that above a certain threshold value
(indicated by the horizontal line), there is a significantly higher integral CR flux for
the duration of the broader flat maxima as compared to that of the peaked ones. This
is true for a whole range of threshold values (and, thus, to a great extent independent
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of them). The authors demonstrated that the integrated flux is not only systemati-
cally higher but that also the duration of high CR flux is, on average, by more than
three years longer for an A+ cycle compared to an A− cycle, where A± indicates
the polarity of the solar magnetic field. This extended duration might facilitate the
triggering of climate forcing: during the shorter A− cycles the integrated CR forcing
is too weak.

There are three important aspects to be noted: first, such threshold argument can-
not be made for the solar irradiance that is characterised by rather similar intensity
maxima. Consequently, the 11-year period could, in principle, be accompanied by
higher harmonics or sub-harmonics, but it cannot be expected to be absent when
these harmonics exist. Second, while at present the nature of a threshold effect is
still unclear, it could well be related to atmospheric ionisation [Usoskin and Ko-
valtsov, 2006] or to the global electric circuit [Tinsley et al., 2007; Harrison and
Usoskin, 2010]. And, third, in view of the complexity of the terrestrial climate sys-
tem it should not surprise that this threshold argument does not result in a strict
rule, it rather suggests an empirical explanation for the frequent strength of the Hale
period in time series of climate indicators. Once the actual processes relating solar
activity to the atmosphere and climate are identified, the above hypothesis can be
tested quantitatively.

4.5 Propagation of Galactic Cosmic Rays in the Earth’s
Magnetosphere

The above findings may depend also on the second one of the initially mentioned
shields, the Earth’s magnetic field. The main reason is the Lorentz force that deflects
charged particles perpendicular to the magnetic field direction.

Viewed from larger distances, a planetary magnetic field can be approximated
as a (usually) tilted dipole field, which becomes deformed under the influence of
the solar wind to form a magnetosphere with a long tail in downwind direction. An
inspection of magnetic field measurements within the Earth’s atmosphere, however,
reveals that the dipole approximation becomes less and less valid when approach-
ing the surface. Already Carl-Friedrich Gauß found in 1838 a representation of the
Earth’s magnetic field by means of an expansion of Schmidt-Legendre polynomi-
als in spherical coordinates r , ϑ and ϕ with the coefficients being calculated from
observations. A very common representation of the magnetic field approach based
on this approach is the International Geomagnetic Reference Field (IGRF, e.g. Pil-
chowski et al. [2010] for details).

A measure for the effectiveness of the magnetic shield is the so-called cut-off
rigidity, i.e. the minimal momentum per charge a particle must have in order to pen-
etrate the shield and reach the surface (cf. Sect. 4.6). The higher this value, the more
effective is the magnetic protection. Figure 4.6 (left panel) shows a map of the cut-
off rigidity for vertically incidenting particles (vertical cut-off rigidity). The figure
shows high values in equatorial (magnetic field lines essential parallel to the sur-
face) and low values in polar (perpendicular) regions demonstrating the influence of
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Fig. 4.6 Left panel: vertical cutoff rigidities mapped onto the Earth’s surface, computed with the
PLANETOCOSMICS simulation package (cf. Sect. 4.6) for the IGRF 2010 [Herbst et al., 2011].
Right panel: difference between the tangential and the radial components of the magnetic field,

δB =
√
Bϑ

2 +Bϕ
2 − |Br |, calculated with the IGRF model. r stands for the radial component, ϑ

and ϕ for the geographic co-latitude and longitude, respectively

the geometry of the magnetic field on the propagation of charged particles. A closer
inspection shows in addition also longitudinal variations, in particular a maximum
over India, which cannot be seen if the magnetic field is represented by a tilted (and
shifted) dipole field. As could be shown by Pilchowski et al. [2010] the geometry
of the magnetic field may have even larger influence on the cut-off rigidities than
the field strength has. To illustrate the influence of the geometry, the right panel of
Fig. 4.6 shows the difference, δB , between the tangential and radial components
of the IGRF 2010. Even when keeping in mind that this quantity cannot be much
more than a rough measure, a comparison shows remarkable similarities between
this quantity and the cut-off rigidity.

To go a step further, we investigate in addition temporal changes of the verti-
cal cut-off rigidity and compare these values with those of the magnetic field, as a
measure of which we take again the quantity δB . The left panel of Fig. 4.7 shows
the temporal evolution of the cut-off rigidity from 1955 up to 2010 at five differ-
ent places, while that of δB at the same places is shown in the right panel. Both
quantities are normalised to the values in 1955. For δB , we used the absolute value
and shifted curves afterwards to +1, if the value 1955 is negative. These places are
marked with (*) in the figure.

We observe a close correlation between the behaviour of the cut-off rigidities
and the geometry of the magnetic field with respect to the temporal evolution as
well. A second important quantity for the effectiveness of the magnetic shielding
is the magnitude |B| of the magnetic field. The prominent features are again only
visible in the IGRF, the most remarkable of which is the South Atlantic Anomaly, a
region with reduced magnetic field ranging from the eastern coast of South America
to the South African Cape region, where significantly enhanced counting rates of
energetic charged particles are detected, so that the magnitude appears to influence
the counting rates rather than the cut-off rigidities.
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Fig. 4.7 Change of the cut-off rigidity (left panel) and of the quantity δB (right panel) between
1955 and 2010 at five different places. Both values were normalised to the absolute value in 1955.
If the value of δB for 1955 is negative (stations marked with (*) in the right panel), the whole
curve was shifted from −1 to +1

4.6 Energetic Particles in the Atmosphere

Energetic charged particles that penetrate the magnetic field are able to pene-
trate the third shield, the terrestrial atmosphere where they will lose a significant
amount of their energy due to ionisation occurring in the upper atmospheric lay-
ers above approximately 25 km (corresponding to a column density of 100 g/cm2,
see also 4.6.1). Deeper inside the atmosphere primary particles are stopped effi-
ciently due to hadronic interactions with the surrounding atmospheric gases by
forming a fully developed secondary particle cascade which can be divided into
three main components: 1) the “soft” or electromagnetic component consisting
mainly of electrons, positrons and photons, 2) the “hard” or muon component and 3)
the “hadronic” nucleonic component consisting mostly of supra-thermal protons and
neutrons (see 4.6.2). The PLANETOCOSMICS code [Desorgher, 2006], a Monte-
Carlo simulation code based on the GEANT-4 simulation package [Agostinelli et
al., 2003], has been used to calculate the development of atmospheric cascades
[Dorman, 2004] as well as to model energetic charged particle measurements in
the atmosphere successfully [see e.g. Mironoval et al., 2008; Bazilevskaya et al.,
2008; Matthiä et al., 2009].

4.6.1 Ion Pair Production in the Atmosphere

Atmospheric measurable quantities like the ionisation as well as the production
of secondary neutrons, protons and muons can be computed for any given solar
modulation and location within the Earth’s atmosphere. Particles entering the at-
mosphere lose an amount of energy due to the interaction with atmospheric atoms
and molecules. An altitudinal dependence is represented by the specific energy loss
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Fig. 4.8 Ion pair production rates as a function of atmospheric depth at Thule (top left and bottom
panel) and at Peru for solar minimum conditions (1955 and 1965) and the solar maximum in 1959.
The open circles represent the measurements performed by Neher [1971], while the solid lines
show our computations. The simulations by Herbst [2011] are in good agreement with the balloon
measurements

dE
dx

(x) at a specific atmospheric depth x, which is associated with the ion pair pro-
duction rate Qi(x,φ) in the following way:

Qi(x,φ) =
∫ ∞

ECutoff,i

Yi(x,E) · Ji(E,φ)dE, (4.3)

where Yi(x,E) is the ionisation yield representing the number of ions produced
per mass unit of the surrounding atmospheric environment at a certain location,
represented by its cutoff energy ECutoff and atmospheric depth x due to a single
primary particle type i of a certain energy [see Usoskin et al., 2006]. Herbst [2011]
calculated the ion pair production rate Q(x,φ) =∑

i Qi(x,φ) for Greenland and
Peru during solar minimum conditions in 1955 (φ = 404 MV, left panel of Fig. 4.8)
and 1959 (φ = 1090 MV, middle panel of Fig. 4.8), respectively. The right panel of
Fig. 4.8 displays the ion pair production rate at Thule during solar maximum. Here
the solid lines represent our computations while the open circles are measurements
by Neher [1967, 1971].
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4.6.2 Secondary Particle Production

Since the soft component of the cosmic-ray-induced cascade is only of minor impor-
tance in the troposphere we here compare computations of the muonic and hadronic
components with atmospheric measurements at different locations as well as mod-
ulation levels. The most important source for atmospheric secondary muons is the
decay of charged pions produced in inelastic nucleus-nucleus collisions of primary
cosmic ray particles and secondary hadrons with particles in the atmosphere. As
Matthiä [2009] described in detail the calculations are in good agreement with at-
mospheric measurements by Kremer et al. [1999].

4.6.2.1 Computation of the Hadronic Component

Secondary protons and neutrons produced by collisions of CR ions with atmo-
spheric nuclei are the main contributors to the count rates of Neutron Monitors [see
Clem and Dorman, 2000]. Goldhagen et al. [2004] performed balloon flights at dif-
ferent geographic locations characterised by cutoff rigidities of RCutoff = 2.7 GV
and RCutoff = 11.6 GV, respectively. The weighted energy spectra dI

dE
· E for

these two measurements, see Fig. 4.9 left and middle panel, are obtained at an
altitude of 20.3 km (53.5 g/cm2) and at the Earth’s surface (1030 g/cm2). The
red curves represent the measurements while the black curves display our com-
putations. The measurements and our calculations are in good agreement, with
a small overestimation of the experimental data by the model below 1 MeV at
53.5 g/cm2.

For the second important hadronic component in the atmospheric CR induced
radiation field, the protons, we compare measured differential proton intensities
at three different atmospheric depths with our calculations (see the right panel of
Fig. 4.9). Here the measurements performed by the experiments BESS-2001 (Abe
et al. [2003], open triangles), CAPRICE98 (Boezio et al. [2003], diamonds) as well
as the AMS98 (AMS Collaboration et al. [2002], squares) at a geomagnetic cutoff
rigidity of RCutoff = 4.3 GV and atmospheric depths of 11.9 g/cm2, 5.5 g/cm2 and
0.0023 g/cm2 are used. As can be seen from Fig. 4.9 our calculations are in good
agreement with the measurements.

4.7 Cosmogenic Nuclides

Cosmogenic Nuclides (CNs) are the product of an interaction of GCRs as well as
SEPs with the atmospheric gases Oxygen, Nitrogen and Argon. Even if the intensity
of the LIS outside the heliosphere is assumed to be constant in time and GCRs are
modulated only by the solar magnetic activity and the geomagnetic field strength
[see e.g. Beer, 2000] the production of CNs is neither temporally nor spatially
constant. CNs are produced by mainly three production mechanisms: 1) spallation
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Fig. 4.9 Omnidirectional differential secondary neutron intensities (top left and top right panel) at
different atmospheric depths and geomagnetic locations in comparison to measurements by Gold-
hagen et al. [2004] (red curves) as well as differential proton intensities for three atmospheric
depths at a cutoff rigidity of 4.3 GV (bottom panel) performed by BESS-2001 (Abe et al. [2003],
open triangles), CAPRICE98 (Boezio et al. [2003], diamonds) as well as the AMS98 experiment
(AMS Collaboration et al. [2002], squares)

reactions, where protons as well as neutrons are sputtered off the atmospheric target
nuclei (O, N, Ar) during the interaction with a high energetic secondary neutron,
2) thermal neutron capture, which occurs because most of the neutrons produced in
the cascades and sub-cascades are slowed down to thermal energies in the energy
range of 1 · 10−8 − 7 · 10−7 MeV [see Phillips et al., 2001], and 3) negative-muon
capture, where thermal energetic muons are captured by the atomic ! electron shell
of the target atom, cascading towards the lowest electron shell, where they decay or
are captured by the nucleus [see Eidelman et al., 2004]. Once cosmogenic nuclides
are produced they are subject of atmospheric mixing and transport mechanisms and
become attached to atmospheric aerosols. After being transported and distributed
by these circulation mechanisms they either are eroded by condensation (10Be and
36Cl), or they become attached to carbon-cycle based organic molecules [14C, see
e.g. Dunai, 2010] and therewith archived in natural archives like ice, rocks or trees
containing and preserving the paleomagnetic informations. Here we will investi-
gate the computation of the production of the cosmogenic nuclide 10Be in more
detail.
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Fig. 4.10 10Be production cross-sections for neutron and proton projectiles on atmospheric nitro-
gen (top) and oxygen (bottom) derived from Masarik and Beer [1999] labelled as MB (1999) and
Webber and Higbie [2003] labelled as WH (2003)

4.7.1 The Production of Cosmogenic Nuclides

In order to describe the probability of a certain nuclear reaction to occur, the (nu-
clear) cross section σ is used, which strongly depends on the type as well as the
relative velocity of the projectile. Most of the cross sections used in order to calcu-
late the cosmogenic nuclide productions are not known very well, and only a few
theoretical or measured data exist. The production of 10Be can be described by two
sets of cross-sections based on Masarik and Beer [1999] and Webber and Higbie
[2003], which vary significantly from each other, as shown in Fig. 4.10, so that the
influence of the used cross-sections on the production of cosmogenic 10Be is inves-
tigated in the following.

4.7.2 Modelling the Production of Cosmogenic Nuclides

According to Masarik and Beer [2009] the production of cosmogenic nuclides is
given by:

Pj (φ,RCutoff,x) =
∑

i

Ni

∑

k

∫ ∞

ECutoff

σijk(Ek) · Jk(φ,RCutoff,x,Ek) dEk, (4.4)

with Ni as the number of atoms per mass unit of the target nucleus type i, σijk(Ek)

representing the cross section for the production of the cosmogenic nuclide type j

from the target element i by the secondary particles of type k with a specific energy
Ek . Furthermore Jk(φ,RCutoff,x,Ek) is the total secondary particle flux of type k

with an energy Ek as function of the modulation parameter φ, geographic location
(RCutoff) as well as atmospheric depth x.

Figure 4.11 shows the atmospheric-depth-integrated 10Be production rates as
function of latitude and longitude for different solar modulation periods using the
galactic cosmic ray proton and α-particle model by Usoskin et al. [2005]. The up-
per panels of Fig. 4.11 display the computed depth-integrated 10Be production rates
of the two cross section sets, those from Masarik and Beer [1999] on the left, the
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Fig. 4.11 Atmospheric depth integrated 10Be production rates as function of latitude and longitude
[Herbst, 2011]. The upper panels show the distribution according to solar minimum conditions (the
left panel displays the production rates using the cross sections by Masarik and Beer [1999], the
right panels those by Webber and Higbie [2003]), while the lower panels display the same, but for
solar maximum (φ = 1500 MV)

ones by Webber and Higbie [2003] on the right, during a typical solar minimum
(φ = 500 MV) while the lower panels display the results for solar maximum con-
ditions (φ = 1500 MV), showing that the 10Be production rates are anti-correlated
with the cutoff rigidities (see Fig. 4.6), i.e. locations with high cutoff rigidities show
small 10Be production rate values and vice versa. The comparison between the two
cross-section sets reveals a variation of up to 25 %, and therewith is not negligible.

4.8 Summary and Conclusion

While the solar-terrestrial relationship has been established to be important for our
modern society, that relies on sensitive electronic devices, the importance of the
interstellar terrestrial relationship for the Earth environment is discussed seriously
only since the 1990’s. While most studies are based on correlations with proxies
of the Earth climate, the goal of our project was to estimate and even quantify the
variation of energetic particle intensities in the Earth’s atmosphere caused by Galac-
tic Cosmic Rays. These particles interact with the Earth’s atmosphere and produce
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cosmogenic isotopes and ionise the atmosphere. While the projects by Kallenrode
(see Chap. 13) concentrate on the consequences for the atmospheric chemistry due
to ionisation, this chapter is focused around the understanding of the long-term vari-
ation of the 10Be production rate as the last link in a long chain of processes ranging
from galactic to terrestrial scales. This rate is determined by the physics of energetic
particles in the atmosphere discussed in Sect. 4.7. We found that only due to the un-
certainty of the different cross-sections the resulting uncertainty of the production
rate is on the order of 25 %. The radiation (energetic particle) field in the atmo-
sphere consisting mainly of secondaries has been determined in Sect. 4.6 using a
Monte-Carlo Simulation. A comparison with measurements results in a similar un-
certainty for the flux of secondary particles. The magnetosphere acts as a magnetic
filter, which means that the lowest energy for a “primary” cosmic ray hitting the
Earth’s atmosphere depend on the geomagnetic position as discussed in Sect. 4.5.
As a consequence we show in the same section that a detailed knowledge of the
Earth magnetic field is essential to understand the variation of ground based mea-
surements. The intensity of cosmic rays outside of the Earth magnetosphere depend
on the local interstellar spectrum and its modulation in the heliosphere as discussed
in Sects. 4.2 and 4.4, respectively. These topics are tied close together and cannot be
discussed separately, since the local interstellar spectra have not been measured in-
situ so far. Using the force-field solution we could show that all proposed models are
able to reproduce observations close to Earth with different modulation parameters.
These parameters, however, depend on numerous physical processes and boundary
conditions. One of them is the dynamical heliosphere as discussed in Sect. 4.3. In
contrast to last millennium propagation models hybrid models (combining plasma
and propagation models) reveal the importance of the outer heliosphere beyond the
termination shock for the local interstellar spectrum and long-term modulation. In
addition using the full description of the particle transport in the heliosphere we
propose a criterion to distinguish between cosmic ray and photon induced varia-
tions of parameters describing the Earth’s climate: determining the importance of
the Hale cycle (22 years, CRs) relative to the Schwabe cycle (11 years, photons) in
such parameters.

From our research project the following conclusion can be given: in order to
model the variation of the cosmic ray intensities as imprinted in terrestrial archives
it is mandatory to achieve a detailed knowledge of:

1. the local interstellar spectra of all elements of interest,
2. the galactic cosmic ray modulation volume and the modulation processes in the

different regions of the heliosphere,
3. the Earth’s magnetic field and its variation over the last million years in structure

as well as magnitude,
4. the secondary particle energy spectra and their modelling in the Earth atmo-

sphere, and
5. the cross-sections for the production of cosmogenic isotopes.

Although already a major step forward has been achieved in our understanding the
radiation field causing the different cosmic ray archives, further investigations are
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needed, i.e. on the atmospheric transport of these tracers and its ability of reflecting
the global or local radiation environment.
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Chapter 5
Do Galactic Cosmic Rays Impact the Cirrus
Cloud Cover?

Susanne Rohs, Reinhold Spang, Lars Hoffmann, Franz Rohrer,
and Cornelius Schiller

Abstract Atmospheric ions produced through solar-modulated galactic cosmic
rays can promote both the nucleation and the growth of aerosols. The potential im-
pact on the cloud cover is subject of current debates. The CAWSES project SAGAC-
ITY (SAtellite and model studies of GAlactic cosmic rays and Clouds modulated by
solar activITY) focuses on the statistical analysis of this link, using MIPAS-E satel-
lite data. The extinction data, the cloud occurrence frequency, and the cloud index
data from MIPAS-E are correlated with the data from the Climax neutron monitor.
A superposed epoch analysis of 6 selected Forbush decrease events yields several
weak but statistically significant correlations with an excess of positive cloud-GCR
correlations. The impact of a 15 % increase in the Climax neutron monitor data is
estimated to result in a small decrease in cloud index (corresponding to an increase
in cloud opacity) which is most pronounced at 9 km altitude (−9 % to +0.5 %).

5.1 Introduction

The role of the solar activity in the formation of clouds is important to understand
the natural climate variability. In the Fourth IPCC Assessment Report [Solomon
et al., 2007] the level of scientific understanding of the link between galactic cosmic
rays (GCR) and clouds is classified as very low. A direct influence of the change in
solar irradiance on climate is too weak to contribute significantly to the observed
global warming. However, some researchers claim an indirect influence by GCRs
[Marsh and Svensmark, 2000]. This high-energy particle radiation from space is
the main source for ionisation in the stratosphere and troposphere. At strong solar
activity the flux of GCRs, which reach the Earth, is reduced. The idea behind the
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most common GCR-cloud hypothesis—the ion-aerosol “clear sky” hypothesis—
is that a decrease in GCR would lead to a decrease in ionisation, and thereby a
decrease in aerosol concentration. According to Yu et al. [2008] with fewer aerosols,
fewer cloud condensation nucleis (CCN) develop causing an increase in droplet
size and hence a decrease of cloud reflectivity and cloud lifetime. The effect of this
ion induced nucleation (IIN) should be largest in the lower atmosphere where the
nucleation rate of aerosols is limited by the ion concentration. Thus, an increase
in solar activity would result in fewer low clouds, which have a net cooling effect,
and, hence, in global warming. For the upper troposphere (UT) the prediction is less
clear [Enghoff and Svensmark, 2008; Arnold, 2008] since the ionisation rate is high
and particle formation is rather limited to the occurrence of H2SO4.

A correlation between solar modulated GCRs and low clouds has been derived
from decadal changes in the data of the International Satellite Cloud Climatol-
ogy Project (ISCCP) [Marsh and Svensmark, 2000]. Since then, there is an on-
going debate whether this correlation is real or incidentally caused by other cli-
mate variability factors. A comprehensive review is given by Usoskin and Kovaltsov
[2008].

An abrupt decrease in cosmic ray intensity followed by a slow recovery typi-
cally lasting for several days is called a Forbush decrease (FD) event. It is caused by
coronal mass ejections on the Sun. FD events occur several times per year, depend-
ing on solar cycle. They provide an opportunity to study the influence of the solar
variability without superposition from other climate variability. Using data from the
Moderate-resolution Imaging Spectroradiometer (MODIS) and ISCCP, Svensmark
et al. [2009] report that the fraction of low clouds decreases after strong FD events.
In contrast, no correlation was found between ISCCP data and GCR flux [Calogovic
et al., 2010] as well as MODIS data and GCR flux in Southern Hemisphere ocean
regions [Kristjánsson et al., 2008].

5.2 Data and Methods

In the CAWSES project SAGACITY we look for a possible connection between
GCRs and high altitude clouds (cirrus + polar stratospheric clouds (PSC)) by using
measurements of the satellite instrument MIPAS-E (Michelson Interferometer for
Passive Atmospheric Sounding). In the analysed period from July 2002 to March
2004 approx. 425000 profiles were obtained. The long limb path through a cloud
structure allows the detection of optically thin clouds [Spang et al., 2004]. This and
the good vertical resolution of 3 km are advantages compared to the nadir looking
instruments used in the ISCCP. However, these advantages are partly compensated
by the sparse horizontal sampling of 600 km.

In this study we use the extinction data (Ext), the cloud occurrence frequency
(Occ) as well as the cloud index data (CI). CI is defined as the ratio of mean radi-
ances from two different wavelength regions where one microwindow is dominated
by trace gases and the other by aerosols and clouds. It is a measure for cloud trans-
parency and decreases rapidly from background values of around 6–10 to 1–4 if a



5 Cirrus Clouds and Galactic Cosmic Rays 81

Fig. 5.1 CI, Occ [%] and
CNM time series at 30–60°N
and 11–13 km altitude from
2002-07 until 2004-03;
vertical lines indicate the
included FD events. This
figure is from Rohs et al.
[2010]

Table 5.1 Date and
magnitude of the 6
investigated FD events

Date Magnitude [%]

2002-07-29 −7.7

2002-11-17 −7.1

2003-06-22 −6.8

2003-11-15 −7.8

2004-01-09 −6.4

2004-01-22 −6.6

cloud is in the field-of-view. In this study CI < 1.5 is chosen as a threshold for opti-
cally thick conditions which obscure the view to lower altitudes. CI > 4.5 indicates
cloud-free conditions. This method has been used already for analyses of PSC and
cirrus clouds in the MIPAS data [e.g. Spang et al., 2004]. We define Occ as the num-
ber of cloud events with CI < 4.5 divided by the total number of CI observations
within a 3 km altitude and 30° latitude grid box in a time-window of one day.

The Ext data are caused by the background aerosol and by emissions from op-
tically thin or even subvisible clouds. An enhanced extinction corresponds to en-
hanced aerosol and/or cloud load [Hoffmann et al., 2008]. The retrieval is stopped at
the highest tangent altitude where CI is below 2. In our analysis we use the logarithm
of the extinction data log(Ext) at a wavenumber region from 832.3–834.4 cm−1.

For a latitudinal resolution of 30° and a vertical resolution of 3 km we corre-
late these data with the neutron count data (CNM) from the Climax station (39°N,
254°E).

Figure 5.1 shows as an example the CI, Occ and CNM time series between 30°N
and 60°N at an altitude interval from 12 ± 1.5 km. The CI data scatter between 1
(thick cirrus) and 10 (cloud free), the Occ data vary between 7 and 80 %.

The focus of this study lies on a superposed epoch (SPE) analysis of the 21 day
periods around Forbush decrease (FD) events. A FD event was defined as a >5 %
suppression of the hourly count rate of the CNM data with respect to the 100-day
running mean. FD events accompanied by solar energetic particle events are omit-
ted from the analysis. During the analysed time period 6 pure FD events occurred
(Table 5.1 and blue lines in Fig. 5.1).
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Fig. 5.2 20 day periods of
the 6 hourly mean CI and
CNM data averaged over the
6 FD events for 0–30°S,
9 ± 1.5 km without time shift.
This figure is from Rohs et al.
[2010]

Based on a variance analysis, we chose 6-hour averages of the CI and log(Ext)
data. For the SPE analysis, we calculate the correlation coefficients r between the
binned MIPAS cloud parameter and the binned CNM data averaged over all 6 FD
events. In order to allow for nucleation and growth of ice particles but also to identify
statistical artifacts, these studies were performed with time lags ranging from −5 to
5 days. A time shift of +5 days means that we look for a cloud signal 5 days after
the occurrence of a FD event. We regard a significance level > 95 % as significant
and a significance level between 90–95 % as marginally significant. For a detailed
description see Rohs et al. [2010].

5.3 Results

With the cloud index (CI), the logarithm of the extinction (log(Ext)) and the cloud
occurrence frequency (Occ) data we have a very sensitive tool for the investigation
of high clouds. While CI and Occ are directly related to cloud effects, log(Ext) in
the UT/LS region is also sensitive to aerosol effects as precursors for clouds. The
CI and Occ data are calculated for an altitude range from 9–18 km altitude except
for the midlatitudes and polar summer regions at 15 and 18 km altitude where no
clouds exist. The log(Ext) data are calculated for an altitude range from 12–24 km
altitude.

In Fig. 5.2 the CI and CNM data—averaged over the 6 FD events—from 10 days
prior to the FD event to 10 days past the event, are exemplified for 0–30°S,
9 ± 1.5 km without time shift. Albeit a relation between the CI and CNM data
is hardly visible, the SPE analysis delivers a nominally significant correlation of
r = −0.21. However, due to the low value of r , this relation can only explain 4.8–
7.8 % of the observed variance.

CI measures the cloud transparency. Since a low CI belongs to an optically thick
cloud cover, a negative CI-CNM correlation coefficient corresponds to a positive
cloud-CNM correlation coefficient and vice versa. In Fig. 5.3a the inverse of the
correlation is plotted for a better comparison with the log(Ext)-CNM and Occ-CNM
correlations. Blue points indicate negative correlations between cloud cover and
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Fig. 5.3 Latitude-altitude distribution of r between (a) CI, (b) log(Ext), and (c) Occ and CNM
for the SPE analyses without time shift—grey circles indicate marginally significant correlations,
black circles indicate significant correlations; for better comparison with log(Ext) and Occ the
negative of the CI-CNM correlation is plotted. This figure is from Rohs et al. [2010]

CNM and red points positive correlations. From the CI-CNM analysis, we derive
an excess of positive cloud-GCR correlations with only two significant and one
marginally significant positive correlations.

The log(Ext) data are sensitive to enhancement in the aerosol amount and clouds.
The SPE analysis of log(Ext) and CNM (Fig. 5.3b) yields positive and negative cor-
relations in nearly the same amount with one positive and one negative significant
correlation. Occ is a measure for the degree of cloudiness. For Occ we find higher
correlations than for CI and log(Ext) (Fig. 5.3c). However, the Occ-CNM corre-
lations are less reliable than the CI—and log(Ext)-CNM—correlations (Sect. 5.4).
The distribution of the Occ correlation coefficients is similar to that of the CI corre-
lation coefficients with an excess of positive correlations. Note that CI and Occ are
not independent, because an increasing CI corresponds to a decreasing Occ.

5.4 Discussion

While from previous studies (Sect. 5.1) even the sign of a possible GCR-cloud cor-
relation in the UT remains uncertain, our findings from the CI-CNM correlation
and the Occ-CNM correlation indicate that positive correlations prevail. In contrast,
the log(Ext)-CNM correlation shows a more balanced picture with nearly equal
amounts of positive and negative correlations—also at high altitudes (21–24 km),
where log(Ext) is a pure parameter for aerosols. Since a cloud or aerosol occurrence
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Fig. 5.4 (a) Relative cumulative frequency of the CI-CNM correlation coefficients; the solid line
indicates a random distribution, (b) Kolmogorov-Smirnov test statistics D for a confidence level of
95 % for time shifts from –5 to 5 days. The critical D-value for CI is Dcrit = 0.304. This figure is
from Rohs et al. [2010]

might need some days to respond to a change in GCRs, we investigated time shifts
of 0–5 days (not shown). Overall, time shifts do not change the results significantly.

Due to the large amount of MIPAS-E data points scattered over the whole latitude
band, meteorological variability should be evened out to a large extent. Only the
analysis of the polar latitudes might still be influenced by meteorological variability.
So, we compensate the low number of only 6 FD events.

The derived correlations are weak and close to the chosen significance value.
Therefore, it is crucial to assess, whether the obtained correlations are robust enough
to support the GCR-cloud hypothesis. For this purpose, we perform a Kolmogorov-
Smirnov test [Rohs et al., 2010, and references therein].

Figure 5.4a shows the cumulative fraction of the obtained correlation coefficients
for CI without time shift in comparison with the random distribution. For negative
time shifts all obtained D-values (see Fig. 5.4b) are located below Dcrit (or only
slightly above in case of −5 days time shift). For time shifts of 0 to +5 days, how-
ever, D-values well above Dcrit are obtained. Thus, for the CI-CNM and also for
the log(Ext)-CNM correlations (not shown), we derive a probability of more than
95 % that for positive time shifts between 0 and 5 days the entity of the corre-
lation coefficients is not randomly distributed. For the Occ-CNM correlation, the
Kolmogorov-Smirnov test is less explicit. This might be due to the fact that we have
used daily means of the Occ data and, hence, have only 21 instead of 84 data points
for each correlation.

Additionally, we performed a time scale analysis of r analogous to the variance
analysis. Figure 5.5 shows as an example the evolution of r(CI,CNM) between 30
and 60°N at an altitude of 12 ± 1.5 km. We find that about half of the correlation
can be attributed to the low frequency variability during the 20-day windows and
half to the high frequency. During the step from 10 days to the full 20 days, which
encloses the Forbush decrease, in 18 of 20 cases (including the cases, where r is
not significant or even positive), r drops strongly. Hence, the shift of r to negative
values which is visible in the Kolmogorov-Smirnov test (see Fig. 5.4a) results from
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Fig. 5.5 Time scale analysis
of the correlation between the
6 h mean CI and CNM data
of the SPE analysis between
30 and 60°S at an altitude
range from 12 ± 1.5 km

Fig. 5.6 Sensitivity S of the
impact of GCRs on the cloud
parameters CI and log(Ext);
latitudinal range for CI at 9,
12 km altitude: 90°S–90°N,
at 15, 18 km altitude:
30°S–30°N; latitudinal range
for log(Ext) at all altitudes:
90°S–90°N. This figure is
from Rohs et al. [2010]

the low frequency variability. This might be an indication that the correlation is not
coincidal but stems from a GCR—high cloud interaction.

Whereas the quality of the Occ-CNM correlations is not sufficient, we can esti-
mate the confidence intervals of a possible impact from GCRs on CI and log(Ext).
For this purpose we calculate the correlation coefficients of the SPE analysis be-
tween CI and CNM at 9 and 12 km altitude and between log(Ext) and CNM at all
altitude intervals without separating into latitude bins. For the correlation of CI and
CNM at 15 and 18 km altitude, we restrict the latitude range to 30°S–30°N, where
high clouds exist. For details see Rohs et al. [2010].

The highest sensitivities to GCR flux are found at low altitudes (Fig. 5.6). At
9 km altitude the calculated best estimate of the sensitivity yields Sbest = −28 %
with Smin(1σ) = −58 % and Smax(1σ) = +3 %. That means, an increase in GCRs
which produces a 15 % increase in CNM (typical amplitude of CNM for a solar
cycle) would lead to a change in CI between −9 % and +0.5 % with a best esti-
mate of −4.1 %. At 12 km altitude the sensitivity is Sbest = −13 % (Smin:−40 %,
Smax + 13 %). At 15 km altitude we obtain only a weak sensitivity (Sbest = −10 %).
At 18 km the sensitivity is Sbest = −65 % but with a very broad range. For log(Ext)
the best estimate of the sensitivity at 12 km altitude is Sbest = −16 % (Smin:−32 %,
Smax 0 % ). So, a 15 % increase in CNM would lead to a −2.4 % (−5–0 %) decrease
in log(Ext). This is a discrepancy to the findings from the CI-CNM correlation. At
higher altitudes the sensitivity of the log(Ext)-CNM effect shifts towards weak pos-
itive values, which is in accordance to the findings from the CI-CNM analysis.
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5.5 Conclusions

In this study, we find that a positive correlation between thin high clouds and cos-
mic rays prevails and that this correlation is especially pronounced at 9 km. In the
log(Ext) data at 21 and 24 km altitude, positive and negative correlations occur in
nearly equal amounts. With a Kolmogorov-Smirnov test we prove that the weak
GCR—high cloud (or high cloud plus aerosol) effect in the MIPAS-E data is real
and not coincidental. By calculating the impact from a 15 % increase in CNM (typ-
ical amplitude during one solar cycle) on clouds from the MIPAS-E measurements
we derive small but not significant decreases in CI (which has low values for op-
tically thick clouds). The most pronounced impact on CI is found at 9 km altitude
(−9 % to +0.5 %). For the log(Ext) data at 12 km altitude a decrease of −5 to 0 %
is calculated which shifts towards weak positive values at higher altitudes. Further
investigations with a prolonged MIPAS-E data set should narrow down the range
of a possible GCR—high cloud effect. However, albeit a zero-effect can not be ex-
cluded, the best estimate of the CI-CNM analyses indicates that—according to our
study—an increase in GCRs leads to a small increase in high cloud cover. While
an increase of lower clouds results in a cooling, the effect of changing high cloud
cover on the radiative forcing is not well known: Most theories derive a warming
potential by increasing high clouds, but the magnitude of this effect depends on
the microphysical properties of the cirrus and can in some cases even change its
sign. Therefore, we cannot provide a quantitative estimate of the radiation impact
by the enhanced high cloud cover by GCR, in particular as our statistical analysis
of satellite data does not allow to derive more detailed parameters of the nature of
GCR-induced high clouds.
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Chapter 6
Laboratory Experiments on the Microphysics
of Electrified Cloud Droplets

Daniel Rzesanke, Denis Duft, and Thomas Leisner

Abstract The global electric circuit (GEC) is one of the candidates for a coupling of
terrestrial climate with solar activity [Friis-Christensen, in Space Sci. Rev. 94(1–2):
411–421, 2000]. It has been suggested that vertical electric currents in the atmo-
sphere can modify cloud microphysics and thereby alter the properties of the earth’s
cloud system [Tinsley, in Space Sci. Rev. 98:16889–16891, 2000]. In the framework
of the Deutsche Forschungsgemeinschaft (DFG) priority program CAWSES we con-
ducted laboratory experiments which quantify the influence of electric charges on
the microphysics of cloud droplets in order to assess the atmospheric relevance of
this link between the GEC and the cloud system. More specific, we quantify the
influence of charges, electric fields and ionizing radiation on the heterogeneous and
homogeneous nucleation in cloud droplets. These experiments were carried out on
individual electrified cloud droplets using an electrodynamic balance enclosed by a
miniaturized climate chamber to provide realistic atmospheric conditions. Several
effects that could link the electrical state of the atmosphere to cloud microphysics
have been investigated and quantified. While no direct effect of cloud droplet charge
on homogeneous freezing was found, we were able to confirm and quantify the en-
hanced scavenging of aerosol particles by charged cloud droplets. Together with the
first direct measurement of size dependent contact freezing probabilities it is now
possible to quantify the role of charges for cloud glaciation in cloud models. Addi-
tionally, a substantial effect of cloud droplet and ice charge on the vapor pressure of
these cloud elements has been found that has so far not been taken into account in
cloud modeling.

Glossary
C Cunningham factor
D∗ Diffusivity of water in gas phase (corrected for kinetic effects)
L Latent heat of evaporation (water)
MW Mole mass of water
Nc Number concentration of aerosol particles
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Pf Freeze rate
Pscav Scavenging rate (actual collision rate of aerosol particles with the droplet)
Qd droplet charge
Qp,q particle charge
Rd, r Droplet radius
Rp Particle radius
R Gas constant
RHW Relative Humidity
T∞ Ambient temperature
es,i Saturation pressure over plane clean ice surface
es,l Saturation pressure over plane clean liquid water surface
k∗
a Heat conductivity of air (corrected for kinetic effects below mean free path)
kB Boltzmann’s constant
req Terminal radius of a charged droplet in a subsaturated environment
v0 Relative velocity between air flow and droplet
p Water dipole moment
ε0 Vacuum permittivity
η Scavenging efficiency
ρW Liquid water density
σd Geometrical droplet cross section (πR2

d )
σscav Scavenging cross section (effective droplet cross section)
μ Viscosity of air

6.1 Introduction

More than two hundred years ago, William Herschel [1796] was the first to pro-
pose a link between solar activity and climate. He realized that a high count of
visible sunspots coincided with warmer weather and higher yields of wheat crops.
Since then, numerous investigations on this topic have been performed. See for ex-
ample Dickinson [1975]; Friis-Christensen and Lassen [1991]; Hoyt and Schatten
[1997] and the references therein. With the advent of highly sensitive satellite mea-
surements [Sonett et al., 1991], it became obvious, that over the solar cycle, the
solar irradiance is variable only within 0.1 % and cannot account for the observed
changes of the earth’s climate. Modern theories of solar driven climate variability
usually invoke either effects of the much more variable ultraviolet radiation, the so-
lar wind or the solar magnetic field on the energy budget of the earth [for a review
see Cubasch et al., 2000; Gray et al., 2010]. Variations of the solar magnetic field
also modulate the flux of galactic cosmic rays (GCR) which reach the earth [Fisk et
al., 1998]. However, the energy carried by the solar wind or the GCRs is much too
low to have a direct effect on the climate [Bazilevskaya, 2000] thus an amplification
mechanism has to be invoked for this link. Cloud microphysical processes might
serve as such an amplification mechanism and therefore could constitute one of
the links between solar variability and climate. Various microphysical mechanisms,
which depend on the electrical state of the atmosphere, have been proposed to link
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cloud processes to solar variability. As only the very high energy GCR particles can
penetrate down into the troposphere, these mechanisms can be classified into two
groups: A: Mechanisms which rely on the direct interaction between GCR and the
aerosol and cloud system and B: mechanisms which invoke an indirect link between
the ionizing radiation and the cloud system. In the former case, the formation of
large ions, aerosol particles, cloud droplets and ice crystals is considered as a direct
consequence of the effect of the ionizing radiation on the cloud systems [Marsh and
Svensmark, 2000; Carslaw et al., 2002; Kirkby et al., 2011]. Among the latter, a de-
tailed mechanism has been proposed [Tinsley and Deen, 1991; Tinsley, 2000] which
suggests that clouds are influenced by the vertical electric current in the atmosphere,
which itself is modulated by the flux of the ionizing radiation. Some key features
of this model are illustrated in Fig. 6.1 which shows a schematic representation of
the global electric circuit. The flux of highly energetic particles of galactic origin
(Fig. 6.1, blue arrows) is modulated by the variations in the solar magnetic field.
This in turn influences the concentration of ion pairs in the upper atmosphere which
are created by photoionization and subsequent scavenging of the photoelectrons by
molecular oxygen. The ion pairs are separated in the fair weather electric field of
the earth, which is created and maintained predominantly by the electrical activity
of large storms within the Intertropical Convergence Zone.

Accelerated by the electric field of the earth the positively charged molecular
ions or ionic clusters move towards the earth’s surface. When the ions encounter a
neutral cloud droplet, the interaction with the image charge induced on the droplet
results in mutual attraction and if close enough in a collision. This process ultimately
leads to an electrification of the droplets on the cloud tops and continues until the
attractive image force is counterbalanced by the repulsive Coulomb force between
the charged droplets and the ions. Typical charges on stratiform cloud droplets have
been measured to be up to several hundred elementary charges [Pruppacher and
Klett, 2004], while the typical electric fields range between 500 V/m and 10000 V/m
which compares to the fair weather electric field of 120 V/m [MacGorman and
Rust, 1998]. Through this scavenging process, the mobility of the charge carriers is
strongly reduced, so that in the presence of clouds the global electric circuit of the
earth is locally interrupted.

It is clear from the above, that cloud electrification depends on the strength of
the vertical atmospheric current, which itself depends on the amount of ionizing ra-
diation in the upper atmosphere and thereby on solar activity. While this part of the
proposed link between solar activity and climate is largely undisputed, it is much
less clear which consequences a change in cloud electrification has for cloud micro-
physics, cloud lifecycle and optical properties and ultimately on climate.

It is assumed, that upon evaporation of cloud droplets on the lee side of clouds,
charged cloud condensation nuclei (CCN) are released, and that their ability to
induce contact or immersion freezing when reentering another cloud depends on
their charge state. Under such circumstances, the flux of ionizing radiation alters the
cloud microphysics and indirectly modulates the development, lifetime and optical
properties of clouds. Many elementary processes in cloud microphysics like freez-
ing, scavenging and evaporation might depend on the charge state of the aerosol.
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Fig. 6.1 Schematic representation of the global electric circuit (GEC) and its interaction with en-
ergetic cosmic particles and the tropospheric cloud system. Galactic Cosmic Rays (GCR) (blue
arrows) and other highly-energetic particles of solar and cosmic origin (black arrows) create ion
pairs when penetrating the atmosphere and by that change the ionospheric electrical potential and
the atmospheric vertical column resistance. The electrical charges transported by the vertical cur-
rents (indicated by red arrows) accumulate on airborne aerosols as well as on droplets and ice
crystals at cloud tops and bottoms and potentially change the cloud physical properties, e.g. cloud
lifetime, cloud optical density or precipitation. Variations in the solar wind and in the extend of
the solar magnetosphere modulate the atmospheric flux of energetic cosmic particles and in this
way may exert an indirect influence on the earth’s cloud system and climate [figure adapted from
Tinsley and Yu, 2004, see here for more details]

Some possible charge dependent cloud processes are discussed in Pruppacher and
Klett [2004, Chap. 18.6, p. 827ff.].

In order to assess the importance of charges for the respective efficiencies and
process rates, we conducted laboratory experiments that model some of these inter-
actions between aerosol particles and charged cloud droplets. The experiments were
performed using individual water droplets levitated in an electrodynamic balance
under a range of conditions relevant for tropospheric clouds. As ice formation is one
of the most important but also most elusive and sensitive processes that affect cloud
development, lifetime and radiative properties, we mainly focused on ice formation
and ice properties. After a short review of the experimental techniques, we report the
results of four different types of experiments. In Sect. 6.3.1 we consider the charge
dependence of homogeneous nucleation rates of supercooled cloud droplets, fol-
lowed by a quantification of the attraction of aerosol particles by a charged droplet
in Sect. 6.3.2. The effect of droplet charge on the vapor pressure of water droplets
and ice crystals is detailed in Sect. 6.3.3, while the ice nucleation efficiency of het-
erogeneous ice nuclei is investigated in Sect. 6.3.4.
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Fig. 6.2 Cross section through the levitator placed in a vacuum chamber (a) for electric and ther-
mal insulation. Further noticeable parts are a cooling circuit (b), ports for optical and mechanical
access (c), droplet dispenser (d) and hyperbolical shaped electrodes (f). The levitated particle (e) is
centered within the electrodes

6.2 Experimental Setup

All experiments described in this work were performed using individual charged
cloud droplets (diameter 20 µm–100 µm) levitated in an electrodynamic balance
(EDB, see early works by Paul and Steinwedel [1953]; Fischer [1959]; Wuerker et
al. [1959] and reviews of the technique by March and Hughes [1989] and Davis
[1997]). The electrodynamic levitation technique allows a contact free storage of
charged particles for prolonged periods of time without contact to any wall or sub-
strate under conditions relevant for tropospheric clouds. This technique is therefore
well suited for the investigation of airborne aerosol or cloud particles.

As details of the setup have been given in previous publications [Duft and Leis-
ner, 2004a; Achtzehn et al., 2005], only the main features are recalled here. A cross
section through the EDB setup is given in Fig. 6.2. The electrodynamic levitator is
of the classical type consisting of three rotationally symmetric hyperboloids, which
form a toroidal body electrode and two endcap electrodes. The body electrode car-
ries the AC voltage that is essential for the levitation, while a bipolar DC potential
is applied to the bottom and top endcap electrodes, which is used to balance the
gravitational force on the droplet. In order to ensure a homogeneous temperature
field across the device the electrodes are machined from massive copper blocks and
electrical insulators with high thermal conductivity are used. The exterior of the lev-
itator has the shape of an octagon and carries eight circular ports which are used as
optical and mechanical access points to the interior of the levitator (cf. Fig. 6.2c/d).
Bottom and top endcap electrodes carry openings through which a laminar gas flow
to and from the trap can be maintained.

Individual droplets in the diameter range between 20 µm–100 µm are gener-
ated on demand by a piezo-driven droplet dispenser [Gast and Fiehn, 2003] (cf.
Fig. 6.2d) at room temperature. The droplets are charged inductively by an electric
field at the tip of the dispenser during their creation and are introduced ballistically
into the EDB which is held at the constant temperature of interest. By choosing a
fixed delay time of droplet injection relative to the phase of the AC voltage each
individual droplet can be decelerated and trapped at the center of the levitator.
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The body electrode is cooled either by a liquid-nitrogen cooled cold finger (Cry-
ovac Konti and PK2001) or by a closed cycle refrigerator (Julabo FP50-HE). Due
to the good heat conductivity between the electrodes and the efficient thermal insu-
lation within a vacuum chamber, the temperature of the levitator is homogeneous to
within ±1 K. Precise temperature measurements on each of the electrodes allow to
reconstruct the droplet temperature with even higher precision by thermodynamic
modeling. In a stagnant atmosphere, the droplet temperature can be known within
an error of ±0.3 K, while in a gas flow, the temperature uncertainty is estimated to
be ±0.5 K.

Inside the EDB, the droplet is illuminated with a He-Ne laser beam. In order to
monitor the vertical position of the droplet, the elastically scattered light is imaged
by an optical lens onto a linear CCD array which is mounted vertically outside the
vacuum chamber. The droplet position can be locked to the center of the EDB by
feeding an error signal from a proportional-integral-derivative controller (PID con-
troller) back to the DC voltage supply connected to the endcap electrodes. From
that balance voltage, the charge to mass ratio of the droplet and the optimal fre-
quency and amplitude of the AC trapping voltage are calculated online and fed to
the AC voltage generator. Thereby the droplet can be held stable even if its mass
or charge changes during the measurement. Light scattered in an angular cone cen-
tered around π/4 is detected by a two-dimensional CCD array. By comparison of
the scattering pattern with Mie theory [Bohren and Huffman, 2004] using tabulated
values for the refractive index of supercooled water [Duft and Leisner, 2004a], the
size of the droplet can be determined to within 1 %.

For the experiments presented in Sects. 6.3.2 and 6.3.4, a well defined aerosol
flow through the EDB was realized. As this is a new extension to the EDB, it is
described here in some more detail. A schematic diagram of the aerosol system
is shown in Fig. 6.3. Aerosol particles can be dry or wet dispersed in an electro-
spray generator (TSI EAG 3480) an atomizer or a fluidized bed generator (both
home build). After diffusive drying and charging into a well-defined charge distri-
bution [Fuchs, 1963; Wiedensohler, 1988] by an ionizing source (Kr-85 or Po-210)
the aerosol particles are size selected in an electrostatic classifier (TSI Electrostatic
classifier 3080L). The resulting flow of quasi-monodisperse aerosol is precooled
to the temperature of the trap and a controlled fraction of the flow is passed verti-
cally through the trap. Computational fluid dynamics calculations were performed
to check for laminar flow conditions and to model the temperature of the droplet sus-
pended within the flow. After passing through the trap, the aerosol number density
is monitored by an Condensation Particle Counter (CPC, TSI 3776) or for higher
concentrations (more than 104 cm−3) by a Faraday Cup Electrometer (FCE, TSI
3068B).

Depending on the aerosol particle size range used in a particular experiment, the
total flow rate of the aerosol generation and the aerosol preparation section of the
flow system had to be varied. For a particular aerosol particle size the total flow
rate was held constant through the experiment. The aerosol system was typically
operated at a constant total flow rate of 5–10 l/min in the aerosol generation section
and 0.1–1.5 l/min in the aerosol preparation section. The flow through the EDB
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Fig. 6.3 Schematic diagram
of the used aerosol system.
Different generator types are
necessary for wet and dry
dispersion of diverse types of
airborne particles. For
description of the apparatus
see text

was limited by the stability of the droplet levitation and could be varied between
0 and 0.3 l/min resulting in a maximum flow speed of 65 cm/s which corresponds
to the terminal fall velocity of a 140 µm water droplet. Typical aerosol number
concentrations used in our experiments varied between 10 cm−3 and 300 cm−3 for
size selected mineral dust and between 20000 cm−3 and 25000 cm−3 for silica-
sphere particles while aerosol particle diameters ranged from 29 nm to 2 µm.

6.3 Experimental Results

6.3.1 Homogeneous Freezing of Supercooled Cloud Droplets
as a Function of Charge

One of the most important and direct cloud microphysical processes that are relevant
for the climatic impact of clouds is the freezing of cloud droplets. It controls cloud
dynamics by the release of latent heat and by the reduction of the vapor pressure of
ice as compared to water which leads to growth of the ice phase on expense of the
liquid droplets (Bergeron-Findeisen-Process).

Homogeneous freezing is an activated process which proceeds via the forma-
tion of a germ, i.e. a nucleus of critical size that represents a barrier in the free
energy of the process. Therefore, pure water can be readily supercooled and freezes
homogeneously only at temperatures below −36 °C [Krämer et al., 1996]. In the
atmosphere, homogeneous freezing can occur mainly at the top of deeply convec-
tive clouds, where the temperature can drop below −36 °C or in solution droplets
that form cirrus clouds at even lower temperatures. Otherwise, atmospheric ice for-
mation is usually induced by solid particles immersed in supercooled cloud droplets
(immersion freezing), or by contact of these droplets with interstitial ice nuclei (con-
tact freezing).
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There is considerable debate on the molecular mechanism of homogeneous nu-
cleation, especially on the question whether the surface of the droplet may be a pre-
ferred site for the formation of the ice nucleus. In that case, electric charges might
have an important influence as they are located at the surface of liquid droplets and
modify the molecular structure in their proximity and thus may either promote or
inhibit ice formation.

Many experimental examinations were analyzed assuming volume dominated
homogeneous nucleation (by Taborek [1985] using emulsion samples, by DeMott
and Rogers [1990] in cloud chambers, by Wood et al. [2002] in droplet trains and in
levitated single particles by Krämer et al. [1996, 1999] and Stöckel et al. [2002]).
A reanalysis of these datasets by Tabazadeh et al. [2002a, 2002b] and Djikaev et
al. [2002, 2003] suggested that freezing in a small layer of the droplets surface
might be dominant under atmospheric conditions. This conclusion was supported
by molecular dynamics simulations where Vrbka and Jungwirth [2006] found hints
for subsurface initiated freezing. In further experiments by Duft and Leisner [2004b]
and Benz et al. [2005] volume dominated homogeneous nucleation was reconfirmed
for atmospherically relevant droplets larger than 3 µm. However, the volume dom-
inance of homogeneous nucleation for droplets of smaller sizes is still subject to
debate.

Under the presence of very strong external electric fields (several thousand volts
per centimeter) some models and experiments have been reported to show electro-
freezing, i.e. freezing initiated by strong electric fields or by effects associated with
it [Maybank and Barthakur, 1967; Abbas and Latham, 1969; Pruppacher, 1973].
The underlying mechanisms are not well understood [for a review see Doolittle and
Vali, 1975]. In model simulations a strong enough electric field was able to pro-
duce an alignment of water dipoles in a microscopic layer below the water surface
[Svishchev and Kusalik, 1996; Zangi and Mark, 2004; James et al., 2007]. How-
ever, in most experiments, the observed enhanced freezing rate might be caused by
the attraction of small ice-active particles due to electric forces [Dufour, 1862; Rau,
1951; Salt, 1961; Dawson and Cardell, 1973].

In order to assess the importance of charge-induced freezing, we have investi-
gated the rate of homogeneous freezing of levitated pure water droplets as a func-
tion of droplet charge. In contrast to most freezing experiments, where ensembles
of droplets are subjected to a decreasing temperature ramp, we perform temperature
jump experiments where a sequence of droplets is rapidly (within about 100 ms)
quenched to the temperature of interest by injecting them into the cold EDB. Due
to the stochastic nature of freezing, they then freeze within a variable time interval
after the temperature jump. The onset of freezing was determined through analysis
of the elastically scattered light as described by Krämer et al. [1999]. The freezing
time is recorded for each droplet and the fraction of unfrozen to the total number of
droplets is determined as a function of residence time at the low temperature. This
allows for a direct determination of a freezing probability which is then analyzed
with respect to its dependence on droplet charge.

To differentiate small changes in the freezing rate of droplets as a function of
their charge, it is necessary to analyze the statistics of the freezing of a large en-
semble of droplets under otherwise identical conditions. For that purpose, a fully
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Fig. 6.4 Fraction of unfrozen
droplets of two ensembles of
charged droplets
(Qd = −955 fC, black circles
and Qd = −367 fC, gray
circles) as a function of
observation time. Within the
accuracy of measurement and
the statistical quality of the
freezing behavior of a large
droplet ensemble, both curves
result in identical slopes—i.e.
no influence of different
droplet charges is detectable

automated experimental setup was developed, which allows to observe the freezing
of a large number of droplets. While the charge of the droplets has been varied from
droplet to droplet in a predefined scheme, all other experimental parameters were
kept constant.

With this setup we sequentially observed and analyzed the freezing of several
thousands of droplets carrying a charge that was varied from droplet to droplet by
randomly selecting the injection and trap parameters from a precompiled list. The
resulting database of freezing times and unfrozen fractions was then sorted accord-
ing to droplet charge and analyzed with respect to the freezing rate. By this strategy,
unavoidable drifts in temperature (�T ∼ 0.1 K) and droplet radius (�Rd ∼ 1 µm)
are distributed equally among all charge states and do not introduce systematic er-
rors.

In Fig. 6.4 a typical result of such an experiment is shown where only two charge
states were selected. The logarithm of the fraction of unfrozen droplets to the total
number of observed droplets is given as a function of their residence time in the trap
which was held at T = 237.9 K (normal pressure and 95.6 % RHW ) for the two
classes of droplets. No evidence for charge dependent homogeneous freezing can
be seen. This finding was confirmed for more charge states and polarities spanning
the relevant range of atmospheric charges [Bourdeau and Chauzy, 1989; MacGor-
man and Rust, 1998]. We therefore conclude that droplet charge has a negligible
influence on the homogeneous freezing rates of cloud droplets under atmospheric
conditions.

6.3.2 Aerosol Scavenging Efficiencies of Charged Cloud Droplets

Another important effect of cloud charge may be the modification of scavenging
efficiencies for charged or neutral aerosol particles due to electrostatic interaction.
Once an aerosol particle is collected by a cloud droplet, it could act as a heteroge-
neous ice nucleus in contact or immersion mode and therefore modify the glaciation
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of the cloud with the aforementioned consequences. The influence of solar activity
on aerosol charging and as such on the scavenging of aerosol particles with cloud
droplets is the prime process that is evoked by some authors [Tinsley and Deen,
1991; Tinsley, 1993] to establish the link between solar activity and cloud cover.
The scavenging of aerosol particles by cloud droplets can occur as a result of Brow-
nian motion and turbulent transport of the aerosol particle, or due to the difference
in the terminal fall velocity of aerosol particle and droplet. However, the scavenging
efficiency is greatly enhanced by coulombic or induced dipole interaction between
droplet and aerosol particle [Kraemer and Johnstone, 1955; Fuchs, 1964; Prup-
pacher and Klett, 2004]. For the situation realized in our experiment diffusive and
turbulent processes are negligible and only coulombic and image force interactions
are considered along with the drag force associated with a motion in a viscous fluid.
The scavenging efficiency η is usually expressed as a dimensionless ratio between
the scavenging cross section and the geometric droplet cross section η = σscav/σd .
The basic analytical formulation for the scavenging efficiency of charged aerosol
particles of radius Rp and charge Qp , in a laminar gas flow of velocity v0 around an
oppositely charged sphere of radius Rd and charge Qd was given by Kraemer and
Johnstone [1955]:

η = − CQdQp

6π2ε0μRpR
2
dv0

(6.1)

where C denotes the Cunningham correction factor and μ the viscosity of the gas.
This formulation includes drag force and static Coulomb interaction only. So far no
direct derivation of the scavenging efficiency including the important image force
interaction has been obtained; an overview of the semi empirical parameterizations
of electro scavenging can be found in Dhariwal et al. [1993].

To estimate scavenging efficiencies the differential equation for the aerosol parti-
cle motion in the laminar flow around a charged spherical collector has been solved
numerically by Runge-Kutta method of 4th order, including drag, Coulomb- and im-
age forces following the method described by Kraemer and Johnstone [1955] and
most recently applied by Tinsley et al. [2000]. In brief, the particle trajectory with
the largest impact distance that still hit the collector was determined with an itera-
tive method. The squared ratio of this distance and the collector radius is equal to
the scavenging efficiency.

To verify the numerical algorithm we compared the scavenging efficiencies com-
puted by our numerical algorithm (excluding image force interaction) with the scav-
enging efficiencies calculated from Eq. (6.1) over the range of input parameters used
in our experiments. The resulting scavenging efficiencies agreed to within 5 % over a
range of four orders of magnitude of the scavenging efficiency. This result confirmed
the quality of the computational algorithm which was then applied to calculate the
scavenging efficiency including image force interactions.

In order to assess in a first experiment the collision rates between aerosol particles
and droplets, 29 nm diameter silica spheres (LUDOX®AS40-Grace) were dispersed
by the electrospray aerosol generator. The airborne particles were dryed, charged
and size selected as described above and then passed through the EDB holding a
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Fig. 6.5 Discharging (upper panel) of a charged cloud droplet by collection of singly charged
aerosol particles by scavenging from a continuous flow (lower panel). A discharging curve is mod-
eled (solid line) using observed aerosol flow rates, with the scavenging efficiency as a free param-
eter. The resulting fitted scavenging efficiency of 8.8 is close to the numerically computed value
of 11.9 considering the uncertainty in determination of particle flow conditions (spatial velocity
profile of the flow and possible influence of turbulence)

droplet of well characterized size and charge. The electrostatic classifier could also
be used to provide for a particle free control flow.

The uptake of aerosols by the levitated droplet changes both its mass and charge.
With known aerosol size, charge and flux, the scavenging rate can be calculated from
the time dependent charge to mass ratio of the droplet. In Fig. 6.5 such raw data are
shown: the droplet charge to mass ratio decreases while exposed to the particle flux
but stays constant in absence of the aerosol flux. The continuous line in Fig. 6.5
(upper panel) shows the modeled discharge curve for our situation, using values
for the scavenging efficiency calculated with the numerical method described above
and observed aerosol flow rate (lower panel), which obviously fits our measurements
very well. We therefore conclude, that electrically enhanced scavenging in our range
of particle sizes, charges and flow rates is very well described by the procedure.

In one special case, we were additionally able to observe the trajectories of large
scavenged ice aerosol particles using an optical microscope equipped with a high
speed CCD camera (Vision Research, Phantom v710). From the microscope im-
age the diameter of the particles was estimated to be between 1–3 µm. Trajectories
computed by the numerical model described above could be directly fitted to the
measured trajectories using the particle size and the impact parameter as free pa-
rameters. The fitted particle diameters of 1.7 µm and 2.4 µm are within the range
obtained from the microscope image. As demonstrated in Fig. 6.6, the particle tra-
jectory was reproduced very well by including drag, Coulomb and image forces in
the numerical model.

From these experiments, we conclude that the computation of the scavenging
rates by the numerical method describes the experimental conditions very well. The
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Fig. 6.6 Still image of a charged water droplet (D = 90 µm, Qd = 1.7 pC) levitated in the EDB
(T = −9.8 °C) overlaid with trajectories of neutral and weakly charged ice particles moving from
left to right within a laminar stream of air (flow speed 0.015 m/s). The open rectangles represent
visually tracked particle positions and the colored lines follow model trajectory calculations. The
green and red lines correspond to neutral particles attracted to the droplet by induced dipole inter-
action (d = 1.7 µm, all three particles), while the blue line follows the track of a charged particle
(d = 2.4 µm, Qp = 33e−)

results illustrate the importance to consider not only the droplet charge but also
the polarizability of the aerosol substance to predict charge effects in cloud micro-
physics.

6.3.3 Vapor Pressure of Charged Hydrometeors

In recent field studies in tropical regions [Nielsen et al., 2007; Chaboureau et al.,
2007; Corti et al., 2008; de Reus et al., 2009] ice particles have been found in the
lower stratosphere where they might have been lifted by the deep convection from
tropical thunderstorms. However, measurements [Khaykin et al., 2009] showed that
the air mass was subsaturated with respect to ice on its way to the stratosphere
which would have rendered the lifetime of the particles too short to be detected. It
was then speculated, that charges on the ice particles might have stabilized them
sufficiently to survive the subsaturated conditions. Though it is obvious that charges
on a particle attract polar water vapor molecules and therefore reduce its water vapor
pressure, this effect seems to have escaped the attention of many atmospheric sci-
entists. In principle, a charge effect on hydrometeor vapor pressure can effect cloud
evaporation and therefore form a link between global electric circuit and cloud opti-
cal thickness. In order to quantify this effect experimentally, we measured the vapor
pressure of individual charged water droplets levitated within the EDB at well de-
fined temperatures. The vapor pressure was derived from the speed of evaporation
of charged droplets exposed to an ice saturated environment which was established
by coating the electrodes of the EDB with ice before the beginning of each exper-
iment. At various temperatures, water droplets of well defined charge were then
injected into the levitator and their speed of evaporation was measured as a function
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Fig. 6.7 Surface area of an
evaporating droplet as a
function of time. After some
time the droplet reaches a
terminal diameter of 50 µm.
The green curve is generated
by numerical solution of the
evaporation (Eq. (6.2)). The
dashed line is an asymptotic
fit for t = 0, from its slope,
the relative humidity within
the EDB is calculated.
Ambient temperature was
270.2 K

of their size. A typical evaporation curve of a droplet is given in Fig. 6.7. Initially,
the droplet surface area decreases linearly with time, as expected for a diffusion
limited evaporation process. From the slope of this curve, the water vapor pressure
within the levitator can be obtained as the only fitting parameter, as all other quan-
tities are known from independent measurements. As obvious from Fig. 6.7, after
some time, the evaporation of the liquid droplet deviates from the expected curve
and eventually comes to a complete standstill. At this point in time, the vapor pres-
sure of the charged liquid droplet equals the vapor pressure in the levitator, which
is usually determined by that of ice [taken from Murphy and Koop, 2005] at the
levitator temperature.

The observed evaporation curve can be reproduced perfectly by considering the
charge—dipole and charge—polarization interactions between the droplet and the
evaporating water molecules:

1

2

dr2

dt
= (1 +Ud)RHW − 1

ρWRT∞
es,l (T∞)D∗MW

+ LρW
k∗
aT∞ (

LMW

RT
− 1)

(6.2)

where

Ud = |qp|
4πε0kBT∞r2

(6.3)

leading to the liquid drop terminal radius:

r2
eq = |qp|

4πε0kBT ln es,l
es,i

(6.4)

As the thermodynamic properties of water and the molecular polarizability of
water are well tabulated, no further fitting parameters are required. The detailed
derivation is presented in Nielsen et al. [2011].

We found that within the limits of experimental error, the classical theory for
the evaporation of charged droplets is confirmed in our experiments. The resulting
saturation vapor pressure depressions can be considerable and reached up to 6.5 %
under our experimental conditions.
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6.3.4 Contact Nucleation Rates of Supercooled Cloud Droplets
Exposed to Electrified Aerosol Particles

As discussed in Sect. 6.3.2, charges on cloud droplets enhance their efficiency to
scavenge interstitial aerosols which can serve as ice nuclei in contact or immersion
mode. In order to assess the importance of this effect on cloud glaciation, the contact
freezing probability ec has to be known, which is defined as the probability of freez-
ing of a supercooled water droplet upon contact with a heterogeneous ice nucleus.
This probability is a function of the droplet temperature and the substance, size and
possibly shape and structure of the heterogeneous ice nucleus.

In order to arrive at a first assessment, the contact freezing probability can be
estimated by measuring the freeze rate of supercooled liquid droplets exposed to
aerosol particles in a laminar flow. The contact freezing probability ec can be calcu-
lated as the quotient of the actual measured freeze rate Pf and the scavenging rate
Pscav:

ec = Pf

Pscav
= Pf

Ncv0σdη
(6.5)

The scavenging rate depends on the particle concentration Nc, the flow speed at
the droplet position v0, the droplet geometrical cross section σd and the scavenging
efficiency η.

We measured the contact freezing probability for several of the most common
atmospheric mineral dust particles [see Zimmermann et al., 2008, for a compilation
of mineral dust components frequently found in the atmosphere] as a function of
their size and ambient temperature. The results for two selected (illite and kaoli-
nite) mineral dust components are presented in this section. Size selected aerosol
particles were generated by dry dispersion from a dust powder sample in a fluidized
bed generator. Large particles were removed aerodynamically and a flow of singly
charged size selected particles was generated using a differential mobility analyzer
(cf. Fig. 6.3). The rate of collisions between aerosol particles and droplets Pscav
was derived from the measured aerosol concentration and velocity profile assum-
ing a collection efficiency as derived in Sect. 6.3.2, whereas the freezing rate was
determined as reported in Sect. 6.3.1.

Some preliminary results are summarized in Fig. 6.8. In the left chart the contact
freezing probability is given as a function of temperature for illite particles of differ-
ent sizes. It can be seen that the contact freezing probability is a very steep function
of temperature and increases with particle size. The latter effect can be explained by
assuming the freezing probability to be proportional to the effective area of contact
between aerosol particle and supercooled liquid. Similar results have been found for
kaolinite particles (Fig. 6.8, right chart). Compared to illite, they have been identi-
fied as less efficient contact freezing nuclei which presumably can be attributed to
the different chemical composition and especially the different morphology of the
two mineral dust components.

Contact freezing probabilities larger than unity, that appear in Fig. 6.8 for large
particles and low temperatures are unphysical and represent the range of experimen-
tal uncertainty within our experiment. This uncertainty results predominantly from
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Fig. 6.8 Contact freezing probability ec of size selected Illite and Kaolinite particles impacting
on a supercooled cloud droplet as a function of temperature and particle diameter. Weighted ex-
ponential fits to the data sets (straight lines) have been added to improve perceivability. The verti-
cal dashed lines represent the lowest temperature at which contact nucleation is not substantially
masked by homogeneous nucleation events (less than 1 % within 30 s measurement interval and
70 µm typical droplet diameter). The given error bars in the left diagram are representative for the
uncertainty of all data points shown

the determination of the aerosol flow conditions, i.e. vertical and horizontal velocity
profiles and influence of turbulence within the EDB, which sensitively impacts the
scavenging efficiency η.

On the other hand impacted particles that do not trigger freezing immediately
can accumulate in the supercooled droplet and act as immersion freezing nuclei
at later time. We are able to discriminate between these two modes of ice forma-
tion by their different effect on the fraction of frozen droplets as a function of time
(cf. Sect. 6.3.1). Details on this will be given in a forthcoming publication.

6.4 Summary

Several effects that could link the electrical state of the atmosphere to cloud mi-
crophysics have been investigated and quantified. While no direct effect of cloud
droplet charge on homogeneous freezing was found, we were able to confirm and
quantify the enhanced scavenging of aerosol particles by charged cloud droplets.
Together with a direct measurement of size dependent contact freezing probabilities
it will now be possible to incorporate charges in cloud models and to quantify their
role in cloud microphysics. Currently we assume, that the effects described here will
not have an important impact on climate, as cloud droplets are rarely charged to the
high values used in the experiments reported herein.
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Chapter 7
Investigations of the Solar Influence on Middle
Atmospheric Water Vapour and Ozone During
the Last Solar Cycle—Analysis of the MPS Data
Set

Paul Hartogh, Christopher Jarchow, and Kristoffer Hallgren

Abstract The MPS water vapour and ozone data set was gained with ground-based
microwave heterodyne spectrometers operating since mid of the nineties of the last
century at two locations: at MPS at mid latitude in Katlenburg-Lindau (51.66°N,
10.13°E) in Germany and at ALOMAR in polar latitude at (69.29°N, 16.03°E)
in Northern Norway. The water vapour observations show a pronounced year-to-
year variability with annual maxima in summer and minima in winter related to the
Lyman-α radiation. In winter we found an anti-correlation of upper mesospheric wa-
ter vapour with the solar activity. After winter solstice the mesospheric water vapour
concentration is strongly influenced by sudden stratospheric warmings (SSWs) ap-
pearing more frequently during high solar activity. In the stratopause and lower
mesosphere region we find a positive correlation with solar activity during the whole
year. Ozone also shows a strong (but different) annual pattern: we find a late sum-
mer maximum in the middle and lower mesosphere which is shifted into autumn and
winter in the stratopause region, and a distinct nighttime maximum around 72 km
during the winter season, whereas no annual maximum occurs there during daytime.
A clear annual asymmetry of the nighttime ozone distribution exists in this domain,
marked by a decline of the mean ozone values in January/February and an increase
to the subsidiary annual maximum a few kilometres higher in March/April. These
asymmetric variations result from the asymmetric occurrence rate of SSWs with
maxima after winter solstice and the asymmetric annual variation of water vapour
with minima around spring equinox.

7.1 Introduction

In the mesosphere, water vapour is the most important minor constituent. The rea-
son is chiefly that water vapour is the main source of the chemically active hydrogen
radicals which affect the chemistry of all other chemically active minor constituents.
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Water vapour itself plays a role in various atmospheric phenomena, such as the cre-
ation of ice particles responsible for the so-called polar mesospheric summer echoes
and the formation of noctilucent clouds (NLCs). Moreover, it determines the pro-
duction of water cluster ions in the mesopause region and it influences the thermal
regime of the atmosphere. Considering both loss and production, its effective life-
time in the middle atmosphere is very long, amounting from several months up to
infinity. Below about 65 km the lifetime is even negative, meaning that water vapour
is not decomposed but is formed from the source species methane and molecular hy-
drogen [Sonnemann et al., 2005]. Only in and above the upper mesosphere, water
vapour is destroyed and converted into molecular or atomic hydrogen. The lifetime
in the lower thermosphere amounts to more than a week. The most important pho-
tolyzer is the solar Lyman-α radiation which varies by nearly a factor of 2 from
solar minimum to maximum [Woods et al., 2000]. The lifetime of water vapour is
on the order of transport time scales even in the lower thermosphere [Stevens et al.,
2003] and can be used as tracer for dynamical processes such as planetary waves
[Sonnemann et al., 2008].

Besides water vapour, ozone is the most important key constituent for under-
standing all aeronomic processes of the middle atmosphere. It governs both the
chemistry and the dynamics by absorption of solar shortwave radiation and emis-
sion of infrared radiation. While the stratospheric ozone was a subject of intense
investigation in the context of the anthropogenic decline of the ozone layer, the
mesospheric ozone did not attract this attention. The global models describing the
behaviour of ozone were often confined only to the stratosphere. However, it be-
comes more and more clear that the atmosphere can only be understood if it is
considered as a unity. There are important exchange processes between the layers,
and consequently the mesosphere has recently moved more to the centre of scientific
interest.

A powerful tool for continuous monitoring of the mesospheric water vapour and
ozone abundance is the microwave heterodyne spectroscopy. At the Max-Planck-
Institut für Solar System Research (MPS) ground-based millimetre wave measure-
ments were carried out from April 1993 to October 1995 and from December 1998
until now, detecting the rotational transition of ozone at 142 GHz. Between October
1995 and June 1996, the instrument operated at the ALOMAR facility in Norway.
The water vapour measurements at 22 GHz were performed continuously since 1995
at the Arctic Lidar Observatory for Middle Atmospheric Research (ALOMAR) with
some interrupts caused by logistical problems at the beginning and maintenance in-
tervals.

7.2 Description of Instruments and Data Analysis Method

The rotational transition of water vapour is detected at 22.235 GHz using the mi-
crowave heterodyne technique. A rotating mirror reflects in turns the atmospheric
signal as well as signals from the hot (ambient temperature) and cold (60 K) cali-
bration loads into a horn antenna operated at room temperature. The water vapour
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Fig. 7.1 Outline of the water vapour measurements at ALOMAR from 1995 to 2006. Between
2002 and 2005 the lower altitude limit of the instrument was extended by using an additional
broadband CTS with 200 MHz bandwidth. As a result the measurement gets more sensitive below
about 40 km and clearly resolves the annual pattern there. This figure is from Hartogh et al. [2010]

signal is observed with an elevation angle of 18°. A GaAs HEMT (High Electron
Mobility Transistor) amplifier cooled to 20 K detects the input signal received by
a horn antenna. At the output of the amplifier a steep single sideband waveguide
filter selects the water line in the lower sideband. This filtered signal is multiplied
with a 22.535 GHz local oscillator signal using a Schottky mixer. The 22.235 GHz
signal is down-converted to an IF (intermediate frequency) of 300 MHz and fed
into a Chirp Transform Spectrometer (CTS) [Hartogh and Hartmann, 1990] with
a 40 MHz bandwidth and 20 KHz spectral resolution. Between 2002 and 2005 a
second CTS with about 200 MHz bandwidth and 50 kHz spectral resolution was
operated [Villanueva and Hartogh, 2004; Villanueva et al., 2006], extending the
vertical coverage of the water vapour profile to altitudes below 40 km (see Fig. 7.1).
The single sideband (SSB) receiver noise temperature of the instrument was 110 K.

In 2009 this instrument was replaced by a new dual-polarisation receiver. An
improved sensitivity was achieved by cooling of the horn antenna (not cooled in
the system described above), the use of InP HEMT amplifiers and reduction of the
cryogenic temperature from 20 K to 10 K. The receiver temperature for each of the
polarisations is 30 K. Adding the two polarisations reduces the noise by a factor of
the square root of 2, since the two signals are orthogonal and therefore the signals
statistically independent. More detailed descriptions of the instruments are given
in Hartogh and Jarchow [1995], Seele and Hartogh [1999], Hallgren et al. [2010]
and Straub et al. [2011]. During the time of the ozone instrument development in
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the early 1990s, HEMT amplifiers were not yet available at mm-wave frequencies.
Instead a Schottky mixer was used as receiver input detector. As in the case of
the water vapour heterodyne spectrometers the instrument consists of a so-called
radiometer front end and a spectrometer back end. The front end is a heterodyne
receiver which detects the 142.175 GHz rotational transition of ozone. The atmo-
spheric signal is first filtered by a Martin-Puplett single sideband filter [Hartogh et
al., 1991], then combined with a local oscillator signal using a folded Fabry-Perot,
and afterward fed back into a cooled (20 K) single-ended Schottky mixer. The mixer
then provides a down-converted signal which is amplified and finally analysed in the
spectrometer back end. The ozone system and specifically the spectrometer back
end, of great importance for accurate mesospheric measurements, is described in
Hartogh and Hartmann [1990], Hartogh et al. [1991] and a refurbished version is
described by Hartogh and Jarchow [1995]. The back end consists of a broadband
filter bank covering 1.2 GHz bandwidth and a high-resolution (44 kHz) CTS cov-
ering the inner 40 MHz with 1024 equidistant channels; i.e., the channel spacing is
smaller than the frequency resolution. Data are taken with a fixed elevation angle of
30° and calibrated every 6 s using two external reference loads at 77 K and ambi-
ent temperature. The instrument has a single sideband noise temperature of 500 K
which allows retrieval of mesospheric ozone profiles every few minutes. However,
a longer integration time is usually applied in order to obtain a better altitude reso-
lution. Here we show single day and night averages. The resulting high-resolution
spectra allow the retrieval of middle atmospheric ozone profiles from 15 km to ap-
proximately 80 km.

The essential component for analysing the data is a radiation transfer model cal-
culating the atmospheric brightness at ground level as a function of the ozone re-
spectively water vapour profiles. Input parameters to the radiative transfer model are
the temperature profile, pressure profile, line intensity and partition function accord-
ing to Poynter and Pickett [1985], and pressure broadening coefficients according
to Rosenkranz [1993]. The inversion of the spectra has been carried out by means
of the optimal estimation method given by Rodgers [1976]. This algorithm needs
the radiation transfer model yn = F(xn) which relates to an ozone or water vapour
profile xn, to the corresponding spectrum yn, to the measured spectrum y, to its co-
variance matrix Sy , and to a so-called a priori profile x0 providing just that part of
profile information that cannot be derived from measurement. The use of additional
a priori information makes this technique especially suited for ill-posed inversion
problems. Annual averages of the vertical water vapour and ozone profiles for MPS
and ALOMAR have been employed as an a priori profile for all retrievals. The a pri-
ori covariance matrix S0 has been set to reflect a volume mixing ratio uncertainty of
±1 ppmv at each altitude. For more details, see the reports by Jarchow and Hartogh
[1995, 1998]. The typical signal-to-noise (SNR) ratios of any retrieved spectrum
presented in this study are 500–1000, providing a vertical resolution between ap-
proximately 7 km (middle stratosphere) and 10 km (middle and upper mesosphere).
This SNR is sufficient to resolve the transition region of collisional and Doppler
broadening which appears to be at 83–85 km for water vapour at 22 GHz and at
around 75–80 km of the 142 GHz ozone line. Uncertainties of a priori data and
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temperatures and their temporal evolution are discussed in Hartogh et al. [2004,
2010].

7.3 Description and Analysis of the Water Vapour Data Set

Figure 7.1 shows an outline of the water vapour measurements at ALOMAR from
the end of 1995 until the end 2006. Some smaller gaps and three interruptions of
monitoring in the winters 1996/1997 and 2005/2006 and from spring 2001 to spring
2002 occurred during this period. The annual variations exhibit the well-known pat-
terns. The main water vapour maximum occurs at the stratopause region. The height
of this peak varies by about 5 km over the year. The peak altitude is highest in Au-
gust and occurs at about 50 km. Largest mixing ratios occur during autumn when
the peak altitude has declined. A secondary maximum of the water vapour mixing
ratio occurs at 65–70 km between the summer months and autumn, but it is absent
during the rest of the year. The annual maximum in constant heights propagates
downward from the upper mesosphere to the upper stratosphere beginning in late
June through November. Particularly after winter solstice in the wake of SSWs the
water vapour mixing ratios increase so that the annual minima appear as early as late
November/early December and a long-stretched second winter minimum occurs in
the lower mesosphere in March/April. The stratospheric warming of February 1998
present in our data set has been analysed in more detail. Seele and Hartogh [2000]
illustrate the relationship of stratospheric warmings and the increase of water in the
middle to upper stratosphere and mesosphere.

Figure 7.2 displays the 7 day sliding average of the mean annual variation of the
water vapour mixing ratio for the observations. A secondary water vapour maximum
appears between 65 and 70 km. As mentioned before, the annual minimum values
occur already in late November and early December before the SSW season starts.
In the stratopause region a second slight long-stretched minimum occurs in late
winter/early spring. Figure 7.3 displays the monthly mean values at 50, 60, 70, and
80 km altitude. This figure demonstrates that the summer values at 70 km are equal
to or often slightly higher than the values at 60 km.

A cursory inspection of Figs. 7.1 and 7.3 reveals an already decreasing tendency
of water vapour mixing ratios. Particularly after 2001 the water vapour mixing ratios
decreased suddenly with the largest change in the upper mesosphere, whereas during
the years prior it seemed to increase slightly or to stagnate. This sudden decrease
has been observed by other groups in low and mid latitudes [e.g. Rosenlof and Reid,
2008]. We present it for the first time in high latitudes. However, the behaviour is
different for the summer and winter months. Figure 7.4 exhibits trend analyses of
the ALOMAR measurements for the three summer months June, July and August
and the three winter months December, January and February at the height levels 50,
60, 70, and 80 km. The results generally exhibit a decreasing behaviour. At 50 km
in summer the correlation coefficient of the trend for the observations is very small
with r = −0.287 and at 80 km a sudden decline occurred after the interruption
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Fig. 7.2 Seven-day sliding mean of the annual variation of the water vapour mixing ratio at ALO-
MAR averaged over 11 years. This figure is from Hartogh et al. [2010]

Fig. 7.3 Monthly mean
values of the water vapour
mixing ratio measured at
ALOMAR at 50, 60, 70 and
80 km altitude. This figure is
from Hartogh et al. [2010]

of the monitoring in 2002. In winter the behaviour is essentially clearer, when a
general tendency of water vapour decrease exists in the mesosphere. Because the
monitoring interval which covers slightly more than a solar cycle begins shortly
before the solar activity minimum phase and ends also shortly before the next solar
activity minimum phase (the maximum years were around 2001/2002), the declining
tendency cannot directly result from the influence of the solar activity. We note that
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Fig. 7.4 Correlation analyses of the ALOMAR measurements for (a) the three summer months
June, July, and August and (b) the three winter months December, January, and February at the
height levels 50, 60, 70 and 80 km. This figure is from Hartogh et al. [2010]

the solar activity during the minimum phases does not considerably differ from one
solar cycle to the next.

Figure 7.5 depicts the relative change of water vapour mixing ratio (in %)
for an increase of the Lyman-α radiation by 1 × 1011 photons cm−2 s−1 for sum-
mer and winter months. The lowest mean Lyman-α flux values did not fall be-
low 3.5 × 1011 photons cm−2 s−1. The uppermost value did not exceed 6.25 ×
1011 photons cm−2 s−1. As expected the winter values show a clear anti-correlation
to the Lyman-α radiation in the middle and upper mesosphere with growing re-
sponse with increasing height. In the lower mesosphere, however, the response is
only weakly negative. One reason of this behaviour in the lower mesosphere could
be that SSWs occurred more frequently and were stronger during times of high so-
lar activity [Sonnemann and Grygalashvyly, 2007]. SSWs enhance the water vapour
mixing ratio particular in the lower mesosphere [Seele and Hartogh, 2000]. This be-
haviour is clearly demonstrated in Fig. 7.1 (e.g. the red to orange narrow spikes in
February and December 1998) The spikes in the water vapour mixing ratios in the
lower mesosphere in winter result from the impact of SSWs.
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Fig. 7.5 Relative change of
water vapour mixing ratio (in
percent) for an increase of the
Lyman-α radiation by
1 × 1011 photons cm−2 s−1

with summer and winter
months considered separately
(from ALOMAR data). This
figure is from Hartogh et al.
[2010]

The response to the Lyman-α radiation is completely different in summer than in
winter. The response is positive below 70 km with only a small negative value be-
tween 70 and 80 km. The reason seems to be understandable, as the optical depth of
penetration of unity for the Lyman-α radiation ranges around 75 km depending on
the solar zenith angle. The Lyman-α radiation is the most important radiation disso-
ciating water vapour in the mesosphere which varies strongly with the solar activity
by approximately a factor of 2 from minimum to maximum [Woods et al., 2000].
During winter the downward directed vertical wind conveys air which is poor in wa-
ter vapour and is impacted by the varying Lyman-α radiation from the mesopause
region into the lower domain, whereas the situation is different in summer, when
relatively humid air not strongly influenced by the Lyman-α radiation is lifted up-
ward. Below about 70–75 km the effective lifetime of water vapour is extremely
large, on the order of several months, and even changes its sign below about 65 km
[Sonnemann et al., 2005]. The effective lifetime includes both loss and production
of the considered constituent. The largest part of dissociated water vapour returns to
water vapour in some so-called zero cycles. But below about 65 km, water vapour
is autocatalytically produced from the reservoir of molecular hydrogen and the rest
of methane, thus increasing dissociating radiation amplifies this effect. This is the
reason why, under conditions of high solar activity, water vapour increases in the
domain below 65 km.

The negative trend of the water vapour mixing ratio is amazing because the an-
thropogenic growth of methane would be expected to increase the middle atmo-
spheric humidity. Methane is not subjected to the freeze-drying at the hygropause
and can enter into the stratosphere in the tropics. However, on the one hand the
methane increase has seemed to be stopped or slowed down in the recent past [Khalil
et al., 1993; Dlugokencky et al., 2003], and on the other hand only one part of the
stratospheric variation of water vapour can be contributed to the methane oxida-
tion. The other part results from a natural variability [Forster and Shine, 1999] such
as the Brewer-Dobson circulation connected with exchange processes between tro-
posphere and stratosphere. The global circulation also influences the water vapour
transport in the mesosphere of high latitudes.
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Although Fig. 7.5 indicates an influence of the solar activity on the mesospheric
water vapour distribution, it is difficult to distinguish between the impact result-
ing from the variation of the Lyman-α radiation and that part caused by the inter-
nal dynamics which is not influenced by the solar activity. As reported by Ran-
del et al. [2006] and Scherer et al. [2008] the Brewer–Dobson circulation in the
tropics changed abruptly after 2001, impacting the water vapour distribution in the
lower stratosphere. Bittner et al. [2000] and Höppner and Bittner [2007] found a
slowdown of the planetary wave activity also in middle latitudes. Precisely such a
sudden decrease in the water vapour mixing ratio was also observed at ALOMAR
determining the trend in the whole period. This sudden change in the middle at-
mospheric dynamics during and after the solar maximum influences the correlation
analysis between water vapour and solar Lyman-α radiation. Above 80 km the de-
pendence is negative for all seasons including the summer months. Deducing from
HALOE, Chandra et al. [1997] found a variation of the water vapour concentra-
tion over a solar cycle by 30–40 % at 80 km and only 1–2 % in the lower meso-
sphere (60–65 km). Also from HALOE, Hervig and Siskind [2006] derived a clear
anti-correlation between Lyman-α radiation and water vapour mixing ratio at high
latitude at 80 km in summer, as was likewise derived from the ALOMAR observa-
tions.

7.4 Description and Analysis of the Ozone Data Set

Figure 7.6 shows the single night averages of the ozone mixing ratio (called night-
time ozone values) at MPS between 50 and 80 km for different heights for the period
December 1998 to December 2004 (black points) and the running average (red lines)
using a Gaussian function with an 8 day full width at half maximum (FWHM). Fig-
ure 7.6 clearly exhibits the recurrence of typical annual patterns, but it also displays
pronounced short-term variations, particularly in the middle to upper mesosphere
and at the stratopause. There are no strong annual and short-term variations in the
mesosphere above 60 km during day (not shown here). Typically, the strongest vari-
ations occur around the stratopause instead.

In December 2003 and January 2004 (a period of moderate solar activity) an
SSW event occurred which may be responsible for the ozone increase at 75 km
and above. Several solar proton events occurred in October and November 2003,
forming nitric oxide [Seppälä et al., 2004], but these events had obviously no dis-
tinct influence on ozone at MPS. The chemistry in the middle latitude mesosphere
is almost pure: an odd oxygen odd hydrogen chemistry [Crutzen et al., 1995]. An
ozone decrease at 50 km in December 2003 could be interpreted by positive feed-
back between ozone and the ozone dissociation rate introduced by Sonnemann and
Hartogh [2009] and Hartogh et al. [2011a]. A maximum of ozone occurs between
65 and 80 km around winter solstice. It is most pronounced at 70 and 75 km. Above
65 km after summer solstice the annual minimum appears. Below 65 km the annual
period is subjected to a phase jump of approximately 180°. For lower altitudes the
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Fig. 7.6 Nighttime ozone mixing ratio at MPS between 50 and 80 km from December 1998 to
December 2006. Heights are resolved in 5 km steps. The black dots represent the observations,
the red line a running mean using a Gaussian function with an 8 day FWHM. This figure is from
Hartogh et al. [2011a]

annual ozone maximum is shifted from summer into fall with decreasing height.
The deviations of the current ozone values from the mean annual variation are most
marked at the stratopause at 50 km. The annual period is smallest around 65 km.
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Fig. 7.7 Contour plot of the mean nighttime ozone mixing ratio at MPS using the first 12 Fourier
coefficients. The figure clearly shows two annual maxima. This figure is from Hartogh et al.
[2011a]

Figure 7.7 displays the mean ozone mixing ratio in a contour plot based on a
Fourier analysis using the first 12 Fourier coefficients. Compared with Fig. 7.6, it
exhibits more details of the intra-annual variations. Figure 7.7 shows one after an-
other two identical years so that the annual variation of the mean ozone-mixing ratio
during summer and particularly during winter is good to recognise without a step
on the first January. As Fig. 7.7 makes clear, a subsidiary maximum appears around
spring equinox. Its altitude lies somewhat higher than that of the main maximum
around winter solstice. There is a remarkable asymmetry of the ozone distribution
in this region, although the solar insolation is symmetric with respect to the time
from the solstices. The ozone values are clearly larger in the domain of the middle
mesospheric maximum (MMM) around 72 km (also known as tertiary maximum
of ozone) during the first half of the winter season than in the second half. A small
premaximum occurs as early as November. The phase jump below 65 km can be
clearly recognised. During the summer months the strong ozone depletion at 80 km
can be seen. As a simple visual inspection seems to reveal, the subsidiary maximum
could result from a decrease of ozone in January/February. However, this does not
explain the seasonal asymmetry, marked by a slower decrease of ozone toward the
summer minimum than the respective increase toward the winter maximum. Below
65 km the annual variations with the largest values in summer are distinctly recog-
nisable. A faint secondary maximum also occurs in winter. With decreasing height
all maxima are shifted from the solstices to later days.

In the middle and upper mesosphere the enhancement of the nighttime ozone
mixing ratio marked by oscillatory patterns, as shown in Fig. 7.6, is a regular fea-
ture at MPS in the winter season. We define nighttime value as the average between
sunrise and sunset. An explanation for the nighttime enhancement of ozone in high



120 P. Hartogh et al.

latitudes in winter (the MMM) was first given by Marsh et al. [2001] and later
given in more detail by Hartogh et al. [2004]. According to the suggestion of these
groups, the general cause of the formation of the MMM is given by the fact that the
solar radiation dissociating water vapour, producing hydrogen radicals in this pro-
cess which destroy ozone, decreases faster with increasing solar zenith angle than
that part of radiation dissociating molecular oxygen and thus forming ozone. There
is an increasing imbalance with the rising solar zenith angle between ozone produc-
tion and hydrogen radical formation. The increase of ozone for this increasing solar
zenith angle is confined by the fact that the radiation which dissociates ozone is
nearly not absorbed, even for grazing incidence of radiation penetrating the domain
of the MMM [Hartogh et al., 2004].

Another phenomenon which must be understood and interpreted consists of the
seasonal asymmetry of the annual variation of the ozone mixing ratios which are
modulated by wave-like oscillations. The strong year-to-year variability indicates
that the effect also depends on variable conditions in the mesosphere changing con-
siderably from year to year. The solar insolation is, of course, symmetric with regard
to the solstices. The water vapour distribution shows an asymmetric annual varia-
tion, and the molecular hydrogen varies inversely to water vapour Sonnemann and
Grygalashvyly [2005]. Water vapour as source gas for the hydrogen radicals is at a
maximum in late summer and a minimum at the time of the subsidiary nighttime
ozone maximum [e.g. Seele and Hartogh, 1999, 2000; Körner and Sonnemann,
2001; Hartogh et al., 2010]. This subsidiary maximum is explained by the decrease
of ozone after winter solstice due to the more frequent occurrence of sudden strato-
spheric warming (SSW) before this period and by the occurrence of the annual
minimum of water vapour during this period [Hartogh et al., 2011b]. The SSW
events are connected with a cooling of the mesosphere above about 65 km which
should increase ozone. However, they are also connected with a drastic change of
the dynamic patterns. The zonal wind considerably influences the night-to-day ratio
(NDR) of ozone as a result of the photochemical Doppler-effect [Sonnemann, 2001].
The magnitude of the MMM is considerably determined by this effect. The change
of the zonal wind from a west wind into an east wind system reduces the NDR
and reduces the nighttime ozone concentration. The NDR displays a wintertime
enhancement modulated by a planetary wave-like variation resembling the winter
anomaly of the plasma parameter of the D layer [Schwentek, 1971]. A possible rea-
son for these patterns could be linked to the gravity wave activity. The meridional
wind is able to disperse the MMM, but for a southward blowing wind it can also
transport air rich in ozone from high latitudes into middle latitudes. The annual
variation of the water vapour mixing ratio also considerably influences the annual
variation of ozone, particularly at the upper levels as water vapour is the source gas
for the hydrogen radicals destroying ozone. In the middle to lower mesosphere an
ozone maximum occurs in late summer. With decreasing height this maximum is
shifted into autumn. A spring minimum and a broad autumn/winter maximum have
been observed at the stratopause. The concrete annual ozone variations in differ-
ent heights depend on the annual variations of the solar insolation, the temperature,
and the water vapour concentration. There are pronounced ozone variations, par-
ticularly around the stratopause, which are connected with SSW events and water
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vapour variations. On the whole, the measured values agree fairly well with the
Ozone Reference Model [Keating et al., 1990] presenting day values. However, in
detail larger differences also occurred.

7.5 Summary and Conclusions

We investigated two long term data sets of mesospheric ozone and water vapour at
mid and polar latitudes and tried to disentangle the complex influence and interac-
tion of dynamics and chemistry on the variability of the two species. Although the
water vapour concentration was superimposed by strong dynamical signals caused
by changes in the Brewer-Dobson circulation after 2001, we found a negative corre-
lation with solar activity in the winter mesosphere and a positive correlation in the
summer mesosphere. In winter the Lyman-α signal in water is transported down-
ward by the downward directed vertical wind, while in summer up-welling humid
air reflects (upper) stratospheric water concentrations and their changes being not di-
rectly related to solar irradiance. The positive summer correlation in the mesosphere
is most likely related to autocatalytic water production during high solar activity.

Our measurements brought evidence that the middle mesospheric maximum of
ozone extends into mid latitudes. A subsidiary maximum appearing in late win-
ter/spring equinox was explained by the increase of ozone due to a decline of sudden
stratospheric warmings which sporadically enhance the mesospheric water concen-
tration and by the lowest values of the annual water cycle during this period. In
the middle and lower mesosphere an ozone maximum occurs in late summer. With
decreasing height this maximum is shifted into autumn. A spring minimum and a
broad winter maximum have been observed at the stratopause. The concrete an-
nual ozone variations in different altitudes depend on the annual variations of the
solar insolation, the temperature and the water vapour concentration. There are pro-
nounced ozone variations, particularly around the stratopause, which are connected
with SSWs appearing more frequently during phases of high solar activity. The en-
hanced temperatures and water vapour concentrations appearing in the vicinity of
SSWs result in a strong decrease of ozone.
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Chapter 8
Influence of Solar Radiation on the Diurnal
and Seasonal Variability of O3 and H2O
in the Stratosphere and Lower Mesosphere,
Based on Continuous Observations
in the Tropics and the High Arctic

Mathias Palm, Sven H.W. Golchert, Miriam Sinnhuber, Gerd Hochschild,
and Justus Notholt

Abstract During the CAWSES DFG (German Research Association) priority pro-
gram measurements of stratospheric and mesospheric O3 using ground based mil-
limeterwave radiometry have been established and analyzed. Instruments have been
operated at two different locations, at Mérida, Venezuela, a high altitude tropic sta-
tion and at Ny Ålesund, Spitsbergen, an Arctic station. Additionally, data obtained
from the millimeterwave radiometer based at Kiruna, Sweden, have been used for
an analysis of the 5-day planetary wave.

Measurements of O3 have yielded short term variations in the stratosphere and
mesosphere, i.e. diurnal variations. Discrepancies between measured and modeled
diurnal amplitude have been found and partially explained.

H2O measurements are more difficult than O3 measurements, as a result of its
weak emission and strong tropospheric absorption. Nevertheless considerable effort
has been put into the enhancement of H2O measurements using ground based mil-
limeterwave radiometry and the suitability of such measurements could be demon-
strated in a campaign at the Schneefernerhaus, Germany (Zugspitze).

8.1 General Information
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Fig. 8.1 A time series of all
measurements obtained
during this project

Bremen have been cooperating for several years in the development and deploy-
ment of millimeterwave radiometers in order to measure thermally excited radiation
emitted from the atmosphere.

The IMK operated a tropical station on the Pico Espejo (8N, 71W, 4765 m al-
titude) near Mérida, Venezuela, in cooperation with the Universidad de los Andes
(ULA). Two instruments, MIRA2 and WARAM2, measured emissions from O3 and
H2O, respectively. Unfortunately, the station on top of the Pico Espejo became in-
accessible due to a severe malfunction of the cable car, which is the only practicable
working access to the mountain top. The instruments could be salvaged in 2010 but
another suitable high mountain station in the tropics is yet to be found.

Additionally, the IMK developed KIMRA, a millimeterwave radiometer located
in Kiruna, Sweden (67.8N, 20.2E) [Raffalski et al., 2005], now operated by the
Institutet för rymdfysik (IRF) Kiruna.3 While this instrument was not part of the
CAWSES project, data obtained from its measurements have been used towards
studies of CAWSES related topics in Sect. 8.5.5.

The IUP operates and maintains the millimeterwave radiometer OZORAM on
the AWIPEV research base at Ny Ålesund , Spitsbergen, Norway (78.9N, 11.9E).
The AWIPEV research base is jointly run by the Alfred Wegener Institute (AWI)4

and the Institut polaire français Paule Emile Victor (IPEV),5 the polar research
institutions of Germany and France, respectively.

This chapter presents the outcome of the project SACOSAT, which was collabo-
ratively worked on by the MWR group of the IMK-ASF of the KIT Karlsruhe and
the RAM group within the IUP of the Universität Bremen.

Figure 8.1 shows the days during which measurements of the respective in-
struments are available. The OZORAM, the WARAM, both at Spitsbergen and
WARAM-2 at the Pico Espejo have been developed and operated by the Univer-
sität Bremen. MIRA2 and MIRA5 have been developed and operated by the KIT
Karlsruhe.

3Institute of Space Physics, www.irf.se.
4www.awi.de.
5www.institut-polaire.fr.

http://www.irf.se
http://www.awi.de
http://www.institut-polaire.fr
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8.2 Measurements of O3 from the Ground Using Millimeterwave
Radiometry

Since the 1970s measurements of millimeterwaves emitted from the atmosphere
have been used to gain information about atmospheric quantities.

The most important applications have been the measurements of temperature
[Waters, 1973] and trace gas species, e.g. O3 [Penfield et al., 1976], H2O [Nedoluha
et al., 1995], CO [Waters et al., 1976; Kunzi and Carlson, 1982], ClO [Parrish
et al., 1981; Klein et al., 2000, 2002], N2O [Connor et al., 1987], HCN [Jaramillo
et al., 1988] and HNO3 [Kuntz et al., 1999]. At their outset, the measurements were
technically demanding, no long term data sets have been derived. In the last years the
technology has evolved in order to make very stable and long term measurements
feasible, e.g. H2O measurements [Nedoluha et al., 1995] or O3-measurements [Boyd
et al., 2007].

Millimeterwave measurements are performed at specific stations around the
world which are organized in the Network for Detection of Atmospheric Composi-
tion Change (NDACC).6

8.2.1 The OZORAM Instrument on Ny Ålesund, Spitsbergen

The following section summarizes the description of the OZORAM instrument and
the data set derived from its measurements published by Palm et al. [2010]. For a
detailed account please refer this publication.

OZORAM is a heterodyne single side-band receiver tuned to the 142.176 GHz
emission line (101,9 → 100,10) of O3. The bandwidth is 800 MHz and the frequency
resolution is approx. 60 kHz. The measurement time for one spectrum is about
12 min. 5 consecutive spectra are averaged in order to improve the signal-to-noise
ratio (SNR). Hence, spectra are measured with a time resolution of 1 h. See Fig. 8.2
for an example of a calibrated spectrum recorded in winter 2009 and Fig. 8.3 for the
profile (in black) retrieved from it. The night time profile exhibits an enhancement
in mesospheric O3 as is expected in the absence of solar illumination. A day time
profile is plotted (in green) for comparison, retrieved from a spectrum taken 12 h
later. The a priori profile is plotted in red.

8.2.1.1 Measurement Geometry

Figure 8.4 depicts the line of sight of the instrument OZORAM. The azimuth of
the line of sight is 113° and the elevation angle 20°. This information has to be
taken into account for comparison with models and/or other instruments, especially
during winter, when strong gradients in all atmospheric parameters may exist due to
the presence of the polar vortex and for studies related to the day-night terminator.

6www.ndacc.org.

http://www.ndacc.org
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Fig. 8.2 A spectrum
measured on the 25 February
2009, mid night (UTC). The
lower figure shows the
residuum after profile
retrieval (see Fig. 8.3).
A running mean (green line)
has been applied to the
residuum. Figure reproduced
from Palm et al. [2010]

Fig. 8.3 O3 profiles retrieved
during night (black) and day
(green) and the a priori profile
(red). The shaded regions
(green, black) are the
uncertainties caused by the
total error as derived in Palm
et al. [2010]. The red shaded
region is the a priori standard
deviation used in the retrieval.
Figure reproduced from Palm
et al. [2010]

8.2.2 The MIRA2 Instrument in Mérida, Venezuela

The millimeterwave observations at Mérida used the ground-based millimeterwave
Radiometer MIRA2. It was constructed at the Forschungszentrum Karlsruhe and
measures radiation emitted from O3, ClO, HNO3 and N2O in the frequency range
from 268 to 280 GHz. At Mérida, MIRA2 measures in northward direction because
of the building situation. A cooled Schottky diode mixer converts the signal to an
intermediate frequency range centered at 2.1 GHz with a width of 1.3 GHz. The
single side-band receiver noise temperature is about 700 K. The spectral analysis is
performed by an acousto-optical spectrometer with a resolution of about 1.2 MHz.
For balanced calibration an internal adjustable reference load is used. A detailed
description of the system is given in Berg et al. [1998]. The measured spectra are
integrated until either the noise in the resulting spectrum is at least ten times smaller
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Fig. 8.4 Location and
measurement geometry of the
millimeterwave radiometer
OZORAM at Ny Ålesund,
Spitsbergen. Every dot
denotes the intersection of the
line of sight with the
atmosphere at 10, 20,
30, . . . km. The blue diamond
is the center of the profile
measurement at 60 km
altitude. Figure reproduced
from Palm et al. [2010]

than the intensity of the signature of the desired trace gas or until the noise is signifi-
cantly smaller than baseline artefacts. Integration times depend on the species under
observation and the tropospherical conditions and range typically 1 h for O3.

8.2.3 The KIMRA Instrument in Kiruna, Sweden

The basic design of the KIMRA follows the same conception as MIRA2, but differs
in the fact, that the frequency range has been focused on the 204 GHz ClO line and
that the tuning range is enlarged [Raffalski et al., 2005]. In the meantime, this instru-
ment has been successfully modified for CO measurements at 230 GHz [Hoffmann
et al., 2011], in particular by adding a complementary digital spectrometer with a
high frequency resolution.

8.3 Measurements of H2O Using Millimeterwave Radiometry

The authors observe middle atmospheric water vapor with ground-based millime-
terwave radiometers. The instruments record thermal emission from the rotational
transition at 22.235 GHz (61,6 → 52,3). The general measurement and retrieval setup
is discussed by Golchert [2010].
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8.3.1 The WARAM Instrument in Ny-Ålesund, Spitsbergen

The WARAM instrument started operation at Ny-Ålesund, Spitsbergen, in 1999.
It employs a rather simple design, comprising a corrugated horn antenna, a single
ellipsoidal mirror, and a revolvable plane mirror that selects the calibration target
either to be the sky, a hot or a cold calibration load. The receiver operates an ampli-
fier at 22.235 GHz, followed by side-band separation and heterodyne mixing. For
more general details about this design, the reader is referred to a discussion of the
near-identical WARAM2 instrument [Golchert, 2010].

After a major equipment overhaul, WARAM has been measuring in parallel with
OZORAM since autumn 2006 (see Fig. 8.1). Data have been recorded at 1 GHz
bandwidth with better than 20 kHz spectral resolution at the line center. The receiver
noise temperature is 210 K in single side-band operation. This typically allows re-
trieving stratospheric H2O profiles with 10 % (0.5 ppmv) observational error from
7 h of sky signal (roughly 1 d total observation time).

Analysis of these data soon revealed major problems that could be attributed to
the WARAM quasi-optical system. In particular, the antenna appeared to be badly
matched to the rest of the system [Hoffmann, 2008], probably because of it not
meeting design specifications. This introduces highly variable spurious signals, in
terms of so-called standing waves, that prohibit retrieval of geophysical parameters
from the measurements in an automated, uniform fashion. These problems have en-
couraged a new water vapor radiometer design undertaken by the KIT team, which
yielded a stable working instrument (see Sect. 8.3.3).

8.3.2 The WARAM2 Instrument in Mérida, Venezuela

The WARAM2 instrument has been derived from the WARAM blueprints and
only differs from these in the signal conditioning (the so-called intermediate fre-
quency chain) and spectrometer. It has been deployed to Pico Espejo (near Mérida,
Venezuela, 8°N 71°W, 4765 m above sea level) in spring 2004. Albeit sharing its
quasi-optical design with the WARAM instrument, WARAM2 measurements suffer
considerably less interference from spurious signals. Golchert [2010] presents an
operational retrieval for these data.

Continuous operation of WARAM2 has been severely hindered by limited access
to the high-alpine measurement site, which caused long instrument down-times even
after minor hardware break-downs. A continuous period of measurements has been
performed from January to July 2007. These data feature 183 K single side-band
receiver noise temperature, 1.2 GHz bandwidth and 1.1 MHz spectral resolution.
Stratospheric H2O profiles with 10 % observational error may be retrieved from 4 h
of sky signal, or 14 h total observation time.

A gradual degeneration in the local oscillator rendered measurements after
July 2007 invalid. In Aug 2008, the research site became completely inaccessible
after the cable car (Teleférico) to Pico Espejo was diagnosed to have reached the
end of its lifetime.
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8.3.3 The MIRA5 Instrument at Zugspitze, Germany

The MIRA5 instrument forms a completely new and versatile set-up. Since an ex-
tensive discussion is yet to be published, some detail will be given here. MIRA5 is
designed to easily allow different modes of calibration and operation, and study the
effects of these on parameter retrieval. This may be used in clarifying characteriza-
tion issues of the WARAM and WARAM2 instruments and with respect to newer
and smaller designs planned for the future.

To add the required flexibility, MIRA5 quasi-optics comprise multiple focusing
elements. This is different to all other 22 GHz receivers in regular operation [for
an overview, see Golchert, 2010]. The MIRA5 corrugated horn antenna and first el-
lipsoidal mirror are mounted on a bench that can be moved back and forth towards
the second ellipsoidal mirror and thus forms a path length modulator. The second
mirror then switches the beam between the sky and different calibration branches.
The sky branch includes one additional ellipsoidal mirror during Zugspitze opera-
tion, or several more in experimental set-ups. A revolvable plane mirror eventually
determines the observation angle into the sky.

MIRA5 carries three calibration loads (microwave absorbers at well-defined
physical temperatures). One of these is mounted in a vacuum Dewar and cooled by
a closed-cycle helium refrigerator. This optical branch holds two more ellipsoidal
mirrors. The one inside the Dewar is specially coated with infrared filter to protect
the absorber from radiative heating. The refrigerator maintains a physical tempera-
ture of 15 K. The other two absorbers are held at liquid nitrogen temperature (75 K
for the Zugspitze measurements) and slightly above laboratory temperature (310 K).
The brightness of the refrigerated load is determined by calibration against the other
two loads, and checked in monthly intervals. This results in a Rayleigh Jeans equiv-
alent brightness temperature of 32 K, and hardly varies over time.

The described set-up allows calibrating measurements in a variety of modes. For
total-power calibration, one can freely select from all three calibration loads. For
balanced calibration [Krupa et al., 1998], the system deploys an additional revolv-
able grid that combines radiation from the refrigerated cold load with radiation from
another microwave absorber at ambient temperature. Reference beam calibration,
which is common among the H2O millimeterware community, has not yet been
implemented, but requires little effort. It uses the sky at zenith plus an additional
absorber as the reference.

Throughout Zugspitze operation, the measured signal has been recorded by an
acousto-optical spectrometer (made at Universität zu Köln) and an Acqiris AC240
digital fast Fourier transform spectrometer (FFTS). These result in a bandwidth
of 1.3 GHz with 62 kHz spectral resolution at the line center. Later during the
Zugspitze campaign an RPG FFTS with 212 kHz spectral resolution has been added
to the system (cf. Straub et al. [2011]). MIRA5 operates at a single side-band re-
ceiver noise temperature of 140 K. This allows retrieving a stratospheric H2O pro-
file with less than 10 % observational error from 2.3 h of sky signal (5–8 h total
observation time, depending on calibration mode). Figure 8.5 presents a 2.3 h spec-
trum, obtained by averaging measurements from 26 February 2009, 16:16 UTC,
until 0:04 UTC the next day.
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Fig. 8.5 Average of MIRA5
spectra obtained from
26 February 2009,
16:16 UTC, until 0:04 UTC
the next day. The bottom
panel shows the spectral
residuum after profile
retrieval (see Fig. 8.6). Data
around 22.235 GHz are taken
at higher spectral resolution
and thus more noisy

Fig. 8.6 (black) H2O profile
retrieved from the spectrum
shown in Fig. 8.5. The a
priori profile is given in red.
The shaded regions (black,
red) denote the uncertainties
connected to the a priori
standard deviation (see text)
and total error as discussed in
Straub et al. [2011]

Retrieval of volume mixing ratio (VMR) profiles is performed using the optimal
estimation method [Rodgers, 2000] with a Marquardt-Levenberg iteration scheme,
implemented by the ARTS/Qpack environment [Bühler et al., 2005; Eriksson et al.,
2005]. For the results presented here, spectroscopic parameters are adopted from an
earlier ground-based millimeterwave validation study [Haefele et al., 2009], with an
added H2O continuum contribution according to Rosenkranz [1998]. A scaled FAS-
COD midlatitude summer scenario H2O profile [Anderson et al., 1986] forms the a
priori distribution, covariance is set to 50 % in the troposphere, 10 % in the lower
stratosphere, and increasing to 100 % in the upper mesosphere. Temperature and
geopotential height have been taken from EOS MLS satellite instrument. A typical
retrieval example is given by Figs. 8.6 and 8.7.

8.4 Chemistry of Stratospheric and Mesospheric O3

O3 is crucial to life on earth. It absorbs most of the UV, which is harmful to life
outside water, in the stratosphere. The O3-layer and its development is therefore a
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Fig. 8.7 Averaging kernels
(AVK) for the result given in
Fig. 8.6. Thin line colors
denote nominal layer altitudes
of the retrieval grid, starting
at 16 km. The thick black line
indicates measurement
response times 0.4 (100 %
measurement response is
marked by thin dash-dotted
black line). Height resolution,
in terms of the AVK full
width at half maximum, is
given by the thick blue line

particular important research topic. Following the detection of the so-called O3-hole
[Farman et al., 1985] science was quickly pointing out the harmfulness of a widely
used class of chemicals, the chlorofluorocarbons (CFC’s). The strong link which
could be drawn from the release of those chemicals to the destruction of the O3
layer led to a worldwide ban on those chemicals. The effectiveness of this ban is
still a research topic and will continue to be throughout the next decade.

The atmospheric O3 interacts strongly with solar radiation. The O3 content of the
atmosphere is largely governed by the Chapman cycle of odd oxygen [Chapman,
1930]:

O2 + hν(λ ≤ 242.4 nm) → O + O (8.1)

O + O2 → O3 + M (8.2)

O3 is photo-dissociated by

O3 + hν(λ ≥ 320 nm) → O2
(3Σ−

g

)+ O
(3P

)
(8.3)

O3 + hν(λ ≤ 320 nm) → O2
(1�g

)+ O
(1D

)
(8.4)

where O(3P) is the ground state and O(1D) the first excited state of atomic oxy-
gen, respectively. Most of O(1D) is quickly quenched to O(3P) by collision with O2
and N2. O(3P) reacts swiftly with O2 to reform O3. Thus, O3, O(3P) and O(1D) form
the odd oxygen family which has a chemical lifetime several orders of magnitude
larger than its constituents in the stratosphere and lower mesosphere [Brasseur and
Solomon, 2005].

The reactions (8.2) to (8.4) are swift in the upper stratosphere and lower meso-
sphere (order of minutes). During sunlit conditions the balance in the Ox family is
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shifted to atomic oxygen. As soon as the sun sets, all odd oxygen is completely
converted to O3, compare Fig. 8.12 for the resulting O3 time series.

There exist several sinks for the constituents of the odd oxygen family, namely
reactions with Cl radicals which stem from anthropogenically released chemicals
but also N and H radicals, which are partly of natural origin [Brasseur and Solomon,
2005].

In the presence of radicals additional paths of Ox-destruction open [Solomon
et al., 1981]. Two of them are presented here, because they become relevant for
the study of the sun-atmosphere interaction. Charged particle radiation entering the
atmosphere above the polar cusps create HOx and NOx radicals via positive ion
chemistry [Sinnhuber et al., 2003; Brasseur and Solomon, 2005]. While HOx is
most effective in O3-destruction in the lower mesosphere via

OH + O3 → HO2 + 2O2 (8.5)

HO2 + O
(3P

)→ OH + O2 (8.6)

Net: O
(3P

)+ O3 → 2O2 (8.7)

[Lary, 1997] it is also very short lived (compare Sect. 8.5.6). NOx radicals, on the
other hand, do not cause such severe destruction of Ox in the mesosphere, but they
are stable in the absence of solar light [Solomon et al., 1984; Russell III et al., 1984].
Due to the down transport above the winter pole they may reach the stratosphere
where they form the most effective Ox destruction reaction [Lary, 1997] via

NO + O3 → NO2 + O2 (8.8)

NO2 + O
(3P

)→ NO + O2 (8.9)

NET: O
(3P

)+ O3 → 2O2 (8.10)

This cycle is most effective in the middle and upper stratosphere and may contribute
significantly to spring Ox-destruction above the poles [Randall et al., 2005].

The O3 chemistry is encoded in most of the models to date. For studies in con-
nection with the microwave instruments the three dimensional chemistry trans-
port model B3DCTM (refer to Sect. 16.2.2), the two dimensional prognostic
B2DM model (refer to Sect. 16.2.1) and the three dimensional KASIMA (refer to
Sect. 15.2.2) have been used.

8.5 Results

8.5.1 General Observation Obtained from OZORAM
Measurements

Figure 8.8 shows the measured O3 throughout the year 2010. Some typical features
are readily observed: The year starts with the large scale descent of stratospheric
and mesospheric air-masses above the winter pole. The mesospheric O3 maximum
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Fig. 8.8 Measurements of
strato- and mesospheric O3
measurements obtained with
microwave radiometry above
Spitsbergen

is clearly discernible. The descent has started with the advent of the polar night in
October 2009. With the raising of the sun above horizon in the end of January, the
mesospheric diurnal cycle appears. This cycle stops with the end of the transition
period from polar night to polar day in the mid of April. Now only a faint diurnal cy-
cle in the upper stratosphere can be observed. In the end of September the transition
to the polar night sets in and with it the descent of the air masses, the development
of the mesospheric diurnal cycle and the night maximum of O3.

In the end of January a stratospheric warming took place which can be recognized
in the uplift of stratopause minimum. The polar vortex is not above Ny Ålesund
throughout February and March except in the middle of March where a distinct
O3 minimum reaches up to 35 km. Figure 8.9 shows the comparison of OZORAM
measurements to two time series of O3 obtained from satellite measurements, EOS-
MLS on AURA and SABER on TIMED. The comparison shows an agreement of
better than 20 % in the stratosphere and better than 30 % in the mesosphere [Palm
et al., 2010]. Taking into account the specific location this is comparable to similar
instruments [see Hocke et al., 2007; Boyd et al., 2007, for recent studies].

8.5.2 The Diurnal Variation of Stratospheric O3 During Polar Day
Above Spitsbergen

Figure 8.10 shows the diurnal variation of middle stratospheric O3 at the end of
April 2010 during the beginning of the polar day. It is evident, that the O3-VMR is
closely linked to the SZA.

This may be explained by the different wave length sensitivities of the photolysis
of O2 (react. (8.1)) and the photolysis of O3 (reacts. (8.3) and (8.4)). Because the
light travels through the atmosphere it can be expected that it is attenuated depend-
ing on the atmospheric layers which are traversed, which is different for different
wave lengths. This leads to the observed diurnal dependency of the stratospheric O3
even in polar summer when the sun is above horizon all day.
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Fig. 8.9 Comparison of time series of OZORAM measurements and two satellite instruments,
SABER and EOS-MLS. Figure reproduced from Palm et al. [2010]

The anti-correlation (shown in Fig. 8.11) of the (detrended) measurements to the
SZA, shifted by 5 h is significant. The time lag is explained because the solar illumi-
nation influences the change of O3 through the production and destruction of various
terms within the Ox. The change of O3 is the derivative of the measured O3 which
has its minima and maxima at the point of highest and lowest solar illumination.
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Fig. 8.10 Diurnal variation
of O3 above Spitsbergen
measured by OZORAM and
EOS-MLS during three
periods of the polar day 2010

Fig. 8.11 Correlation of
measurements and modeled
data sets in the year 2009 (left
figure) and 2010 (right figure)
to the SZA (shifted by 5 h).
The data-set have been
high-pass filtered with a cut
off frequency of 1 d−1

The differences in higher altitudes, where the models as well as the measure-
ments show a larger anti-correlation, is due to the noise on the measurements. Be-
cause the VMR value is rather small between 55 and 80 km altitude, the correlation
is dominated by noise.

8.5.3 The Diurnal Variation of Mesospheric O3 Above Spitsbergen

Above Spitsbergen a mesospheric diurnal variation is observed during January till
April and September till November when the sun crosses the 95°SZA threshold,
i.e. there is day and night in the mesosphere. The balance O ↔ O3 is on the left
hand side during sunlit conditions and on the right side during dark conditions
(compare Sect. 8.4). Figure 8.12 shows the measured and modeled (B3DCTM, see
Sect. 16.2.2) mesospheric O3-VMR above Spitsbergen. During day, the O3 is pho-
tolysed. Apart from a small residual, no O3 is present. During night, the Ox is en-
tirely in the form of O3 forming the night maximum in the mesosphere. Note, this
is the weighted mean over some 20 km which is defined by the averaging kernel
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Fig. 8.12 Diurnal variation of mesospheric O3 above Spitsbergen as measured by OZORAM and
modeled by B3DCTM Chap. 8

Fig. 8.13 The mean diurnal
cycle during November
2004–2007 as seen by the
MIRA2 instrument [Kopp
et al., 2009]

of the measurement [Palm et al., 2010]. The variability of the night time O3 is due
to dynamical change in the mesosphere and change in weather conditions, the first
of which alters the total Ox content and the second alters the sensitivity of the in-
strument. While during the first period (February 2009, Fig. 8.12 left) the modeled
and the measured O3 VMR are almost perfectly matching, the diurnal variation is
overestimated by the model during March 2009 (Fig. 8.12 right). The reason for
this failure of the model to reproduce the diurnal variation of mesospheric O3 is
unknown at the time of the production of this book.

8.5.4 The Diurnal Variation of Mesospheric O3 Above Mérida

The following section summarizes the publication of Kopp et al. [2009].
Figure 8.13 shows the mean diurnal cycle over the years 2004 to 2007 above

Mérida. While in all years a clear diurnal cycle can be seen in some years it is
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Fig. 8.14 The 5-day migrating wave as seen by the ODIN satellite and the ground-base millime-
terwave radiometer KIMRA. Figure reproduced from Belova et al. [2008]

modified by a second strong signal, which cannot be explained by the chemistry
(compare Sect. 8.4) alone.

In the years 2004 and 2007 the diurnal variation is very distinct, showing higher
night values and almost constant daytime values. The years 2005 and 2007 show
a lower nighttime O3 value and a more variable day time value. A closer analysis
shows that the variable daytime value is caused by a steady decrease in the O3 con-
tent of the lower mesosphere. The cause of this steady decline is not clear, auxiliary
studies of the atmospheric dynamics would be needed.

8.5.5 Measurements of a 5-Day Planetary Wave Above Kiruna

The following section summarizes the publication of Belova et al. [2008].
Waves are a common phenomena in the atmosphere and exert strong influences

on the atmospheric state. They may change the local temperature considerably and
induce or reduce winds via wave breaking.

Waves in the atmosphere are excited by several causes, first of all by the diurnal
cycle of the solar energy input. But also mountain ridges, thunderstorms, gradients
in potential temperature cause waves, which travel horizontally and vertically over
great distances.

A frequently studied wave is the 5-day wave [Belova et al., 2008, and references
therein], which is a westward traveling free planetary wave. The study of Belova
et al. [2008] uses the satellite instrument SMR on ODIN and the ground-based mil-
limeterwave instrument KIMRA in Kiruna (67.83°N, 20.4°E) to analyze O3 data for
the signature of this wave.

In Fig. 8.14 the 5-day component of O3 measurements of both the ODIN satellite
and the KIMRA instrument are shown. While in the first period, both instruments
show the 5-day wave component in phase this is different in the second period.
Belova et al. [2008] attribute this effect to other effects in the KIMRA measurements
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Fig. 8.15 Response of O3
above Spitsbergen to the
Halloween solar storms on
the 28th of October and the
3rd of November 2003. See
Sect. 8.5.7 for an
interpretation of the data

like a eastward traveling 5-day wave. An instrument like the KIMRA, measuring
stationary in space, is principally not able to distinguish such signals.

8.5.6 Response of Arctic O3 to SPE

The following section has been published as part of Palm [2006].
In October and November 2003 a large solar proton event (SPE) took place. This

so called Halloween event has been subject of numerous studies. It is special because
it took place just before the Polar night set in and thus preserved many chemical
compounds which are usually quickly photolysed. Together with the strong descend
of air-masses large amounts of NOx radicals could enter the stratosphere where they
become effective in depleting O3 [Randall et al., 2005; Lary, 1997]. In Fig. 8.15
the response of stratospheric and mesospheric O3 to the Halloween solar storm in
October 2003 can be seen. The data are relative to the mean O3 content during
the 21th till 25th of October 2003. Because of the measurement properties, the O3
content above 60 km is a mixture of columnar information and profile information.

On the 28th of October 2003 the first of a series of particle precipitation events
took place. A few days later, on the 3rd of November, a second, somewhat smaller,
shower of protons hit the polar mesosphere. Both events can clearly be seen in
Fig. 8.15. In the instant of the event, the HOx catalytic cycle (8.5) to (8.7) of O3-
destruction leads to large losses of O3 in the mesosphere. The HOx is itself quickly
removed as soon as the event stops and the Ox is replenished by the residual circu-
lation. At the altitude of the stratopause and below the effect persists longer because
the O3 is not replaced as quickly as in the mesosphere.

The measurements present a mixture of dynamical and chemical effects which
cannot be untangled using the ground based measurements alone. This can be done
using a model run with, xWI , and without, xWO the ion precipitation causing the O3-
destruction. Figure 8.16 shows the difference, �x, of both model runs as calculated
by

�x = xWI − xWO

xWO
(8.11)

Figure 8.16 is interpreted as showing the evolution of the disturbed atmosphere
following a large SPE. The two SPE events can clearly be recognized as well as
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Fig. 8.16 Difference the O3
VMR modeled with and
without the ion precipitation
due the Halloween SPE in
October/November 2003
using the model B2DM
(Sect. 16.2.1). Refer to text
for more details

the quick (dynamic) replenishment of O3 as soon as the production of HOx due to
the particle precipitation stops. During both events, however, NOx radicals are also
produced. Although they are not destructing O3 in the mesosphere, they are also
long lived and are transported down into the stratosphere [Randall et al., 2005],
where they become indeed very effective catalysts, causing O3 destruction [Lary,
1997].

Figure 8.16 demonstrates the importance of considering ion chemistry in model-
ing the atmosphere disturbed by precipitation of high energy particles.

8.5.7 General Observations Obtained from MIRA5 Measurements

This section refers to results that have been obtained in winter 2009 during the
Alpine Radiometer Intercomparison at the Schneefernerhaus (ARIS). The Schnee-
fernerhaus is located near the Zugspitze summit (47°N 11°E, 2650 m above sea
level). Straub et al. [2011] give an overview of the campaign results.

Figure 8.17 compares H2O profiles retrieved from daily averaged MIRA5 mea-
surements with correlative data from the EOS MLS instrument. Collocations are
required to fall within ±2° (±220 km) latitude and ±5° (±390 km) longitude of
the measurement site. For comparison with the ground-based data, Straub et al.
[2011] calculate average profiles from all MLS data that meet this criterion in a
given overpass. Here, the comparison is instead presented for the individual MLS
profiles matching closest in space.

The four panels of Fig. 8.17 refer to 4 layers evenly spaced in log(p) between
3 and 0.03 hPa. The profile information for both MIRA5 and MLS data is averaged
across these layers, weighted with particle density. With regard to H2O evolution
over time, the data exhibit good general agreement. However, the data series do
indicate some bias between the two instruments, most notably in the 0.3–1.0 hPa
pressure range. For a more detailed discussion, the reader is referred to Straub et al.
[2011].
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Fig. 8.17 Time series of middle atmospheric H2O as obtained from MIRA5 (red dots) and
EOS MLS (solid black line). The plots display volume mixing ratios averaged over certain pressure
ranges, (top left) 0.03–0.1 hPa, (top right) 0.1–0.3 hPa, (bottom left) 0.3–1.0 hPa, (bottom right)
1.0–3.0 hPa

8.5.8 Response of Mid-latitude H2O to the 2009 SSW

The MIRA5 data presented in Sect. 8.5.7 above exhibit a period of increased wa-
ter vapor due to the stratospheric warming (SSW) event in January 2009 [Man-
ney et al., 2009]. Figure 8.18 takes a closer look at the results for weeks 3–5 of
2009. The 20th January marks the onset of the polar vortex breakdown in the up-
per stratosphere during the SSW [Manney et al., 2009]. The middle panel presents
stratospheric temperatures south of Zugspitze (MIRA5 field of view) from ECWMF
ERA-40 data. They exhibit considerable warming (∼40 K) in the upper stratosphere
and cooling (>20 K) in the lower stratosphere at the end of January. These features
are connected to descending air-masses from lower latitudes in the upper strato-
sphere and uplifted air-masses from polar latitudes below [Manney et al., 2009;
Flury et al., 2009].

MIRA5 data for this time period (Fig. 8.18, upper panel) show a distinct in-
crease of 20 % (1.5 ppmv) in upper stratospheric H2O in presence of the warmer
air. Flury et al. [2009] have found a similar signal for the 2008 SSW with the
ground-based 22 GHz spectroradiometer MIAWARA above Zimmerwald, Switzer-
land (300 km west of the Zugspitze). Contrary to this, EOS MLS data south of
Zugspitze (Fig. 8.18, lower panel) show a decrease of 10 % (0.6 ppmv) in H2O for
the 2009 SSW. A pronounced increase of 20 % (1.5 ppmv) is instead found in the
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Fig. 8.18 (top) Stratospheric
H2O south of Zugspitze as
seen by MIRA5 during 17 d
after the onset of the 2009
sudden stratospheric
warming. (middle)
Corresponding temperature
data from ECMWF ERA-40.
(bottom) EOS MLS H2O data
matched to the ground-based
results. The small panel
below gives the distances of
the individual satellite
footprints (negative values:
west of the MIRA5 field of
view, positive values: east).
Only data from ascending
(poleward) MLS overpasses
are considered here

lower stratosphere. This is more consistent with the notion of (younger) sub-tropical
air above and (older) polar air below.

The limited sensitivity of the ground-based measurement to lower stratospheric
H2O and the coarser altitude resolution may cause profile information to be shifted
to higher layers. To identify such effects, Aura MLS data have been convolved with
MIRA 5 averaging kernels as seen in Fig. 8.19. In the convolved data, the increase in
H2O appears more than half a decade in pressure higher up. However, the decrease
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Fig. 8.19 EOS MLS H2O
above Zugspitze during 17 d
after the onset of the 2009
sudden stratospheric
warming. Same data as in
Fig. 8.18, but convolved with
MIRA5 averaging kernels

in upper stratospheric H2O is still present in the convolved data. It turns out that
the quality of the spectroscopic data is significant point of concern. In a separate
study, Golchert et al. [2010] have used the H2O full model by Rosenkranz [1998]
for MIRA 5 retrieval. In this case an SSW related increase in H2O is found down to
10 hPa, in better agreement with the satellite data. Yet the strong increase at higher
altitudes still prevails in the ground-based results and remains an open question.
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Chapter 9
Data Assimilation and Model Calculations
to Study Chemistry Climate Interactions
in the Stratosphere

Björn-Martin Sinnhuber, Gregor Kiesewetter, John P. Burrows,
and Ulrike Langematz

Abstract The variability of polar stratospheric ozone is investigated through anal-
ysis of a new long-term global stratospheric ozone data set, and model calculations.
A 29-year stratospheric ozone data set was generated through assimilation of satel-
lite ozone observations into a chemical transport model. An analysis of this data
set shows patterns of positive and negative ozone anomalies at high latitudes during
winter; the anomalies often develop in the mid- to upper stratosphere in early winter
and descend into the lower stratosphere during the following winter months, per-
sisting for up to five months. These ozone anomalies are often related to anomalies
in the Annular Modes. Another less frequent class of ozone anomalies is related to
solar proton events (SPEs). Although anomalies in Arctic ozone during winter of-
ten persist for several months, descending from the mid- to the lower stratosphere,
we find no further evidence for a close correlation between mid-stratospheric ozone
in autumn and total ozone in spring, in agreement with an analysis of long-term
calculations from the chemistry climate model EMAC. In order to test how ozone
anomalies in early winter may influence stratospheric dynamics, we performed a
set of sensitivity runs with the EMAC model with imposed ozone anomalies. These
studies show that the initial perturbation and conditions in autumn do have a long
term effect on the behaviour of the polar vortex and the troposphere as a whole but
it is not strong enough to prevent tropospheric events propagating and impacting on
the stratosphere.
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9.1 Introduction

Stratospheric ozone has shown large decreases over past decades at high latitudes
over both hemispheres. The large ozone losses over the southern hemisphere high
latitudes in spring leading to the Antarctic Ozone Hole have been clearly attributed
to chemical ozone depletion resulting from the anthropogenic emissions of chlo-
rine and bromine containing substances, most importantly the chlorofluorocarbons
(CFCs) and halons [World Meteorological Organization, 2010]. Similarly, large
losses of stratospheric ozone have been observed in the Arctic during individual
winters. However, there exists a large inter-annual variability in springtime total
ozone over the Arctic as a result of inter-annual changes in the meteorological con-
ditions during the northern hemisphere winter. Understanding the processes behind
the inter-annual variability of polar ozone is important in order to predict if and
when polar ozone will recover as ozone depleting substances reduce whilst simulta-
neously being influenced by a changing climate.

It is now well accepted that the inter-annual variability of total ozone during
spring in the Arctic is closely related to the activity of planetary waves during win-
ter, propagating from the troposphere into the stratosphere. Years with higher than
average wave activity during winter are associated with higher stratospheric temper-
atures and higher than average total ozone during spring, and vice versa [Newman
et al., 2001; Weber et al., 2003]. Planetary waves influence stratospheric ozone in
three ways: (a) by modulating the poleward and downward transport of ozone into
high latitudes through the wave driven Brewer-Dobson circulation, (b) by affect-
ing mixing between polar and mid-latitude air and (c) indirectly through changes in
stratospheric temperature which affects polar chemical ozone depletion. Years with
low wave activity exhibit a slowing down of the Brewer-Dobson circulation and con-
sequently colder polar stratospheric temperatures, which facilitates chemical ozone
depletion in the lower polar stratosphere. For example, Weber et al. [2003] have
shown that for both hemispheres the activity of planetary waves in a given winter
(expressed by the upward component of the Eliassen-Palm flux through the mid-
latitude lower stratosphere) and total ozone in spring are closely correlated.

The focus of this chapter is to investigate the variability of Arctic stratospheric
ozone during winter and identify possible mechanisms explaining the interaction
of ozone and atmospheric dynamics in the polar winter stratosphere. More specifi-
cally, Kawa et al. [2005] have shown that apparently an unexpectedly close corre-
lation between ozone in the Arctic mid-stratosphere during autumn and total col-
umn ozone in the following spring exists. A similar relationship was reported by us
[Sinnhuber et al., 2006] based on ozone sonde observations at Ny-Ålesund, Spits-
bergen (79°N, 12°E) (Fig. 9.1). However, while a very close correlation between
mid-stratospheric ozone during October to December and total column ozone dur-
ing March existed for the first ten years of the observations at Ny-Ålesund (with
correlation coefficient R = 0.94), this correlation between ozone in autumn and
total ozone in spring breaks down during the most recent decade of observations
(R = 0.08). Nevertheless, these observations show a robust and close correlation



9 The Project DACCS 151

Fig. 9.1 The relation between early and mid-winter ozone, respectively, to total ozone in spring
from ozone sonde observations at Ny-Ålesund (79°N, 12°E). Left: Previous years October to De-
cember ozone at 800 K potential temperature (about 30 km altitude) and March total column ozone.
Right: December to February ozone at 800 K and March total column ozone. Updated from Sinnhu-
ber et al. [2006]

between mid-winter ozone (December to February) and total ozone in spring, indi-
cating that spring time ozone anomalies are usually accompanied by similar anoma-
lies during the previous months. In the following sections of this chapter we analyse
in more detail the development and persistence of ozone anomalies during polar
winter. We show that ozone anomalies in the Arctic persist for several months, de-
scending from the mid- to the lower stratosphere (Sect. 9.3, Figs. 9.9 and 9.10).
The variability of the Annular Modes (Northern Annular Mode, NAM, and South-
ern Annular Mode, SAM) explains much of the ozone variability during winter. A
different class of ozone anomalies is associated with Solar Proton Events (SPEs)
and discussed in Sect. 9.3.2. These results are derived from a new long-term strato-
spheric ozone data set, that was generated from assimilation of satellite observations
into a chemical transport model as part of the project DACCS. This data set, its con-
struction, characteristics and validation with external observations is discussed in
Sect. 9.2.

In Sect. 9.4 we analyse the relationship between ozone in autumn and total ozone
in spring by using a transient simulation of the chemistry climate model ECHAM-
MESSy (EMAC). Sensitivity calculations with the EMAC model with imposed
ozone anomalies are presented in Sect. 9.5.

9.2 A Long-Term Stratospheric Ozone Data
set from Assimilation of Satellite Observations

The investigation of the variability and development of anomalies of stratospheric
ozone during polar winter has thus far been limited by a lack of appropriate data
sets. The longest currently available global ozone profile data set comes from the
Solar Backscatter Ultra-Violet (SBUV and SBUV/2) satellite instruments, cover-
ing more than three decades now. However, the SBUV observations require sun-
light and are thus not available during polar night. Passive infra-red or microwave
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Fig. 9.2 The sequential assimilation scheme (Kalman filter) used in this study. The Kalman filter is
divided into two steps which are repeated periodically: the forecast step (CTM integration) and the
analysis step, in which all satellite observations made during the forecast interval are assimilated.
Red and green arrows refer to the evolution of the ozone tracer and its covariance, respectively.
For technical reasons, the square root of the variance, or ‘error’, is transported in the forecast step

sounding instruments on the other hand cover only a few winters (although the sit-
uation is improving with the now several years long record of observations from
MIPAS/ENVISAT and MLS). Here we have constructed a long-term (29-year)
global stratospheric ozone data set by assimilating SBUV(/2) ozone observations
into a chemical transport model (CTM). This results in a daily global stratospheric
ozone data set that is closely constrained by SBUV(/2) observations in sunlit re-
gions, where measurements are available and fills the gaps at high latitudes by
transporting information into polar night, where ozone is rather long-lived. A similar
approach was already carried out as part of the European Centre for Medium-Range
Weather Forecasts’ ERA-40 reanalysis project [Dethof and Hólm, 2004]. However,
the ERA-40 assimilated ozone data set suffered from a number of problems that
limit its usefulness for the investigation of polar ozone variability. In order to avoid
similar problems here, we restricted the observations used for the assimilation pro-
cess to only SBUV(/2) ozone profile observations. This avoids problems related to
potential biases between different instruments and possible ambiguities, associated
with the assimilation of total column ozone observations. This is in particularly im-
portant here, as we mostly focus on the development of ozone anomalies. A some-
what different approach was followed by Hassler et al. [2009], who constructed a
long-term satellite and sonde based vertically resolved ozone data set by applying a
regression technique.

The assimilation method used here is a sequential assimilation scheme (sim-
plified Kalman filter), based on Khattatov et al. [2000] and Chipperfield et al.
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Fig. 9.3 Ozone time series at
Ny-Ålesund, Spitsbergen.
Assimilated data set (black
line), sondes (red +), and
SBUV satellite observations
located within 250 km
(green ◦) are shown. 1σ
uncertainty limits as provided
by the ozone error tracer for
the assimilated data set are
indicated as grey shadow

[2002] (Fig. 9.2), implemented into our isentropic CTM [e.g. Sinnhuber et al.,
2003]. We use SBUV(/2) version 8 ozone profiles from the Nimbus-7, NOAA-
9, NOAA-11 and NOAA-16 satellites, covering the period from October 1978 to
December 2007. The CTM is driven by temperatures and wind fields from the
ECMWF ERA-40 reanalysis from 1978 to 2000 and from the ERA-Interim re-
analysis from 1990 to 2007 with a ten year overlap between both data sets. A de-
tailed description of the method and the data set is given by Kiesewetter et al.
[2010a].

As an example, Fig. 9.3 shows a time series of ozone at Ny-Ålesund at one al-
titude from our assimilated data set, in comparison with the independent sonde ob-
servations. The assimilated data set is in very good agreement with independent
observations. Figure 9.4 shows the mean bias between the assimilated data set and
independent sonde observations at two Arctic and two Antarctic sites, averaged over
the whole period where sonde observations are available (1991–2007). There is a
consistent bias, with differences mostly well within ±10 %, except for the lower-
most stratosphere. The ozone time series and anomalies (i.e., ozone time series with
mean annual cycle removed) from our assimilated data set correlate well with in-
dependent ozone sonde observations (Fig. 9.5), even in altitude regions where there
is a significant bias. As can be seen from Fig. 9.5 our assimilated data set repro-
duces the high latitude ozone variability much better than ozone from the ECMWF
ERA-40 reanalysis [Dethof and Hólm, 2004], which significantly underestimates
high latitude ozone variability.

Even though no total column ozone observations were included in the assimi-
lation process, integrated ozone columns from the assimilated data set agree well
with independent total columns from the merged GOME/SCIAMACHY/GOME2
(GSG) data set (Fig. 9.6). In order to enable comparison of modelled column ozone
to observations, the ozone column below the lower boundary of the CTM has to be
taken into account. This is taken here from the climatology of Fortuin and Kelder
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Fig. 9.4 Differences between assimilated ozone vmr and sonde observations from high-latitude
stations (NH: Ny-Ålesund, Sodankylä; SH: Neumayer, South Pole), averaged over the whole avail-
able sonde time series (1991–2007) and expressed as fraction of sonde ozone vmr. From Kiesewet-
ter et al. [2010a]. © 2010 American Geophysical Union. Reproduced by permission of American
Geophysical Union

Fig. 9.5 Correlation of ERA-40 ozone to Ny-Ålesund sondes (solid black line with symbols), as
compared to assimilated ozone (thin black line) for the period of 1991–2001. (A) Correlation of
monthly mean ozone vmr (including the annual cycle), (B) Correlation of monthly mean ozone
vmr anomalies (annual cycle subtracted). High-latitude profile ozone variability seems underrep-
resented in the ERA-40 data set. From Kiesewetter et al. [2010a]. © 2010 American Geophysical
Union. Reproduced by permission of American Geophysical Union

[1998] and added to total ozone, calculated from the assimilated data set (Fig. 9.6d).
Inter-annual variations correlate very well with the GSG data set (Fig. 9.6b). Both
data sets show excellent agreement within less than 5 % at most latitudes and
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Fig. 9.6 Comparison of column ozone in the assimilated data set to GOME/SCIAMACHY/
GOME2 (GSG) observations [Weber et al., 2007], using monthly zonal means: (A) TO3 in the
assimilated data set (including climatological column below the CTM boundary), (B) Correlation
of the assimilated TO3 to GSG TO3, (C) Difference between TO3 in the assimilated data set and
GSG, expressed as fractions of GSG TO3, (D) Climatological Ozone Column below 330 K (lower
model boundary) that has been included in (A)–(C). Updated from Kiesewetter et al. [2010a].
© 2010 American Geophysical Union. Modified by permission of American Geophysical Union

months, with maximal offsets of +6 % in Antarctic spring and −8 % in Arctic
spring (Fig. 9.6c). Taking into account that column ozone itself is not assimilated,
the agreement to independent observations is remarkable.

9.3 Analysis of Polar Winter Ozone Anomalies

A central aim of this project is the analysis of Arctic ozone anomalies and the per-
sistence of anomalies during winter. We calculate anomalies as differences from the
mean annual cycle, calculated over the entire 29-year time period. Figure 9.7 shows
Arctic ozone anomalies averaged over 70–90°N equivalent latitude as a function of
time and potential temperature or altitude. (Equivalent latitude is a vortex following
coordinate system, defined as an isoline of potential vorticity enclosing the same
area as the corresponding latitude coordinate would.) Alternating patterns of posi-
tive and negative patterns are observed (with up to 40 % anomalies) that originate in
the mid- and upper stratosphere and descend to the lower stratosphere during win-
ter. Many of these anomalies persist for several months. Downward propagation of
large positive anomalies is, for example, visible during the 1980s (1979/80, 1980/81,
1981/82). These structures develop from October to December at potential temper-
atures of about 1000 K (about 34 km) and more, and then descend to about 500 K
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Fig. 9.7 Ozone anomalies relative to the annual cycle, area weighted average over 70–90°N equiv-
alent latitude. In addition to potential temperature (left axis), also the corresponding approximate
geopotential height values are given (right axis). Values exceeding the colour scale are indicated
by the white contour lines. A 3 day running mean has been applied for smoother viewing. Dates
of weak and strong vortex events (see Sect. 9.3.1) are indicated as arrows near the lower (weak
vortex events) and the upper (strong vortex events) boundaries of the vertical range. Plot updated
from Kiesewetter et al. [2010a]. © 2010 American Geophysical Union. Modified by permission of
American Geophysical Union

(about 20 km) during the winter months, from where they slowly descend further
and remain visible for up to one year. Similar, albeit somewhat weaker, anomalies
are observed in 1987/88, 2005/06. During the 1990s, negative anomalies dominate.
Large negative anomalies in the winters 1995/96 and 1996/97 are pronounced. The
negative anomaly developing at the end of 1995 remains in the lower stratosphere
almost unchanged for more than a year. Other examples for descending negative
anomalies may be found in 1989/90, 1994/95, 2002/03, 2004/05, some of which
also show long residence times in the lower stratosphere.
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Fig. 9.8 Ozone anomalies relative to the annual cycle, area weighted average over 70–90°S equiv-
alent latitude. The whole available time series is shown, split up into six year stretches. In addition
to the model-inherent potential temperature (left axis), also the corresponding approximate geopo-
tential height values are given (right axis). Values exceeding the colour scale are indicated by the
white contour lines. A 3 day running mean has been applied for smoother viewing. Plot updated
from Kiesewetter et al. [2010a]. © 2010 American Geophysical Union. Modified by permission of
American Geophysical Union

A very similar behaviour is observed in the southern hemisphere high latitudes:
Fig. 9.8 showing the corresponding picture for 70–90°S. (Throughout the first years
of the assimilation, large positive anomalies are visible in the lower stratosphere in
spring. These appear as positive anomalies here due to the persistent formation of
the Antarctic ozone hole in later years.)

To provide a more quantitative picture of the persistence and development of
ozone anomalies, the autocorrelation of anomalies with respect to a reference level
at 631 K (∼25 km) is shown in Fig. 9.9 in the zonal as well as the equivalent lat-
itude frame. The level of 631 K is chosen as a representative of the connection
range between the higher stratosphere, where many ozone anomalies originate, and
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Fig. 9.9 Autocorrelation of relative ozone anomalies, with respect to relative ozone anomalies at
631 K (∼25 km). Area weighted averages over 75–90°N latitude (A) as well as equivalent latitude
(B) are shown. The solid black line in (B) displays the diabatic descent path expected from heating
rates averaged year-round; the dashed line represents the same but following winter (DJF) heating
rates

the lower stratosphere, where they then subside and remain. The result does not
depend critically on the chosen reference level. As expected from the qualitative
picture described so far, the autocorrelation structure displays a consistent pattern
descending from the upper (>1000 K) to the lower stratosphere. The correlation
coefficient itself declines relatively fast both in the past and future, attaining values
of 0.5 or less 2 months before and after day zero. Nonetheless, the whole picture
seems consistent, and due to the long time series, even low correlation coefficients
are significant. For comparison, an average descent curve calculated from forward
and backward integrated diabatic heating rates is indicated in Fig. 9.9. One sees
that the autocorrelation in general follows the average descent, in particular for the
equivalent latitude average. In addition, a faster descending mode is present as well,
most clearly seen in the ordinary zonal mean picture. This fast descending mode is
associated with anomalies in the annular modes, to be discussed in greater detail in
the next section.

We now analyse composites of high and low ozone anomalies (Fig. 9.10), which
are identified here by the date when the ozone anomaly at 631 K exceeds 1.5 stan-
dard deviations (of the whole record). In order to assure that anomalies are not
counted more than once, we require that the ozone anomaly stays below the thresh-
old value for 60 days before the onset date. With these parameters, 17 positive and
16 negative ozone anomaly events are detected.

Both positive and negative anomalies generally appear at around 1000 K (about
30 km altitude) about one month before the onset at 631 K, intensify to an anomaly
of about 10 % and descend into the lower stratosphere over the following three
to five months. The long persistence of the ozone anomalies is not in contradic-
tion to known photochemical life times, but is remarkable. Tegtmeier et al. [2008]
have reported an unexpectedly long persistence of ozone anomalies in the middle
stratosphere at mid-latitudes, and hypothesised that this persistence is connected to
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Fig. 9.10 Composite plots of positive (A) and negative (B) ozone anomalies, and their difference
(C). Day 0 indicates the day when the ozone anomaly at 631 K exceeds 1.5 standard deviations;
the evolution of ozone anomalies is shown for 150 days before and after day 0. All values are
area-weighted averages north of 65°N equivalent latitude. (A), (B) Composites of ozone anomalies.
Colours indicate anomalies in terms of fractions of annual cycle values, black contour lines indicate
the significance of the anomalies: dotted 90 %, thin black 95 %, solid black 99 %. (C) Difference
of (A) and (B), divided by the mean ozone at the respective day. Black contour lines indicate
the significance of the difference: dotted 90 %, thin black 95 %, solid black 99 %. Plot modified
from Kiesewetter et al. [2010a]. © 2010 American Geophysical Union. Modified by permission of
American Geophysical Union

transport-induced anomalies in odd nitrogen (NOy). We hypothesise that transport-
induced NOy anomalies may at least partly play a role for the long persistence of
polar ozone anomalies here as well. This possibility requires further testing.

9.3.1 Relation to Annular Mode Variability

Much of the variability in polar stratospheric ozone during winter can be related to
the variability of the Annular Modes (NAM and SAM, respectively) [Baldwin and
Dunkerton, 2001; Baldwin and Thompson, 2009]. As an example Fig. 9.11 shows
anomalies of ozone and the NAM index at around 24 km altitude for the two-year
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Fig. 9.11 Polar ozone anomalies in the mid-stratosphere (600 K, ∼24 km) versus NAM phase (at
30 hPa, ∼24 km), for the years 2000 and 2001. Black solid line, left axis: Zonal ozone anoma-
lies averaged over 75–90°N. Gray line, left axis: Equivalent latitude ozone anomalies averaged
over 75–90°N. Red line, right axis: NAM index. Note the reversed NAM axis. Plot updated from
Kiesewetter et al. [2010a]. © 2010 American Geophysical Union. Modified by permission of
American Geophysical Union

period 2000 to 2001. Ozone is enhanced during weak vortex events, negative NAM
index, that disturb the polar vortex and mix in mid-latitude air. Conversely, strong
vortex events, positive NAM index, are associated with a more stable, colder and
more isolated vortex leading to photochemically reduced ozone. Composite plots of
ozone anomalies according to weak and strong vortex events are shown in Fig. 9.12.
Positive and negative anomalies occur almost instantaneously over much of the mid-
stratosphere and then slowly descend into the lower stratosphere, where they are
clearly visible for four to five months.

A detailed investigation shows that different interaction processes of chemistry
and dynamics are responsible for the distinct shape of NAM-related ozone anoma-
lies. The initial shape of the ozone anomaly is induced by an anomaly in meridional
advection associated with a disturbed or strengthened vortex. As the meridional
ozone gradient reverses at around 500 K (20 km), a weak vortex event is associated
with advection of ozone rich air and a positive vortex ozone anomaly above 500 K,
and mixing in of ozone poor air masses resulting in a negative ozone anomaly be-
low 500 K. The inverse is the case for strong vortex events. However, while the
anomaly in transport explains the initial shape of the ozone anomaly for the weeks
following the onset of the vortex events, where the dynamical perturbation quickly
descends from the upper to the lower stratosphere, it is not able to explain the long
residence time of the ozone anomaly in the lower stratosphere, and the large nega-
tive ozone anomaly that arises in the upper stratosphere (1000–1500 K) one to two
months after a strong vortex event. Here, the temperature anomalies associated with
the vortex events play a role: reduced temperatures in the lower stratosphere in the
course of a strong vortex event lead to more widespread formation of polar strato-
spheric clouds (PSCs) and stronger heterogeneous destruction of ozone, while the
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Fig. 9.12 Ozone anomalies after weak (A) and strong (B) vortex events, and their difference (C).
Day 0 is the onset of the vortex event, i.e. the day when the NAM index at 10 hPa first crosses
the threshold value (+1.5/ − 3.0) in 60 days. All values are equivalent latitude averages north of
65°N. (A), (B) Composites of ozone anomalies. Colours indicate anomalies in terms of fractions
of annual cycle values, black contour lines indicate the significance of the anomalies: dotted 90 %,
thin black 95 %, solid black 99 %. (C) Difference of (A) and (B), divided by the mean ozone at
the respective day. Black contour lines indicate the significance of the difference: dotted 90 %, thin
black 95 %, solid black 99 %. Plot updated from Kiesewetter et al. [2010a]. © 2010 American
Geophysical Union. Modified by permission of American Geophysical Union

opposite is the case during weak vortex events. Hence, lower stratospheric temper-
ature anomalies act to enhance the ozone anomalies induced by advection. In the
upper stratosphere, a secondary positive temperature anomaly that is delayed by a
month from the strong vortex event is responsible for shifting the photochemical
gas phase reaction equilibria towards a state of lower ozone, leading to the strong
negative and apparently delayed signal in upper stratospheric ozone.

9.3.2 The Impact of Solar Proton Events

A very different class of ozone anomalies is related to solar proton events (SPEs).
Ionisation by energetic particles during SPEs lead to enhanced levels of NOy in the
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Fig. 9.13 Anomalies of ozone differences between assimilated ozone and reference runs, averaged
poleward of 70°N in the vicinity of four different SPEs and expressed as percentages of assimilated
ozone vmr. An additional contour line at the −25 % level is shown as white line (only relevant
for winter 1989/90). Day zero (black line) corresponds to the first day of enhanced proton fluxes
measured by GOES. For October 1989, November 2000, and November 2001, also the preceding
events of 30 September 1989, 2 August 2000, and 24 September 2001 are shown as dashed lines.
In 1989, the SPE in August is shown as dotted line. Weak vortex events occurring in three of the
winters are shown as black arrows near the abscissa (13 Feb 2001, 28 Dec 2001, 3 Jan 2004)

upper stratosphere that can result in enhanced catalytic destruction of stratospheric
ozone (see also Chaps. 15, 16 and 17). Figure 9.13 shows Arctic ozone anomalies
for four of the largest SPEs that occurred during the time period of our assimilated
ozone data set. Large negative anomalies of up to −20 % are clearly visible that
slowly descend from the upper to the lower stratosphere. In three out of the four
cases multiple SPEs occurred within weeks, leading already to reduced ozone before
the onset of the main SPE. The negative anomalies are accompanied by positive
anomalies in the lower stratosphere, possibly as a result of the so-called self-healing
effect: A reduction of ozone at higher levels leads to increased ozone at lower levels
resulting from the enhanced UV radiation. The negative ozone anomalies can be
identified for almost half a year following the SPE [Jackman et al., 2008].

9.3.3 Long-Term Variability

Although the focus of this project is on Arctic ozone variability on short to seasonal
time scales (days to months), the assimilated ozone data set also compares well
with independent data sets over long time scales (years to decades), making it valu-
able for the attribution of long-term trends and decadal scale variability. A separate
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Fig. 9.14 Trends in total ozone (TO3) for 1979–1999 (left) and 2000–2007 (right). TO3 trends
in the assimilated data set (‘assim’), the TOMS/GOME/SCIAMACHY/GOME2 merged data sets,
and CTM sensitivity runs (‘tt’ and ‘tT’: time-dependent concentrations of ozone depleting sub-
stances with different assumptions on the scaling of polar ozone loss with chlorine loading; ‘cc’
constant year-2000 loading of ozone depleting substances), as obtained from the piecewise linear
trend regression model for the whole time series. Adapted from Kiesewetter et al. [2010b]

trend analysis over the periods 1979–1999 and 2000–2007 shows excellent agree-
ment of trends in total column ozone, calculated from the assimilated data set and
independent TOMS and GOME/SCIAMACHY/GOME2 observations (Fig. 9.14).
Additional sensitivity calculations with the CTM without assimilation of satellite
ozone observations can be used for an attribution of observed ozone trends due to
changes in the concentration of ozone depleting substances and changes in transport
and dynamics [Kiesewetter et al., 2010b]. In the period 1979–1999, modelled TO3
trends at mid-latitudes are almost equally caused by changes in gas-phase chemistry,
changes in polar heterogeneous chemistry (including dilution of ozone depleted air
masses), and meteorological changes. In most seasons, in situ gas-phase chemistry is
the single largest contributor to mid-latitude trends. As a result of the large seasonal-
ity of polar ozone destruction through heterogeneous processes on PSCs, strong ef-
fects of export of ozone depleted air masses to mid-latitudes are seen only in spring
(NH, SH) and partly in summer (SH). Changes in meteorology contribute around
35 % to mid-latitude TO3 trends, with strong differences between different seasons.
Over the time period 2000–2007 positive linear trends in total column ozone are
dominated by changes in meteorology, as to be expected for the yet small decrease
in stratospheric halogen loading over this period [Kiesewetter et al., 2010b].

The good agreement between the long-term trends derived from our assimi-
lated ozone data set and independent observations suggests that this data set may
also be useful for the detection of decadal scale signals related to solar variability
(Fig. 9.15). Solar cycle effects are not included in the CTM chemistry scheme used
here, and may only be induced by the assimilation. We can thus use a comparison
of the assimilated data set to the unconstrained CTM to diagnose the solar signal in
the assimilated data set. A linear least squares regression model containing a mean
offset, a volcanic proxy and the solar F10.7 radio flux is then applied to deseason-
alized differences between assimilated data set and the unconstrained CTM. Since
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Fig. 9.15 Vertical
distribution of the solar signal
(in %) in the assimilated data
set (below 700 K) and SBUV
observations (above 700 K).
Contour levels correspond to
differences in regressed
solar-related ozone vmr offset
(assim-tt), taken between
solar maximum and solar
minimum

the content of satellite information in the assimilated data set decreases in the upper
stratosphere as a result of the short photochemical lifetime of ozone, much of the
solar signal in the upper stratosphere is lost in the assimilation. Figure 9.15 there-
fore uses a combination of satellite data (the SBUV merged ozone data set, above
700 K) and the assimilation (below 700 K) to cover the whole stratosphere. Our
analysis shows a solar signal of about 5 % in ozone between solar maximum and
minimum, somewhat larger than that derived by Soukharev and Hood [2006] from a
direct regression of SBUV(/2) and SAGE II satellite observations (see also Chaps. 3,
29 and 31).

9.4 Relation Between Early Winter Ozone and Spring Total
Ozone in Chemistry Climate Model Runs

To understand the mechanisms leading to the possible relationship between upper
stratospheric ozone in autumn and total ozone in the following spring, as reported
by Kawa et al. [2005] and Sinnhuber et al. [2006], multi-year simulations with the
ECHAM5-MESSy Atmospheric Chemistry (EMAC) model have been analysed.
EMAC is a chemistry-climate model (CCM) that includes modules to calculate
chemical ozone production and loss processes as well as the transport of ozone
[e.g. Roeckner et al., 2006; Joeckel et al., 2006]. To account for the effects of so-
lar variability on stratospheric ozone EMAC includes a solar radiation scheme with
improved spectral resolution [Nissen et al., 2007]. Figure 9.16 shows the time series
of upper stratospheric ozone in autumn together with total ozone in the following
spring from a transient simulation of the period 1960 to 2000 performed at MPI for
Chemistry (see also Chap. 25). The simulation considers, according to the recom-
mendations for a REF-B1 simulation by the Chemistry-Climate Model Validation
(CCMVal) initiative [Eyring et al., 2008], measured changes of external forcings
of the atmosphere, such as the concentrations of greenhouse gases, ozone depleting
substances and aerosols, sea-surface temperatures and sea-ice concentration, solar
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Fig. 9.16 The relation between early-winter ozone to total ozone in spring and to planetary wave
activity in winter from the EMAC REF-B1 simulation at a grid point close to Ny-Ålesund (79°N,
12°E). (a) October and December ozone at 800 K potential temperature (about 30 km altitude) and
April total column ozone for 1991–2000. (b) same like (a) but for 1960–2000, (c) October and
December ozone at 800 K and zonal mean eddy heat flux at 100 hPa in January for 1991–2000,
(d) same like (c) but for 1960–2000. All quantities are plotted for October, i.e. for spring total
ozone the corresponding year is obtained by adding 1 year. From Wersing [2010]

spectral irradiance and an internally generated Quasi-Biennial Oscillation (QBO) of
the zonal wind in the tropical stratosphere. This simulation represents the most real-
istic reproduction of the atmosphere with our model and thus allows us to compare
directly with Fig. 5 of Sinnhuber et al. [2006] and Fig. 9.1 of this chapter. Dur-
ing the period in which observations and model years overlap (i.e. 1991–2000), the
model tends to confirm the observed correlation over Ny-Ålesund, with high total
ozone in spring following high upper stratospheric ozone in the preceding autumn,
and vice versa, although the correlation in the model (R = 0.45) is somewhat lower
than observed (R = 0.78) (Fig. 9.16a) [Wersing, 2010]. In individual years, such as
in the early 1990s, discrepancies between the model and observations are obvious,
which is however expected, as the model is a free running climate model develop-
ing its own internal dynamics even with prescribed external drivers. In single model
years, planetary wave activity in the mid-latitude lower stratosphere in winter varies
consistently with polar total ozone in spring (Fig. 9.16c) as shown e.g. by Weber et
al. [2003]. Moreover, in these years increases in winter planetary wave activity and
spring total ozone may follow autumns with high upper stratosphere ozone. How-
ever, in general the correlations between the zonal mean eddy heat flux and total
ozone do not reach the observed level.

For the complete simulation period 1960–2000 the correlations between upper
stratosphere ozone in autumn and total ozone in spring (Fig. 9.16b) as well as the
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correlation between winter lower stratosphere planetary wave activity and spring
total ozone (Fig. 9.16d) become very weak (R < 0.20). Thus, our simulations do
not confirm the hypothesis of an enduring influence throughout the winter of strato-
spheric autumn ozone anomalies on spring ozone. Similar conclusions were ob-
tained from additional analyses for the whole Arctic region (instead of Ny-Ålesund),
the Antarctic and from supplementary time-slice simulations, performed with con-
stant external forcings and prescribed solar irradiance for either minimum or maxi-
mum solar activity (not shown). Given that also for the observations the high corre-
lations found for the 1990s and beginning 2000s have weakened in the most recent
past (see Fig. 9.1, left), the good coincidence between upper stratospheric ozone in
autumn and spring total ozone for the earlier years appears to be an effect that was
confined to a limited period as part of the well-known inter-annual variability in the
northern stratosphere.

9.5 Impact of Ozone Anomalies on Mid-winter Stratospheric
Dynamics from GCM Calculations

A potential pathway for the impact of stratospheric ozone anomalies in autumn on
spring total ozone could be a modification of the propagation and dissipation of
planetary waves in the stratosphere during the following winter. Kodera and Kuroda
[2002] for example showed that zonal wind anomalies in the autumn and winter
stratosphere, induced by solar cycle induced irradiance variations, are able to influ-
ence the planetary wave driving of the stratosphere. This kind of mechanism was
tested here in a series of EMAC simulations that were performed with prescribed
ozone climatologies. The chemistry and transport modules were switched off, i.e.
EMAC was applied like a general circulation model (GCM). Polar stratospheric
ozone anomalies (north of 60°N centred at 10 hPa, about 30 km altitude) were de-
rived from the assimilated ozone data set introduced in Sect. 1.2 and added both
as positive and negative bias to a zonally monthly mean climatological ozone field
each October (Fig. 9.17a), November and December of two 20-year simulations.
In comparison with the reference simulation using the ozone climatology, the polar
lower and middle stratosphere cools by up to 0.08 K/d in October in the experi-
ment with negative ozone bias as a result of weaker absorption of solar radiation
(Fig. 9.17b). This effect decreases in amplitude and latitude with southward propa-
gation of the terminator towards the winter. Consistently, the temperature decreases
by about 1–3 K in the polar lower stratosphere during October, November and De-
cember, when ozone is reduced, and the polar night jet increases, as exemplified for
December in Fig. 9.17c. However these changes are not statistically significant, nor
is the change in the Eliassen-Palm (EP) flux vector and its divergence (Fig. 9.17d)
indicating that a significant modification of the planetary wave driving does not
take place. The strengthening of the polar night in December implies favourable
conditions for a potential reduction in upward planetary wave propagation from the
stratosphere for the remaining winter period. However, in January strongly increased
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Fig. 9.17 The response of the stratosphere to prescribed early winter polar stratospheric ozone
anomalies in EMAC GCM-type sensitivity simulations. (a) Prescribed ozone anomalies (in ppmv)
in October, (b) short-wave heating rate anomalies (in K/d) in October, (c) anomalies in zonal mean
zonal wind (in m/s) in December, and (d) anomalies in EP-flux vector (arrows) and the EP Flux
divergence (in m/s/d) in December. Light (dark) shading denotes significant results at the 95 (99) %
levels

EP-fluxes and convergence indicate enhanced planetary wave activity leading to a
significant warming and concurrent deceleration of the polar night jet in the upper
stratosphere. In summary, the results of these sensitivity simulations suggest that
the initial radiative perturbation of stratospheric ozone anomalies in autumn has a
nearly simultaneous, direct effect on stratospheric temperature and wind, however
this effect is not strong enough to prevent sufficiently strong tropospheric dynamical
disturbances from penetrating into the stratosphere during mid-winter.

9.6 Conclusions and Outlook

A long-term (29-year) data set of global stratospheric ozone was generated in this
project from assimilation of satellite observations into a chemical transport model.
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This data set agrees well with independent observations; in particular ozone vari-
ability during high latitude winter is well captured, making this data set well suited
for the analysis of high latitude ozone changes during winter. An analysis of the
assimilated data set during high latitude winter shows alternating patterns of pos-
itive and negative ozone anomalies that propagate downward from the mid- to the
lower stratosphere during winter. These anomalies have a remarkably long lifetime,
e.g. several months. Much of the variability is related to dynamical variability in the
Northern Annular Mode (NAM). Extreme phases of the NAM lead to the formation
of strong and distinctly shaped ozone anomalies that traverse most of the strato-
sphere within days and then remain in the lower stratosphere for several months.
A different class of ozone anomalies is related to solar proton events, which, how-
ever, are much less frequent. In addition to variability on intra-seasonal time scales,
we show that the assimilated ozone data set can also be used successfully for the
analysis of long-term changes such as long-term trends and decadal scale changes.

Although we find that ozone anomalies during Arctic winter often persist for
several months, no further evidence for a close relation between mid-stratospheric
ozone during autumn and total ozone during spring, as first proposed by Kawa et al.
[2005] and Sinnhuber et al. [2006], has been identified. This is consistent with a cor-
relation analysis using calculations from the chemistry climate model EMAC. GCM
sensitivity calculations with prescribed ozone anomalies in autumn (OND) that are
similar to observed ozone anomalies show a direct effect on stratospheric tempera-
ture and wind, however this effect is not strong enough to prevent sufficiently strong
tropospheric dynamical disturbances from penetrating into the stratosphere during
mid-winter.

One PhD thesis [Kiesewetter, 2011], one diploma thesis [Wersing, 2010] and one
bachelor thesis [Höweling, 2010] were successfully completed as part of the project.

Further studies are planned to investigate the possible role of NOy anomalies for
the development and persistence of ozone anomalies, using observational data as
well as model calculations. We will also continue to analyse the assimilated data
set for decadal scale ozone changes and further investigate the factors influencing
ozone variability during autumn and winter.
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Chapter 10
The Response of Atomic Hydrogen to Solar
Radiation Changes

Martin Kaufmann, Manfred Ern, Catrin Lehmann, and Martin Riese

Abstract The combination of satellite born SCIAMACHY hydroxyl and GO-
MOS ozone limb measurements allows for the derivation of the global distribu-
tion of atomic hydrogen abundance and instantaneous chemical heating rates in the
mesopause region. Chemical heating rates show maximum values of 5–10 K/day at
85–90 km; atomic hydrogen densities are 1–5 · 108 cm−3. Signatures of equatorial
Kelvin waves, Rossby-gravity waves and Rossby waves are clearly visible in the
data. A pronounced latitudinal structure with maxima at the equator and at mid lat-
itudes is observed. Between 2002 and 2008 chemical heating rates decreased and
atomic hydrogen density increased, in accordance with model simulations of the
11-year solar cycle.

10.1 Introduction

The upper mesosphere/lower thermosphere energy balance is still a frontier in at-
mospheric sciences. The input of solar radiation, the output of energy in the form of
infrared and airglow emission, storage of energy in latent chemical form, conversion
of energy, and energy transport are current topics of research. A primary source of
energy in this region is the absorption of solar UV radiation by molecular oxygen
and ozone. However, about 70 % of the absorbed solar UV energy is stored as chem-
ical energy, i.e. the energy required to break the bonds of the absorbing species is
stored as chemical potential energy in the product species. These products can be
in excited photochemical states or produce excited states in subsequent exothermic
reactions. These excited products may radiate, so that part of their energy is not
available for heating the atmosphere. They may also be involved in non-local ther-
modynamic equilibrium processes and act as cooling agents, transferring heat from
the ambient atmosphere to internal energy of molecules, which, in turn, lose part
of this energy by radiation such that the atmosphere is cooled. Prominent examples
of the former are the OH and O2 afterglows, while the excitation and subsequent
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Fig. 10.1 Chemical heating
rates for equinox conditions
at the equator for midnight, as
calculated by the NCAR
ROSE model

radiation of CO2 and NO by atomic oxygen illustrate the latter process. Products of
photo-dissociation such as atomic oxygen or the active hydrogen chemical family
(HOx = H + OH + HO2) have chemical lifetimes of several weeks or months in the
mesopause region, thus chemical energy can be transported over planetary scales
and may be released at different latitudes and altitudes far away from the place of
production of these species. Recent examples of this process are a lifted stratopause
or mesospheric ozone anomalies as a consequence of enhanced down-welling of
thermospheric atomic oxygen [Smith et al., 2009] and associated heat release.

The reaction of atomic hydrogen with ozone forming highly excited hydroxyl
molecules is the most relevant heating process in the nighttime upper mesosphere.
The importance of the hydrogen family for the chemical heating in the upper meso-
sphere has been identified by Brasseur and Offermann [1986] on the basis of rocket
sounding observations. Figure 10.1 illustrates the seven most important heating
terms in the upper mesosphere as calculated by means of the NCAR ROSE model
[Marsh et al., 2001; Smith and Marsh, 2005] for the equator at midnight. The reac-
tion of atomic hydrogen and ozone contributes nearly 50 % (4 K/day) to the total
chemical heating in this region. The knowledge of atomic hydrogen and ozone is
essential to model this important heating term, in particular during nighttime [cf.
Riese et al., 1994; Mlynczak and Solomon, 1993].

General circulation models [Schmidt et al., 2006; Marsh et al., 2007] show that
the upper mesosphere and lower thermosphere region is significantly affected by
solar variability. The extent of this influence depends on the location, the season
of the year and on the quantity observed. The solar UV-forcing in this region is
highly variable, changing by more than 50 % for Lyman-α and 10 %–20 % for the
Schumann-Runge-continuum during the 11-year solar cycle. Atomic oxygen will
increase due to enhanced O2 photolysis by about 20 % in the mesopause region
during solar maximum compared to solar minimum, resulting in larger chemical
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heating and CO2 cooling at the same time. Enhanced O3 photolysis results in an
expansion of the atmosphere, shifting isobars by 300–500 m in the mesopause re-
gion [Schmidt et al., 2006]. During solar maximum, ozone mixing ratios increase
by about 20 % in the vicinity of the secondary ozone maximum, while ground-
state hydroxyl and water vapor decrease by about 10 % and 40 %, respectively.
The zonal mean circulation changes due to solar cycle depending wind filtering of
gravity waves, which affects the latitudinal distribution of several constituents.

Long term measurements of upper mesospheric constituents such as atomic oxy-
gen or hydrogen are virtually not existent. Temperature observations covering at
least a full solar cycle exist only for ground based observations. Most observations
show a positive signal in the annual mean solar response [Beig et al., 2008], but
with significant dependencies on the latitude and season of the year. This points
to the importance of dynamics for the interpretation and intercomparison of these
measurements.

The recent ESA Environmental satellite (Envisat) has given a significant ad-
vancement of our knowledge about the response of the middle and upper atmosphere
to solar forcing. This article focuses on chemical heating rates and atomic hydro-
gen abundance obtained from measurements of the Scanning Imaging Absorption
spectroMeter for Atmospheric CHartographY (SCIAMACHY) [Bovensmann et al.,
1999] and from the Global Ozone Monitoring by Occultation of Stars (GOMOS)
instrument [Bertaux et al., 2010; Kyrölä et al., 2010], which are both part of the En-
visat satellite. Uniquely, SCIAMACHY is able to measure nearly all vibrationally
excited states of mesospheric hydroxyl (OH∗). Hydroxyl emissions are a valuable
proxy for chemical heating associated to the reaction of atomic hydrogen and ozone.
In combination with mesospheric ozone measurements from GOMOS, these mea-
surements can be used to obtain the atomic hydrogen abundance.

10.2 SCIAMACHY Hydroxyl Measurements

SCIAMACHY is capable of performing spectroscopic observations of the Earth’s
atmosphere in nadir viewing mode, limb viewing mode, as well as in solar and lunar
occultation modes. For this study, SCIAMACHY limb observations are employed.
In the limb observation mode the Earth’s limb is scanned from the surface up to the
lower thermosphere in steps of about 3 km. The instantaneous field of view spans
2.6 km vertically and 110 km horizontally at the tangent altitude. After each tangent
height step an azimuthal scan is performed covering a distance of about 960 km at
the tangent point. To increase the signal to noise ratio, measurements from one hor-
izontal sweep are averaged in this analysis. SCIAMACHY consists of 8 channels,
each with its own grating, covering the spectral range between 220 nm and 2.4 µm
with a wavelength-dependent spectral resolution of 0.1 nm to 1.5 nm. The instru-
ment covers nearly all vibrational transitions of OH(v ≤ 9)—from the UV/visible
into the near infrared region. In this work, we utilize the near-infrared OH∗ emis-
sions recorded in SCIAMACHY channel 6, covering 1000–1750 nm with 1.5 nm
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Fig. 10.2 Individual SCIAMACHY channel 6 daytime (red) and nighttime (blue) limb emission
spectra at 90 km altitude for mid latitudes. OH �v = 3 (<1400 nm) and �v = 2 (>1400 nm)
vibrational bands are marked by the upper vibrational state. At 1270 nm the O2(

1�) is visible.
Increased instrument noise appears at the channel boundaries

resolution. The processing of this data is described in Kaufmann et al. [2008]. In
channel 6, SCIAMACHY is able to observe �v = 2 limb emissions from vibrational
states v = 5 to v = 2 and �v = 3 limb emissions from v = 9 to v = 5 (Fig. 10.2).
During nighttime, these emissions are about one order of magnitude larger than dur-
ing daytime, which is a consequence of the nighttime increase of ozone.

The latitudinal region covered by SCIAMACHY limb observations depends on
the season of the year and extends from 30°S–80°N (Fig. 10.3). It depends on the
seasonality of solar illumination and various calibration measurements performed
at the night side of the satellite orbit.

Radiance altitude profiles from SCIAMACHY are illustrated in Fig. 10.4 for two
spectral regions covering the OH(3–1) and OH(9–6) emissions. A clear emission
layer centered at about 85 km (for the 3–1 band) and 88 km (for the 9–6 band) is
observed. The altitude of the radiance maximum is slightly lower for the OH(3–1)
band, resulting from the balance between the chemical energy release and the colli-
sion frequency.

The latitudinal distribution of the nocturnal OH∗ emission layer (not shown) indi-
cates highest emission rates at the equator, and a local minimum around 30° latitude.
This latitudinal structure was also seen in the ISAMS observations [Zaragoza et al.,
2001] and in SABER data [Marsh et al., 2006] and is caused by the modulation of
atomic oxygen abundance and temperature by atmospheric tides.

The radiometric uncertainties of SCIAMACHY channel 6 radiances are less than
4 % [Lichtenberg et al., 2006; Noel et al., 2006]. The long term stability is assured
by regular measurements of the solar spectrum and applying monitoring factors to
account for instrument degradation [Bramstedt et al., 2010], resulting in a channel-6
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Fig. 10.3 Spatio-temporal distribution of coincident SCIAMACHY and GOMOS data; the shad-
ing marks the number of coincident profiles per 10° latitude and month. Coincident criteria for the
miss-distance of the two datasets are <5° latitude, <45° longitude, and the miss-times are <4 h
local time and <1 day universal time. Figure adopted from Kaufmann et al. [2010]

radiometric stability better than 1 %. The pointing accuracy is 250 m [von Savigny
et al., 2005].

10.3 Modeling

Excited hydroxyl molecules are produced in the reaction of atomic hydrogen and
ozone:

H + O3
k→ OH(v)+ O2 (10.1)

The rate constant for this reaction is k = 1.4 · exp(−470 K/T ) [Sander et al., 2010],
where T is the kinetic temperature. There is sufficient energy released to populate
OH up to vibrational mode v = 9. Subsequently, the OH molecules radiate strongly
through vibration-rotation transitions.

The modeling of OH airglow is performed with a scheme considering the various
production and loss mechanisms of vibrational states of OH: (1) the quasi-nascent
production of OH vibrational states just after formation of the OH molecule, (2) the
radiative transitions between all states, (3) state-to-state collisional transitions with
different collision partners, and (4) the chemical loss of vibrationally excited OH by
reaction with atomic oxygen.

Assuming statistical equilibrium, the density of OH in vibrational state v can be
calculated from the ratio of production and loss of each individual state:
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Fig. 10.4 Mean altitude
profiles of the OH(9–6) and
OH(3–1) vibrational bands,
covering the wavelength
range from 1375 to 1400 nm
and 1515 to 1545 nm,
respectively. The data is for
mid latitudes, November 25,
2005. Figure adopted from
Kaufmann et al. [2008]
(page 1915)
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(10.2)

Pc = k[O3][H] describes the formation of vibrationally excited OH by reaction
(10.1). fv is the quasi-nascent fraction of molecules produced in vibrational state v

(fv = 0.40, 0.29, 0.21, 0.10 for v = 9, 8, 7, 6; lower vibrational states are not popu-
lated, cf. Klenerman and Smith [1987], Mlynczak and Solomon [1993]). [O3] and
[H] are the ozone and atomic hydrogen number density, respectively. The other
two terms in the numerator describe the production of OH(v) by relaxation of
higher excited vibrational states v′ by spontaneous emissions (Av′,v is the Einstein-
coefficient), and collisional processes (kX

v′,v is the rate coefficient for collisions with
X = N2, O2, and O; the concentration of these species is indicated by brackets).
The denominator consists of radiative, collisional and chemical loss rates. k′

c is the
chemical loss rate coefficient for the reaction of OH(v) with atomic oxygen [Adler-
Golden, 1997] and [O] is the atomic oxygen density. The collisional deactivation of
OH(v) by O2 is one or two orders of magnitude more efficient than by N2. There
is an ongoing debate on the interaction of OH(v) and O2 [e.g. Adler-Golden, 1997;
McDade and Llewellyn, 1987]. Possible pathways are described by a sudden-death
model, assuming that OH(v) is multi-quantum quenched to OH(v = 0), a step lad-
der single-quantum relaxation model, and a cascade model as a mixture of both.
The choice of the model is most important for mid- and low-v vibrational states,
because these states are not populated directly in the H + O3 reaction, such that the
collisional model determines the amount of chemical energy reaching these levels
significantly.

A comparison between our model calculations and SCIAMACHY measurements
for two spectral windows at 87 km altitude is illustrated in Fig. 10.5 for the OH(8–5)
and OH(9–6) vibrational bands. For a more comprehensive comparison refer to
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Fig. 10.5 Nighttime limb OH emission spectra at 87 km altitude for northern mid latitudes in
November in different wavelength regimes. Thick black lines represent SCIAMACHY data, other
lines model calculations. The dominant vibrational bands are labeled in the upper right corner
of each plot. Line styles mark different relaxation schemes. Solid lines: sudden death model;
dashed lines: cascade model; dashed-dotted lines: single quantum relaxation model. The verti-
cal bars mark the position of individual lines and the text gives their quantum numbers. Format:
AABBCCE-FF-GGHHIIJ: AA(GG): upper(lower) vibrational mode, BB(HH): rotational quan-
tum number minus 0.5, CC(DD): spin state, E(J): Λ-type doubling, FF: branch symbol exclud-
ing/including nuclear spin. Figures adopted from Kaufmann et al. [2008] (page 1917)

Kaufmann et al. [2008]. The atomic hydrogen abundance was adjusted to fit mea-
surement and model calculations for the OH(9–6) vibrational band. The difference
between the various model calculations for the OH(8–5) band is caused by the fact,
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that OH(v = 8) is not populated by chemical excitation, only, but also by radiative
and collisional de-excitation of OH(v = 9). Consequently, the choice of the relax-
ation scheme is relevant here. Since the sudden death model de-excites vibrational
levels into the ground state, their vibrational energy is lost completely. Hence, spec-
tra calculated with this model show lowest intensities. The cascade model consti-
tutes the other extreme: the energy loss per collision is as small as possible and the
corresponding spectra show highest intensities. The cascade model seems to over-
estimate measured OH(8–5) radiances significantly, whereas the other two models
both fit the measurements well.

The energy deposition or heating rate dΘ
dt

associated with reaction (10.1) is di-
rectly proportional to the chemical production term Pc in Eq. (10.2) and can be
calculated as follows:

dΘ

dt
= 2

7

1

kB [M] �EPcε (10.3)

ε is the heating efficiency taking into account the portion of exothermicity appear-
ing as the vibrational energy of the product OH [about 90 %; Charters et al., 1971;
Ohoyama et al., 1985] under consideration of radiative losses [less than 10 %;
Mlynczak and Solomon, 1993]. ε = 1 is assumed here. �E is the enthalpy of the
reaction (77 kcal/mol), kB the Boltzmann constant, [M] the total density, and 2/7
the ratio of the specific heat capacity of air at constant pressure to the specific gas
constant of air.

For the retrieval of heating rates and atomic hydrogen densities, we select the
1375–1400 nm spectral range showing ro-vibrational lines from the OH(9–6) vi-
brational transition. Since the population of the v = 9 vibrational mode is vir-
tually independent of the population of all other vibrational states (except for
the calculation of the vibrational partition sum), the retrieval of heating rates de-
pends on four model parameters, only: The number of OH molecules produced
in OH(v = 9) after the H + O3 reaction (for details see above), the total radia-
tive loss A9 =∑

v′<9 A9,v′ = 215 s−1 [Smith et al., 2010], the total collisional loss
k9 =∑

v′<9 kv′,9 = 3.1 ·10−11 cm3 s−1, which is the sum of all quenching processes
of OH(v = 9) [Adler-Golden, 1997], and the chemical loss of OH(v) by reaction
with atomic oxygen kc = 2 · 10−10 cm3 s−1 [Adler-Golden, 1997; Copeland, 2002].
At 90 km (95 km), the ratio of quenching of OH(v = 9) with O2 to reaction with
atomic oxygen to spontaneous radiative loss is 77:5:18 (58:14:28).

The accuracy of kinetic and spectroscopic parameters used in the modeling of vi-
brationally excited OH are discussed in Mlynczak et al. [1998]. An important source
of error for the derivation of atomic hydrogen is the 20 % uncertainty of reaction
rate (10.1) [Sander et al., 2010], which maps linearly into the atomic hydrogen error.
However, this uncertainty is not relevant for the derivation of heating rates, because
dΘ
dt

is directly proportional to the OH(9–6) radiance/volume emission rate. This de-
pendency is given, because all production terms in Eq. (10.2) except for PC can be
neglected for OH(9). The accuracy of other model parameters affect atomic hydro-
gen and heating rates by about 20 %. The uncertainty of GOMOS ozone profiles
mapping linearly into the uncertainty of atomic hydrogen is estimated to be less
than 20 %.
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Fig. 10.6 Heating rate profiles (in K/day) for 2002–2009 (rows) for March-April-May (1st col-
umn), June-July-August (2nd column), September-October-November (3rd column) and Decem-
ber-January-February (4th column). The contour line interval is 2 K/day

The inversion of radiances to heating rates is performed by means of an optimal
estimation approach [Rodgers, 2000]. A priori profiles of heating rates as well as
other atmospheric parameters (temperature, N2, O2, and O abundances) are taken
from the NCAR ROSE model.

10.4 Heating Rates

Seasonal mean heating rates as derived from SCIAMACHY OH∗ measurements are
shown in Fig. 10.6 for the period 2002–2009. Values are larger than 2 K/day in a ver-
tical layer extending by about 15 km. Values at the maximum range from 10 K/day
at the equator to 6 K/day at high latitudes. Absolute values are comparable to 2-D
model calculations of Mlynczak [2000], but larger than the ROSE 3-D model results
presented in Fig. 10.1. A comparison of SABER OH∗ radiances and ROSE model
calculations [Marsh et al., 2006] showed an underestimation of equatorial measure-
ments as well and was explained by an insufficient tidal forcing in the model. The
importance of the diurnal migrating tide is visible in both the semi-annual cycle of
equatorial heating rates, as well as in the latitudinal structure of heating rates, which
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shows largest values at the equator, a minimum at 30°, and a secondary maximum
at 60°.

10.4.1 Space Time Spectral Analysis

The response of chemical heating to atmospheric waves with periods of 2–30 days
is analyzed by means of a windowed space-time spectral analysis [Ern et al., 2009].
A time window length of 31 days for 10° latitude intervals is used. This accounts for
the seasonal variations visible in the data (see previous chapter). Results are ana-
lyzed for the equatorial region, for the sub-tropics, and for mid latitudes (Fig. 10.7).

The strongest spectral components are at frequencies of 0 and ±1 cycles/day.
These components are due to stationary planetary waves and tides as well as their
aliases, which show up periodically shifted by one zonal wavenumber and 1 cy-
cle/day [e.g. Salby, 1982a, 1982b]. Since these strong spectral features also cause
stronger aliasing and spectral leakage at higher zonal wave numbers, we cut the
zonal wavenumber range of the spectra at zonal wavenumber 4. SCIAMACHY
nighttime data allows to resolve periods larger than two days unambiguously, since
only the ascending part of the satellite orbit is covered by observations. At the equa-
tor, we find not only strong contributions caused by tides and stationary planetary
waves, but also strong spectral signatures for zonal wavenumber 1 at frequencies
between 0.2 and 0.4 cycles/day, corresponding to periods between 2.5 and 5 days
(Fig. 10.7a). These spectral signatures are due to equatorial Kelvin waves, which are
confined to the equatorial region between about 20°S and 20°N, in good agreement
with previous findings [e.g. Salby et al., 1984; Garcia et al., 2005]. The latitude-
time distribution of wave variances due to Kelvin waves is shown in Fig. 10.7b.
Wave variances are obtained from the single 31-day space-time analyses by ap-
plying a band pass filter for zonal wavenumber 1 and periods between 2.5 and
10 days, i.e., the location of the Kelvin wave peak in the average spectra shown
in Fig. 10.7a. Kelvin wave variances are found only in the latitude band between
about 20°S and 20°N, as expected. Rossby gravity wave activity (periods of 1.4–2.5
days) is expected to peak at subtropical latitudes. And indeed, Fig. 10.7c exhibits a
clear spectral signature at these periods, peaking at 20°S and 20°N (Fig. 10.7d). At
40°N (Fig. 10.7e), tidal signatures and signatures due to stationary planetary waves
are weaker than at the equator. The spectral peak due to equatorial Rossby-gravity
waves is no longer visible, and there are also no more indications of equatorial
Kelvin waves. Instead, a strong spectral peak has appeared at zonal wave numbers
1–2 and frequencies in the range between about −0.2 and 0 cycles/day. Obviously,
this spectral feature is caused by westward traveling long period planetary (Rossby)
waves with periods in the range of about 5–30 days. This period range is also in good
agreement with the range expected from previous observations. The wave variances
due to Rossby waves are obtained by applying a band pass for zonal wavenumber
1 and frequencies between −0.25 and −0.05 cycles/day (periods between 4 and
20 days). Rossby waves at 87 km altitude mainly appear at mid and high latitudes,
as expected (Fig. 10.7f).
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Fig. 10.7 First column: space-time spectra averaged over the period 2002–2006 of residual SCIA-
MACHY heating rates at 87 km altitude at the equator (a), 20°N (c) and 40°N (d). Positive frequen-
cies denote eastward and negative frequencies westward traveling waves, respectively. The spectral
range that can be resolved unambiguously by the SCIAMACHY sampling are rectangles rotated
with respect to the zonal wavenumber/frequency coordinates (black and white dashed lines). Sec-
ond column: variances due to Kelvin waves (b), Rossby-gravity waves (d), and Rossby waves (f).
Only latitude-time intervals with more than 200 data points are considered. The median spectral
background (determined from zonal wave numbers >2) is subtracted. Figures adopted from Ern et
al. [2009] (pages 5 and 6)
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SCIAMACHY and SABER data (not shown here, cf. Ern et al., 2009) give a
consistent picture of the wave modes. Differences between the two datasets can be
explained mostly by the spatio-temporal sampling pattern and by data gaps in the
SCIAMACHY data.

10.5 GOMOS Ozone Measurements

GOMOS measures horizontal transmission spectra at 250–956 nm while a star ap-
pears to descend through the Earth’s atmosphere. Mesospheric ozone retrievals are
performed in the ultraviolet wavelength range, and their altitude resolution is about
3 km. Ozone profiles (Version 5.00) selected for this study were acquired at solar
zenith angles >100° by the measurement of stars with a temperature >6000 K and
a magnitude <1.9 as well as of stars with a temperature >7000 K [cf. Kyrölä et al.,
2010].

The precision of GOMOS ozone in the vicinity of the OH∗ layer is 5–10 %,
with systematic uncertainties of 1–2 % [Tamminen et al., 2010]. However, the com-
parison of GOMOS ozone profiles with MIPAS [Verronen et al., 2005] and SABER
[Smith et al., 2008] ozone data, both of which are based on ozone mid-infrared emis-
sion measurements, revealed discrepancies up to 20 % in vicinity of the mesopause.

GOMOS suffered a temporary malfunction in May–June 2003 and January–
August 2005. Due to a restriction of the pointing range, the amount of GOMOS
data has decreased by 35 % since 2005.

The spatio-temporal distribution of co-located SCIAMACHY and GOMOS pro-
files is illustrated in Fig. 10.3. Coincidence criteria (typical miss-distances) are <5°
(1°–4°) latitude, <45° (0°–5°) longitude, <4 h (0–1 h) local time and <1 day uni-
versal time. To obtain an ozone profile for each SCIAMACHY dark limb profile,
a mean, distance-weighted GOMOS ozone profile is calculated from all profiles
meeting the coincidence criteria.

10.6 Atomic Hydrogen

By combining SCIAMACHY hydroxyl and GOMOS ozone measurements, global
maps of atomic hydrogen are obtained. A latitude altitude cross section of atomic
hydrogen is shown in Fig. 10.8 for summer 2008. Atomic hydrogen decreased
monotonically from 4–6 ·108 cm−3 at 86 km to about 1 ·108 cm−3 at 95 km. Largest
values appear at the equator, similar to the heating rate profiles. During equinox (not
shown), atomic hydrogen is reduced by 30 %–50 %. Absolute values are similar to
the atomic hydrogen profiles as derived from the Solar Mesosphere Explorer [SME,
Thomas, 1990], although a detailed comparison is difficult since Thomas [1990]
gives atomic hydrogen volume mixing on pressure levels rather than atomic hydro-
gen abundance on geopotential altitudes, as in this study.
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Fig. 10.8 Atomic hydrogen
densities for June, July and
August 2008. The contour
line interval is 5 · 107 cm−3

The temporal evolution of atomic hydrogen abundance at 90 km altitude is shown
in Fig. 10.9. The data shows a pronounced semiannual cycle with amplitudes of
about 7 · 107 cm−3. In addition, a linear increase of about 14 % between 2002 and
2008 is visible.

To determine this increase quantitatively, the temporal (t) dependence is fitted
using a constant (y0), a linear (y1) as well as annual (amplitude y2 and phase y3)
and semiannual harmonics (y4 and y5):

d[H]
dt

= y0 + y1 · t + y2 · sin

(
t

2π · 1yr
+ y3

)

+ y4 · sin

(
t

2π · 1/2yr
+ y5

)
. (10.4)

The linear term characterizes long term changes as well as the dependence on solar
flux, which cannot be discriminated so far due to the temporal extent of the data set.

The fit parameters are obtained applying a modified Levenberg-Marquardt
algorithm [Moré et al., 1980]. The cost function is calculated by weighting
measurement-model differences by the standard deviation of the measurement data
in each altitude/latitude bin.

The uncertainty of the fitting parameters is dominated by the occurrence of sev-
eral data gaps in the time series. These data gaps are related to the latitudinal sam-
pling pattern and instrument failures or specific instrument operations. We estimate
the magnitude of this uncertainty by creating several synthetic data sets exhibit-
ing the same spatio-temporal behavior and noise distribution as in the measurement
data. Data gaps as present in the measurements are randomly redistributed within the
given time period and mask the synthetic data. The resulting data sets are analyzed
in the same way as the original data and the scatter of the resultant fit parameters
is taken as an estimate for the uncertainty of these parameters with respect to data
gaps. For the linear component (y1) the uncertainty estimated by this method is
about 4 %.
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Fig. 10.9 Atomic hydrogen abundance for 0°N (±5°), 90 km altitude. Dots represent weekly
mean data of atomic hydrogen abundance, the sinusoidal line is a fit according to Eq. (10.4), and
the thick black line is calculated using the first two components (y0 and y1) of the fit

Fig. 10.10 Atomic hydrogen
increase (in %) between
September 2002 and
December 2008; for details
see text

Other sources of uncertainty, such as noise of the measurement data, correlation
of the fit parameters or inadequacy of the fit function are negligible in comparison
to uncertainties related to the data gaps.

Atomic hydrogen zonal mean differences between 2008 and 2002 according to
the linear term in Eq. (10.4) are shown in Fig. 10.10. Atomic hydrogen increases by
0–5 % at mid latitudes, and up to 10 % around the equator.

This increase has been corrected by 5 % to take into account the 11-year so-
lar cycle dependence of atomic and molecular oxygen, which is not considered in
the quenching of OH∗ and in the retrieval of atomic hydrogen, respectively. Since
quenching by molecular oxygen is the most important relaxation mechanism of OH∗
below 95 km, uncertainties in the quenching partner map largely into the atomic
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hydrogen abundance. Although molecular oxygen mixing ratios do not change be-
low 95 km during the 11-year solar cycle, molecular oxygen abundance observed
on geopotential altitudes is indeed affected by solar insolation due to the expan-
sion or shrinking of the atmosphere. General circulation models [e.g. Schmidt et al.,
2006] predict a shrinking of the upper mesosphere by several hundred meters during
solar minimum. This leads to a decrease of O2 and total density by 5–7 % at 90–
95 km geopotential altitude (Schmidt, personal communication). Atomic oxygen
abundance decreases by about 10 % accordingly. This leads to decreased quenching
of OH∗ in 2008 (solar minimum) in comparison to 2002 (solar maximum), which is
not considered in the model and therefore the quenching of OH∗ is overestimated in
2008 in comparison to 2002. The retrieval compensates overestimated OH∗ quench-
ing in the model by an increase of atomic hydrogen abundance, leading to an arti-
ficial overestimation of atomic hydrogen by about 5 % in 2008 in comparison to
2002. The data shown in Fig. 10.10 has been compensated for this effect.

Figure 10.10 indicates a small increase (0–6 % ± 4 %) of atomic hydrogen abun-
dance at mid latitudes and a slightly larger increase of 4–8 % (±4 %) at equatorial
latitudes. This anti-correlation with solar flux is predicted by model calculations
(Schmidt, personal communication). It is caused by an increase of H2O due to a
reduced photolytic destruction of this species in the entire middle and upper meso-
sphere, also affecting the upward flux of H2O by eddy diffusion. In total, this in-
crease of water vapor is over-compensating the reduction of the photolytic solar
flux producing atomic hydrogen in the upper mesosphere during solar minimum.

10.7 Summary

To quantify and understand the response of the upper atmosphere to long term
changes and solar activity requires the measurement of temperature and constituent
data. Atomic hydrogen as the most prominent member of the odd hydrogen family
is of particular interest in this context. The combination of two instruments (SCIA-
MACHY and GOMOS) on Envisat gives an excellent opportunity to obtain a time
series of this data ranging from 2002 until today in the 85–95 km altitude regime.
Instantaneous heating rates due to the H + O3 reaction reach 6–10 K/day, depend-
ing on latitude. A pronounced semi-annual cycle is evident in the data, pointing to
the importance of atmospheric tides for the vertical distribution of constituent and
temperature data. Signatures of equatorial Kelvin waves, Rossby-gravity waves and
Rossby waves are clearly visible in the data. The long term evolution of atomic
hydrogen indicates an increase by 0–8 % since 2002, which is in accordance with
11-year solar cycle model calculations.
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Chapter 11
High-Latitude Thermospheric Density and Wind
Dependence on Solar and Magnetic Activity

Hermann Lühr and Stefanie Marker

Abstract Processes in the high-latitude thermosphere are strongly controlled by
the activity of the sun and by the geomagnetic field geometry. The CHAMP satel-
lite, with its sensitive tri-axial accelerometer, provided detailed information about
thermospheric dynamics over its mission life-time (2000–2010), thus contributing
significantly to the CAWSES (Climate And Weather of the Sun-Earth System) pro-
gramme. In this chapter, studies on thermospheric winds and density anomalies at
high magnetic latitudes are presented. Thermospheric winds above the poles are
directed predominantly from day to night side. Observations, however, reveal a dis-
tinct difference between winds on the dawn and dusk sides at auroral latitudes.
While on the dawn side fast zonal winds towards night are prevailing, an anti-
cyclonic vortex is formed on the dusk side. For the explanation of these local time
dependent features various thermodynamic and electrodynamic influences have to
be considered. As an example for mass density variation the cusp-related density
anomaly is studied. The amplitude of this prominent local peak in mass density is
influenced by the level of solar flux (F10.7) and by the solar wind input into the
magnetosphere as quantified by the electric field caused by reconnection. A prereq-
uisite for the appearance of density anomalies is the presence of soft-energy parti-
cle precipitation. By combining CHAMP and EISCAT measurements, it has been
shown that Joule heating, fuelled predominantly by small-scale field-aligned cur-
rents (FACs), causes a strong increase in temperature at altitudes below 200 km.
As a consequence molecular-rich air is up-welling. A density anomaly is recorded
at 400 km altitude. Combining different observations and numerical model results
provides a plausible chain of processes leading to the observed cusp-related density
anomaly.
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11.1 Introduction

The term thermosphere is generally used for the upper atmospheric layer in the
range of about 100 to 1000 km altitude. Embedded in it is the exobase at around
600 km above which altitude lightweight particles do not behave as a fluid anymore
and start to follow ballistic trajectories. There is a steep temperature increase over
the lower part of the thermosphere, 100 to 300 km, due to absorption of solar ex-
treme ultraviolet (EUV) and x-ray radiation. Above, the temperature approaches
asymptotically the exospheric temperature of about 1000 K. For further general
characteristics of the thermosphere the reader is referred to Prölss [2004]. Solar
EUV is the most important energy input to the thermosphere. The expansion and
contraction of the upper atmosphere in response to solar activity over a solar cycle
is quite prominent. The other important energy source is the solar wind. When the
charged particles of the solar wind interact with the geomagnetic field, a part of
the wind energy is converted to electric currents which are routed down along the
magnetic field lines to the ionosphere at high latitudes. These currents partly dissi-
pate and partly drive plasma convection vortices in polar regions. Another part of
the solar wind input is converted to mechanical energy accelerating electrons and
ions earthward. When these particles hit the atmospheric atoms and molecules they
are excited and subsequently emit light, the well-known aurora. This process also
deposits an appreciable amount of energy in the thermosphere. In a comprehen-
sive review, Prölss [2011] has described the perturbations of the upper atmosphere
caused by the dissipation of solar wind energy.

This chapter deals with thermospheric phenomena at high magnetic latitudes.
In particular, observation and interpretation of the wind system and local density
anomalies are presented. In auroral regions the neutral particles in the thermosphere
are strongly coupled with the plasma of the ionosphere. Therefore, both thermo-
dynamic and electrodynamic processes have to be considered simultaneously for a
proper interpretation.

In the past, detailed studies of the thermosphere were suffering from a lack of
sufficient and accurate measurements. This situation has improved significantly with
the availability of air drag measurements on board of satellites like CHAMP (CHAl-
lenging Minisatellite Payload) and GRACE (Gravity Recovery And Climate Experi-
ment) by means of sensitive tri-axial accelerometers. In particular, the accelerometer
data from CHAMP collected over a period of 10 years have been used to identify a
number of new phenomena in the upper atmosphere. In this chapter we provide an
overview and assessment of the main results published during recent years. For most
of them the long and continuous CHAMP data set is used for revealing insight into
the wind patterns at polar latitudes and to investigate the prominent mass density
anomaly related to the ionospheric cusp.

11.2 Measuring the Thermosphere

Opposed to the ionospheric properties, neutral particle dynamics is difficult to be
sensed remotely from ground. There have been rather few satellites in orbit carrying
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Fig. 11.1 Schematic
illustration of the CHAMP
satellite with its scientific
instruments

mass spectrometers (e.g., Atmospherics Explorer-C, ESRO-4). Important features
of the thermosphere have been deduced from precise orbital tracking of space ob-
jects like satellites, rockets, and debris. Since the effects on the ephemeris are small,
integration has to be performed over fairly large arcs. For that reason only gross
features of the thermosphere had been deduced. For example, the dependence of
the mass density on external forcing, like solar EUV flux or magnetic activity, was
determined from orbit-average effects. That means regional or latitudinal variations
cannot simply be resolved. In comprehensive studies, Emmert [2009] and Emmert
and Picone [2010] have deduced a globally-averaged climatology of the thermo-
spheric mass density based on orbital elements of a large number of space objects,
covering the years 1967–2007. From them thermospheric features like seasonal and
solar cycle variations, magnetic activity dependence and long-term trends have been
derived.

Detailed observations of thermospheric phenomena have become possible since
sensitive accelerometers are operated on spacecraft like CHAMP and GRACE. They
have sampled the upper atmosphere on a global scale since 2000. The in situ mea-
surements enable the resolution of local features. A first overview on the mass den-
sity distribution derived from CHAMP data was given by Liu et al. [2005]. The
authors presented mass density anomalies both at low and high latitudes. In this
chapter we focus on thermospheric characteristics at high latitudes deduced from
CHAMP measurements.

CHAMP, a German satellite, was launched on 15 July 2000 into a circular, near-
polar (inclination: 87.2°) orbit at 456 km altitude [Reigber et al., 2002]. Over its 10-
year life time the orbit slowly decayed, and the spacecraft re-entered the atmosphere
on 19 September 2010 at an altitude of 150 km. A schematic picture of CHAMP
with all the science instruments is shown in Fig. 11.1. Of particular interest for the
topics addressed here is the accelerometer, which is accommodated at the satellite’s
centre of gravity. The measurement principle is based on a proof-mass of about
100 g that is kept floating in the centre of a vacuum cage by electrostatic forces.
Non-gravitational forces acting on the satellite are deduced from the accelerometer
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readings. From the air drag experienced by the satellite in orbit the thermospheric
mass density and wind can be retrieved. The basis equation is

a = −1

2
ρ

Cd

m
Aeffv

2 (11.1)

where a is the measured acceleration vector, ρ is the mass density, m is the satellite
mass, Aeff denotes the effective cross-section area in ram direction and v the velocity
of the satellite. Cd represents the drag coefficient vector with different values for
along-track and cross-track directions. Equation (11.1) can be solved for the mass
density, ρ, since the other quantities are known or measured. Further details about
the interpretation of accelerometer data can be found in Doornbos et al. [2010].

For the estimation of the thermospheric winds we make use of the acceleration
vector components. Under the assumption that the experienced acceleration, a, is
aligned with the velocity, v, we can relate the components of the two vectors:

−ay

ax
= vy

vx
(11.2)

where the x component is aligned with the spacecraft-fixed along-track axis and y

with the cross-track axis. Vertical wind contributions are not considered because (1)
they are generally weak (except in the auroral zone during active periods) and (2)
the vertical component of CHAMP’s accelerometer did not work properly. Since
CHAMP had a polar orbit, the zonal wind velocity can be derived from the effect
on the cross-track axis.

vy = −vx
ay

ax
(11.3)

when vx is assumed to be the orbital velocity (7.6 km/s), the cross-track wind ve-
locity, vy , can be calculated. A more sophisticated approach for deriving wind was
later developed by Doornbos et al. [2010]. The new data reveal wind speeds that
are in general lower by a few percent, but the relative variations stay practically the
same.

CHAMP data of the 4 years 2002–2005 have been used to study thermospheric
features at high latitudes.

11.3 Wind Distribution at Polar Regions

A first statistical study of zonal winds at low latitudes, based on CHAMP data, was
presented by Liu et al. [2006]. Typical features emerged from it, such as the strong
eastward wind during evening and night hours and the westward wind during morn-
ing and noon time. Later the zonal wind study was extended by Liu et al. [2009]
up to subauroral latitudes. These authors found that the thermosphere at the equa-
tor rotates on average faster than the planet. The topic of super-rotation has been
discussed controversely in the literature [see Rishbeth, 2002, for an overview]. Liu
et al. [2009] report a diurnally averaged eastward wind of about 35 m/s, which is
in good agreement with the prediction (30–40 m/s) of Rishbeth [2002] based on the
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electrodynamics at the magnetic equator. Conversely, at higher latitudes the thermo-
sphere rotates slower than the planet. For an outside observer, the upper atmosphere
exhibits a differential rotation like, for example, the sun.

The wind distribution in the polar region, as observed by CHAMP, was first stud-
ied by Lühr et al. [2007]. Twenty years earlier Thayer et al. [1987] presented a
similar study based on DE-2 satellite data. Due to the short DE-2 mission duration
and sparse sampling, detailed features could not be resolved at that time. At high
latitudes all the different cross-track measurements are combined in a statistically-
significant way such that the average horizontal wind vector can be derived (for
more details see Lühr et al. [2007]). A prominent result of such an approach is
the strong day-to-night wind over the polar cap with speeds in excess of 600 m/s.
In this region hydrodynamic forces and plasma drifts point approximately in the
same direction. The primary cause is the cross-polar cap potential difference which
drives the plasma into the anti-sunward direction at speeds of more than 1 km/s.
The plasma drift velocity, v, in the ionospheric F region can be expressed as
v = E×B/B2. At CHAMP altitude we obtain for a typical polar cap electric field of
E = 50 mV/m and an ambient magnetic field, B = 50000 nT, a plasma velocity of
v = 1 km/s. The relevant terms of the equation describing the momentum transfer
from ions to neutral particles by collisions [e.g., Rishbeth, 2002] can be written

ρ
du
dt

= −∇P + ρvi,n(v − u) (11.4)

where ρ is the mass density, u is the wind velocity, P is the thermal pressure and
vi,n is the ion/neutral collision frequency. From this equation we note that the ac-
celeration of neutral particles is proportional to the collision frequency and to the
velocity difference between ions and neutrals.

The average wind distribution in the polar region for the four months centred on
June solstice 2003 is shown in Fig. 11.2. For the presentation a magnetic latitude
vs. magnetic local time frame has been chosen. We find similar distributions at both
hemispheres, but in the northern (summer) hemisphere winds are stronger and sig-
natures are clearer. The higher plasma and neutral densities during summer cause a
higher collision frequency thus make the coupling between ions and neutrals more
efficient. At auroral latitudes there is a clear asymmetry between the dawn and dusk
sides. On the dawn side we observe fast winds from day to night. This effect is at-
tributed to a combined action of Coriolis and centrifugal forces. Fuller-Rowell and
Rees [1984] argue that particles starting at noon and moving westward experience
an equatorward centrifugal force, but at the same time a poleward Coriolis force.
The velocity at which the two forces according to Fuller-Rowell and Rees [1984]
cancel depends on the polar distance, θ

sin θ = v/985 (m/s) (11.5)

where 985 m/s is twice the Earth rotation speed at the equator. At a geographic
latitude of 65° (θ = 25°) we obtain v = 416 m/s for the critical velocity. This value
is close to the wind speed observed on the dawn side (cf. Fig. 11.2). Obviously,
many air particles move on the stable paths in this latitude range. Note that magnetic
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Fig. 11.2 Distribution of mean thermospheric wind vectors in the northern (summer) (left) and
southern (winter) (right) hemispheres for June solstice 2003. Concentric rings mark magnetic lati-
tude at 10° spacing (80°, 70°, 60°, 50°) (from Lühr et al. [2007], Fig. 4)

latitudes are shown in Fig. 11.2, while the force balance discussed above is valid
in geographic coordinates. But over many Earth rotations the latitude difference
averages out.

Conversely, on the dusk side the Coriolis force and centrifugal forces act in the
same direction deflecting particles into an anti-cyclonic spiral motion. Such a feature
appears in Fig. 11.2 near 70° of magnetic latitude and 18:00 local time. In the early
evening time sector the sunward plasma flow along the auroral oval causes a stag-
nation of the wind. Particularly clear is the effect of plasma drift on thermospheric
winds during times of Subauroral Polarization Streams (SAPS) events. Wang et al.
[2011] report that SAPS, occurring preferentially in the evening sector, cause the
neutral wind to switch from anti-sunward to sunward at magnetic latitudes around
60° to 65°. A typical occurrence rate of SAPS is 30 %. SAPS-type phenomena are
not observed on the dawn side. This may also contribute to the dawn/dusk differ-
ence. On the night side the wind is deflected westward. This is consistent with the
Coriolis force acting on air parcels moving away from the pole.

The high-latitude plasma drift pattern is closely controlled by the interplanetary
magnetic field (IMF) components By and Bz. Förster et al. [2008] clearly showed
that the wind direction over the polar regions depends a lot on the plasma dynamics.
Over the northern hemisphere polar cap highest wind speeds are observed for a
combination of negative IMF By and Bz components. In the southern hemisphere
wind speeds maximise for positive IMF By and negative Bz. Under these conditions
the plasma flow is best aligned with the cross-polar cap wind at high latitudes on
the dawn side. Furthermore, the clockwise wind vortex on the dusk side increases
in the northern hemisphere when IMF By is positive, while the opposite By polarity
causes the vortex to grow in the south. This behaviour also proves the close control
of the plasma drift on thermospheric winds.
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11.4 Cusp-Related Mass Density Anomaly

In their initial paper on the global mass density distribution Liu et al. [2005] reported
also about thermospheric density anomalies at high magnetic latitudes both on the
day and night sides. The night side features were associated with magnetospheric
substorms since their intensity increased with magnetic activity. This suggestion was
later confirmed by a dedicated study about thermospheric responses on substorms
by Ritter et al. [2010]. The day-side feature was identified as the cusp-related den-
sity anomaly that had been introduced earlier by Lühr et al. [2004]. These authors
reported that CHAMP detected quite frequently a localised enhancement in air drag
whenever it passed the polar cusp region. When interpreting this signal in terms of
mass density they obtained local enhancements up to a factor of 2. In a quest for
the drivers of these air density peaks at 400 km altitude they suggested as one cause
Joule heating by intense small-scale FAC. Figure 11.3 shows CHAMP observations
of cusp-related density anomalies collocated with intense bursts of kilometre-scale
FACs for three examples. Nowhere along the orbit have FACs been observed with
comparable amplitudes. In order to test the Joule heating hypothesis Demars and
Schunk [2007] tried to reproduce the density anomaly with their high-resolution
thermosphere model. They had to increase the heating in the E region by an unrealis-
tic factor of greater than 100, in order to achieve a local doubling of the mass density
near the cusp. Otherwise the model simulated quite realistically the up-welling of air
in the heated region and the subsequent poleward and equatorward divergence. Mo-
tivated by the open questions concerning the root causes of the cusp-related density
anomalies Rentz and Lühr [2008] performed a dedicated study on the climatologi-
cal properties of the anomaly. Important findings of that study will be summarised
below.

11.4.1 Climatology of the Density Anomaly

For a systematic survey of the mass density distribution at polar regions, data have
been sorted into 918 equal-area bins of 222 × 232 km size. For the binning of
the CHAMP measurements we considered the range 60°–90° of magnetic latitude
(MLat) in both hemispheres. A detailed description of the binning approach is given
in Lühr et al. [2007]. From Fig. 11.4 it is evident that the density distribution at
auroral latitudes is well-ordered when sorting the data by geomagnetic latitude and
magnetic local time (MLT). Conversely, a data representation in geographic latitude
and solar local time does not show a clear maximum around noon [see Rentz, 2009].
As a consequence, the geomagnetic frame was used throughout the analysis.

The density enhancement at cusp latitudes is superposed on top of the large-
scale (diurnal, latitudinal) density variations. The considered effect has been iso-
lated by removing the background according to the NRLMSISE-00 atmospheric
model density. In addition a systematic difference between model and observation
was removed by allowing for a bias term and a latitude-dependent trend. As a result
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Fig. 11.3 Three examples of
cusp density anomalies
observed by CHAMP.
Collocated with the air
density enhancements intense
bursts of kilometre-scale
field-aligned currents appear
(from Lühr et al. [2004],
Fig. 3)

the density anomaly, �ρ, is obtained [for details of the approach see Rentz and
Lühr, 2008]. The climatological properties of the density anomaly were derived
from a systematic survey over four years (2002–2005) of CHAMP air drag mea-
surements. Figure 11.4 shows, for example, the average anomaly location and am-
plitude, as deduced from 2003 data. In both hemispheres density peaks cluster in
the latitude range 70°–80°MLat and the 12 ± 2 h MLT time sector. It is interesting
to note that the amplitude of the anomalies is smaller by a factor of 1.4 in the south
compared to the northern hemisphere. Rentz and Lühr [2008] suggest that the ob-
tained hemispheric difference is primarily caused by the larger offset between the
magnetic and geographic pole in the south. Over the course of a day the cusp moves
from the South Pole down to −60° geographic latitude and back again. Largest
density anomalies appear typically at lowest latitudes. But CHAMP was sampling
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Fig. 11.4 Statistical survey of the density anomaly amplitude (in 10−12 kg/m3) within the day
side polar region of the northern (left panel) and the southern (right panel) hemisphere in 2003.
Yearly averaged solar flux values (P10.7) are listed below the plots

the region around the pole more than 10 times denser than the −60° latitude zone,
where the larger effects occur. This selective sampling accounts for a good part of
the north/south amplitude difference.

Since the anomaly location coincides rather well with the mean position of
the ionospheric cusp, an energy source near the day side magnetopause is sug-
gested to be an important driver of this phenomenon. We investigated the solar
wind input, quantified by the electric field caused by reconnection at the magne-
topause, commonly termed merging electric field, Em. In our study we have de-
fined Em = vsw(B

2
y + B2

z )
0.5 sin2(θ/2), where By and Bz are the IMF components

in GSM coordinates, vsw is the solar wind speed, and θ is the IMF clock angle
(tan θ = By/Bz).

The amplitude of the anomaly depends also on the solar flux index, as can be
seen in Fig. 11.5 (left frame). The index is defined as P10.7 = 0.5(F10.7 + F10.7a),
where F10.7 is the daily solar flux index and F10.7a is its 81-average. It seems
that below a certain flux level, e.g. P10.7 < 100, no clear anomalies form anymore.
A similar effect can be found for Em < 0.5 mV/m. A superposed epoch analysis
yields that Em at the magnetopause is enhanced on average for about an hour before
the detection of the anomaly [Rentz and Lühr, 2008]. This time delay might be
explained by two effects, partly by the upward propagation of the density front from
the lower thermosphere to orbital altitudes (ca. 400 km) and partly by the infrequent
sampling of the cusp once per orbit (93 min). For the upward propagation one may
assume the thermal speed which ranges around 600 m/s, resulting in a travel time of
order 10 min. Also the background air density seems to play a role for the anomaly
amplitude. In order to test that Fig. 11.5 (right frame) shows the relative size of the
anomaly with respect to the ambient density. In this case the dependence on P10.7 is
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Fig. 11.5 Dependence of the northern hemispheric cusp-related density anomaly on the solar flux
index, P10.7, and the merging electric field. (left) Amplitude of anomaly (in 10−12 kg/m3), (right)
relative amplitude of anomaly with respect to background density

much reduced because the solar flux controls directly the background density. From
this perspective the important role of Em for the cusp-related anomaly becomes even
clearer.

11.4.2 CHAMP-EISCAT Campaign on Joule Heating

A dedicated CHAMP-EISCAT campaign was scheduled and executed in order
to observe simultaneously thermospheric characteristics with CHAMP and iono-
spheric parameters with the EISCAT radar facility. The aim was to monitor directly
the Joule heating in the ionosphere that may be responsible for driving the neutral
fountain effect. The campaign lasted from 1 to 13 October 2006 and included the
ESR (EISCAT Svalbard Radar, 78.1°N, 16.0°E, 75.6°MLat) at Longyearbyen and
the VHF (Very High Frequency, 69.5°N, 19.2°E, 66.9°MLat) radar near Tromsø.
When CHAMP passed close to the radars the ESR 42 m antenna measured the
ionospheric parameters along the magnetic field line while the ESR 32 m and VHF
radars were used to track the cusp position. The EISCAT measurement programme
was nearly the same as the one described by Schlegel et al. [2005].

Most favourable results were obtained on 13 October 2006. Particularly outstand-
ing on that day is a band of strongly enhanced ion temperature, up to 4000 K, ob-
served by the VHF radar. As can be seen in Fig. 11.6, the apparent height of the
high temperature region varies with time. At the start of the measurements, 07 UT,
it is detected near 600 km, 1.5 hours later, around 08:30 UT, it has reached its low-
est altitude at 260 km. Subsequently it rises again until reaching 550 km at 10 UT,
after which the high temperature feature disappears. A similar structure is observed
for the electron temperature, but in that case the hot electrons are observed up to
great heights everywhere. For electrons the field lines are very good temperature
conductors. Due to the low elevation of the VHF radar beam (30° above horizon),
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Fig. 11.6 Electron and ion
temperature derived by
EISCAT VHF on 13 October
2006. The vertical lines mark
the times of CHAMP
overpasses (green orbit 6, red
orbit 7). VHF was looking
northward at an elevation
of 30°

Fig. 11.7 CHAMP-observed density anomaly, �ρ (left) and kilometre-scale field-aligned currents
(right) along three passes near the EISCAT facilities on 13 October 2006. Density peaks are accom-
panied by FAC bursts. The separation of CHAMP passes from ESR are 12°, 9°, 30° in longitude
for the orbits 5, 6, 7, respectively

echoes plotted at different heights come from different latitudes. For the following
interpretation apparent heights are converted to latitudes.

CHAMP crossed on that day the magnetic latitude of ESR three times at lon-
gitudes 28.0°E, 6.7°E, −14.5°E on orbits 5, 6, 7, respectively. Times of closest
approach are marked by vertical lines in Fig. 11.6 (green: orbit 6, red: orbit 7).
Figure 11.7 shows CHAMP measurements. In the left frame recorded mass den-
sity anomalies are shown. Most prominent is the density peak of orbit 7 appearing
near 74°MLat. But also during the earlier passes density peaks, although smaller,
were recorded at 75° and 70°MLat on the orbits 5 (blue) and 6 (green), respectively.
In the right frame of Fig. 11.7 CHAMP derived field-aligned currents are shown.
It is interesting to note that intense small-scale FAC bursts with current densities
up to 10 µA/m2 appear right at the latitudes of the mass density peaks in all three
cases. This observation lends support to the suggestion of Lühr et al. [2004] that
small-scale FACs are commonly accompanying cusp density anomalies.

By comparing the EISCAT and CHAMP observations new insight into the driv-
ing processes may be expected. CHAMP passed by the EISCAT facility on orbit
6 shortly before 08:30 UT. At that time the high temperature echoes came from
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an altitude of 260 km or 73.5°Lat. (cf. Fig. 11.6). During the next orbit, 7, high
temperature was detected at 550 km altitude corresponding to 78°Lat. This latitude
coincides with the position of the ESR radar. Inspecting the measurements from the
field-aligned ESR 42 m radar reveals that for a short time around 10 UT high ion
temperatures up to 4000 K were observed in a height range from 120 up to 200 km.
This confirms the reliability of interpreting VHF height ranges in terms of latitudes.
One may speculate that the ion heating is caused by intense FACs. To test that the
latitudes of the hot ions can be compared with those of the small-scale FAC bursts.

On the two CHAMP passes (orbits 6 and 7) marked in Fig. 11.6 we observed
hot ions at geographic latitudes of 73.5°N and 78°N and intense FACs at magnetic
latitudes of 70°N and 74°N, respectively. In the Scandinavian sector the magnetic
latitude is by about 3° lower than the geographic latitude. The remaining small dif-
ference of about 1° in latitude between CHAMP and EISCAT observations can
be explained by the mapping of the signal along the field lines. Since field lines
are inclined equatorward, CHAMP detects the FACs somewhat southward of their
footprint in the E region. A similar inference on collocation between small-scale
FACs (∼75°MLat) and high ion temperature can be made for orbit 5. Although
CHAMP passed 10 minutes before EISCAT was switched on, the latitude of hot
ions (∼79°Lat) can be estimated. These three examples demonstrate the close rela-
tion between intense FAC bursts and local ionospheric heating.

A viable process for a local heating of the thermosphere is Joule heating. In order
to see where it takes place we examine the Pedersen conductivity. Figure 11.8 shows
vertical profiles of the Pedersen conductivity as derived from ESR measurements on
13 October 2006 in the left frame. It can be noted that the peak conductivity contin-
uously increased until 10 UT. Furthermore, it is obvious that the high-conductivity
layer appears at greater altitude, reaching up to 150 km. Typically the Pedersen
conductivity peaks in the E-layer at about 115 km. Joule heating can be expressed
as WJ = σPE

2. Since the electric field, E, varies little with altitude, the vertical
distribution of heating is determined by the height profile of the conductivity, σP .
The vertical profile of the local ion temperature enhancement observed by ESR at
10 UT fits well the expected heating profile, in particular, when considering the ther-
mospheric density decay with altitude. Rentz [2009] has deduced numbers for the
heating rate by estimating the electric field from CHAMP current measurements.
She obtained 14 × 10−7 W/m3 for the heating at 140 km altitude around 10 UT
and 16 mW/m2 for the height-integrated heating rate. Both these values are by a
factor of about 5 larger than earlier reports [e.g., Schlegel et al., 2005] although her
measurements took place close to solar minimum. Previous authors did not take into
account the important contribution from small-scale E-field (FAC) variations.

11.4.3 Comparison with Numerical Modelling

A remaining question concerns the elevated altitude of maximal Pedersen conduc-
tivities. Here, particle precipitation may play a role. The ionospheric response to
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Fig. 11.8 Vertical profiles of Pedersen conductivity from EISCAT measurements (left) and SHL
model (right). Minor peaks in the observed profiles are not considered as significant

precipitating particles varies markedly with altitude: the higher the electron en-
ergy the lower the altitude of penetration and peak ionisation. Ion precipitation in
the cusp can lead to an elevated conductivity at lower altitudes, especially at the
equatorward edge of the cusp. The influence of particle precipitation has earlier
been addressed by numerical modelling. With the CTIP (Coupled Thermosphere-
Ionosphere-Plasmasphere)-style Sheffield High Latitude (SHL) model, Millward
et al. [1999] have simulated the effect of particle precipitation on the electron
density distribution in the cusp region using typical particle populations, i.e. a
Maxwellian energy distribution of 50 eV electrons and 500 eV ions. From their
obtained electron density profiles Pedersen conductivity and Joule heating rate have
been calculated. The modelled example matches very well the geophysical condi-
tions of 14 December 2002 (Kp = 2.7, F10.7 = 167, winter solstice). Figure 11.8
(right frame) shows results for the cases with particle precipitation (black) and with-
out precipitation (grey). It is quite evident that the Pedersen conductivity is signifi-
cantly enhanced in case of particle precipitation, especially in the height range above
150 km. When comparing the modelled conductivity curves with the profiles derived
from EISCAT observations (left frame), in particular the profile at 10 UT, reasonable
agreement is found with the modelled case of precipitation. There is a systematic
difference in altitude between the conducting layers that can be explained by the dif-
ference in solar activity. While the model run considers solar maximum conditions
(F10.7 = 167), the solar flux on 13 October 2006 was quite low, F10.7 = 72.9. Fur-
thermore, there is a seasonal difference between the observed and modelled event.
Both the solar insolation and the intensity of small-scale FACs vary with season.
Rother et al. [2007] showed that kilometre-scale FACs in the cusp region are three
times more intense during equinoxes than during winter season.

The region of enhanced ion temperature does not appear as a continuous band in
Fig. 11.6, but as a series of patches. High temperatures within a patch have the ten-
dency to move to more northward range gates with time. This is a typical ionospheric
signature of pulsed reconnection at the Earth’s magnetopause [e.g., Lockwood et al.,
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1993]. The cusp density anomaly thus seems to be related to the day side reconnec-
tion process. At altitudes below 300 km the ion and neutral temperatures are much
the same. Around 10 UT ESR observed a strong temperature enhancement. This is
assumed to cause an up-welling of molecular-rich (N2, O2) air. As a consequence the
composition of the upper atmosphere is expected to change. Crowley et al. [2008]
reported that GUVI (Global Ultraviolet Imager) observations on the TIMED satel-
lite indicate an up-welling of molecularly rich air into the upper atmosphere at day
side auroral regions during times of cusp-related density anomalies. This adds an-
other piece of evidence for the local ionospheric heating as source for the density
enhancement.

11.4.4 Resumé on Cusp-Related Density Anomaly

From the observations and modelling results, a rather complete picture of the mech-
anisms responsible for the described high-latitude density peaks emerges. The chain
of processes driving the thermospheric anomaly in the cusp region starts with the re-
connection of solar and terrestrial magnetic field lines at the day side magnetopause.
This process accelerates solar wind plasma earthward. As a consequence high fluxes
of soft particle precipitation occur in the cusp region. In particular, electrons with
energies below 100 eV cause significant ionisation at altitudes above the E region.
During high solar activity when the thermosphere is expanded, ionisation occurs at
higher altitude than during low activity in a shrunk atmosphere. The reconnection
process, in addition, drives strong field-aligned currents which tend to break up in
filaments with small transverse scales (<10 km). FACs of this size are very efficient
in dissipating their energy in the ionosphere [e.g., Vogt, 2002]. Also the precipitat-
ing particles deposit energy in the thermosphere. Clemmons et al. [2008] claim that
these might even contribute the major part to energy input. As a consequence of
the various kinds of heating the ion temperature is observed to rise strongly and we
suggest that this rises also the neutral temperature in the height range 150–200 km.
This causes an up-welling of molecular-rich air from the lower thermosphere and
reduces the O/N2 ratio column density, as diagnosed by GUVI. Satellites at 400 km
and above (CHAMP and GRACE) record significant mass density anomalies when
passing the cusp region.

The amplitude of the density anomaly is found to increase with the solar flux level
(F10.7). An increase of EUV radiation causes larger thermospheric scale heights and
correspondingly, a reduction in penetration depth of the precipitating particles. The
heating per particle is higher at greater altitudes, thus causing a larger temperature
increase. Consequently, the density anomaly in the upper thermosphere becomes
larger. The other important controlling parameter is the electric field. This quantity
is a measure for the reconnection rate at the day side magnetopause, thus a proxy for
the flux of precipitating particles. Furthermore, Em reflects the transfer of momen-
tum to the ionospheric plasma. In regions of high ion/neutral collisions (here caused
by precipitation) kinetic energy of the convecting plasma is converted into heat. The
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confinement of the density anomaly occurrence to the vicinity of the cusp can be
explained by its magnetic connection to the major reconnection sites at the magne-
topause. Watermann et al. [2009] showed that the cusp at ionospheric altitudes can
be characterised by soft particle precipitation and intense small-scale field-aligned
currents. These two phenomena are regarded as a key for generating cusp-related
density anomalies.

11.5 Summary

In this chapter CHAMP and EISCAT measurements of ionospheric and thermo-
spheric parameters have been considered, together with numerical model results,
for explaining the mechanisms that cause the prominent cusp-related mass density
anomalies. Main findings are:

(1) The amplitude of the cusp density anomalies depends on both the solar wind
input (reconnection rate) and the solar flux level (F10.7). When considering
the relative density enhancement with respect to ambient mass density the de-
pendence on solar flux largely disappears. This shows that primarily the recon-
nection rate and the ambient neutral density are responsible for the anomaly
amplitude.

(2) The cusp-related density anomalies are commonly accompanied by bursts of
small-scale field-aligned currents. These contribute considerably to Joule heat-
ing in the ionosphere. Another feature of the cusp is the intense precipitation of
soft particles. These facilitate an enhanced ionospheric conductivity.

(3) Numerical simulations confirm that soft particle precipitation can create a
prominent conducting layer at about 150 km altitude. Here the Joule heating
rate per particle (or the temperature increase) is larger by about an order of
magnitude compared to the E-layer. This causes an up-welling of molecular
rich air.

(4) Composition estimates derived from GUVI measurements on TIMED confirm
decreased O/N2 ratios during times of enhanced magnetic activity (density en-
hancement) in the cusp/cleft region.

With the presented chain of processes we offer an explanation why the cusp
region is predestined for local thermospheric mass density anomalies. Some of
the indirect conclusions such as the intense small-scale Poynting flux and the co-
located ion (neutral) temperature enhancement should be confirmed by direct mea-
surements, for example, with the help of the upcoming Swarm mission.
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Chapter 12
Global Sporadic E Layer Characteristics
Obtained from GPS Radio Occultation
Measurements

Christina Arras, Jens Wickert, Christoph Jacobi, Georg Beyerle,
Stefan Heise, and Torsten Schmidt

Abstract Sporadic E layers have been observed on a global scale using GPS radio
occultation measurements performed by the CHAMP, GRACE and FORMOSAT-
3/COSMIC satellites. This has been done by analysing signal amplitude variations
of the GPS L1 signal. The global distribution of sporadic E layer occurrence shows
strong variations on different time scales with highest sporadic E occurrence rates
during the afternoon at the midlatitudes of the summer hemisphere. Furthermore,
sporadic E occurrence depends on several geophysical parameters such as dynamic
conditions in the lower thermosphere, intensity of Earth’s magnetic field and meteor
flux. The connection between the global sporadic E occurrence in dependence on
these parameters is discussed in this chapter.

12.1 Introduction

In the last decade radio occultation (RO) measurements have been established as a
powerful technique to observe the Earth’s atmosphere and ionosphere on a global
scale [e.g., Wickert et al., 2009]. Since the launch of the CHAMP (CHAllenging
Minisatellite Payload) satellite in July 2000, a continuous time series of, on average,
∼200 RO measurements per day is available to date although the RO experiment on
the CHAMP satellite ended in October 2008. The available RO time series was
continued by the measurements of the GRACE (GRAvity recovery and Climate
Experiment) [Wickert et al., 2009] and the six FORMOSAT-3/COSMIC (FORMOsa
SATellite mission-3/Constellation Observing System for Meteorology, Ionosphere
and Climate) satellites. Thus, continuous global analysis of geophysical parameters
such as, e.g., global tropopause heights [Schmidt et al., 2004, 2008], gravity wave
activity [Ratnam et al., 2004; de la Torre et al., 2006; Namboothiri et al., 2008] and
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water vapour content in the lower and middle troposphere [Heise et al., 2006] is
possible. Especially the COSMIC mission increases the available daily soundings
to an amount of ∼2500 per day. This fact allows increased spatial and temporal
resolution of obtained data fields.

Neutral atmospheric soundings are used to calculate profiles of temperature, den-
sity, pressure and water vapour content in the troposphere and stratosphere. By now
the RO profiles are assimilated by several weather prediction centres to improve
weather forecasts [Anthes et al., 2008; Poli et al., 2009]. Beside these familiar ap-
plications for the neutral atmosphere, also ionospheric soundings are recorded that
are used to calculate vertical electron density profiles [Hajj and Romans, 1998;
Schreiner et al., 1999; Jakowski et al., 2002] for ionospheric monitoring and to
identify electron density anomalies.

Since RO profiles have a high vertical resolution of only several metres, they al-
low to detect thin structures as, e.g., sporadic E (Es ) layers. Sporadic E layers appear
in the E region of Earth’s ionosphere and consist of relatively high electron densities
compared to the background ionisation. They consist of metallic ions [Ernest, 1997]
that originate from meteroids entering Earth’s atmosphere.They occur between 90
and 120 km altitude with a thickness of usually 0.5–5.0 km and a horizontal extent
of 10–1000 km [Wu et al., 2005].

In the early 1960s, Whitehead [1961] described the mechanisms responsible for
sporadic E formation at midlatitudes. He suggested that sporadic E formation is a
complex process of interactions between ion-neutral collisions, the Earth’s magnetic
field and vertical shears in the lower thermospheric wind field. The mechanism may
be described by the following Eq. (12.1).

w = cos I sin I

1 + r2
U + r cos I

1 + r2
V (12.1)

Here, w represents the vertical ion drift, U , V the neutral winds in geomag-
netic southward and eastward direction, I is the magnetic inclination and the term
r denotes the ratio of ion-neutral collision frequency and ion gyrofrequency. The
formation of a sporadic E layer is most likely in regions where w = 0 and the ver-
tical gradient dw

dz
is large and negative, i.e. with upward drift below and downward

drift above the level of consideration. At altitudes below ∼125 km, the plasma drift
is collision dominated. Then r becomes large and the first term on the right-hand
side of Eq. (12.1) becomes small compared to the second one. Consequently, the
behaviour of the zonal wind shear, which is mainly in parallel to the geomagnetic
eastward wind shear, is the most important factor for sporadic E layer formation
at midlatitudes in the altitude range between 95 km and 125 km. Thus, sporadic E
layers are most likely to be expected when the zonal wind shear is negative. Above,
Es formation depends mainly on the meridional wind shear [e.g., Haldoupis, 2010].

Recent investigations from Incoherent Scatter Radar observations indicate that
sporadic E layers are quasi-continuous features, and thus rather non-sporadic phe-
nomena [Haldoupis et al., 2007]. Especially during winter and at night, however,
they are very weak. Therefore, it is often not possible to observe them with standard
techniques like ionosondes and GPS RO.
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Fig. 12.1 Scheme of the radio occultation principle. The low-Earth orbiting satellites CHAMP
(top), GRACE-A (middle) and the COSMIC constellation (bottom) receive signals emitted from
rising or setting GPS satellites (left hand side) after passing Earth’s atmosphere. Atmospheric re-
fraction induces a bending of the GPS signals which is represented by the bending angle, α. The
bending angle is a key observable for the GPS radio occultation technique

Relatively strong Es events cause intense disturbances in radio wave propagation
due to their strong vertical electron density gradients. The resulting disturbance in
radio waves depends on the waves transmission frequency. In the past, observations
mostly came from ground based remote sensing or from rare in-situ rocket mea-
surements [Whitehead, 1989; Mathews, 1998, and references therein]. Ionosonde
measurements allow to observe an Es layer for a comparatively long time over a
single location and to detect temporal variations of the layer. The main advantage
of recent Es observations by the satellite based GPS RO technique is the global data
coverage with a relatively high spatial, but low temporal resolution.

12.2 GPS Radio Occultation Principle, Data Base and Sporadic
E Detection

The GPS RO technique relies on accurate measurements of the two GPS signals
(fL1 = 1.575 GHz and fL2 = 1.227 GHz) by a Low-Earth orbiting (LEO) satellite.
Due to their low altitude of only a few hundred kilometres, the LEO spacecraft or-
bits the Earth faster than the GPS satellites which fly at significantly higher altitudes
of 20 200 km. During its revolution, the LEO spacecraft tracks the signals of GPS
satellites rising or setting behind the Earth’s limb. The signals are received after their
propagation through the Earth’s ionosphere and atmosphere, which modify the sig-
nals due to their refractive index which finally leads to a bending of the signal paths
(cf. Fig. 12.1). The bending angle α is the key observable of this technique. After an
inversion process, it can be converted into pressure, density, temperature and water
vapour profiles in the troposphere and stratosphere and into electron density profiles
at ionospheric altitudes.
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Fig. 12.2 Example of a
normalised GPS L1 SNR
profile measured by the
CHAMP satellite on
1 January 2003. The profile
includes the signature of a
sporadic E layer at ∼110 km
altitude

Table 12.1 Total number of
RO measurements from
CHAMP, GRACE and
COSMIC collected between
2001 and 2009

Satellite Total number of RO Mean daily number of RO

CHAMP 541 527 ∼250

GRACE 203 455 ∼200

COSMIC 2 575 701 ∼2200

Total 3 320 683

These converted profiles rely on several assumptions such as spherical symmetry,
which is not valid for sporadic E layers, it was decided to use Signal-to-Noise Ratio
(SNR) profiles of the GPS L1 occultation links to identify sporadic E layer signa-
tures from RO measurements [Wickert et al., 2004; Wu, 2006; Zeng and Sokolovskiy,
2010]. These data are recorded directly onboard the satellite and do not require addi-
tional data treatment or further assumption before being analysed in order to extract
information on the presence of an Es layer. The disadvantage of this method is that
only quantitative information on Es are received, without any knowledge on the
electron density of the single events.

But, in presence of strong vertical gradients in the electron density and the cor-
responding bending angles, as it is expected for sporadic E layers, the SNR shows
strong fluctuations (cf. Fig. 12.2). These fluctuations are caused by signal divergence
and convergence which leads to an increase or decrease of the signal intensity at the
receiving antenna, respectively. The signal disturbances can easily be identified by
applying a bandpass filter which only accepts fluctuations that stretch vertically be-
tween 1–12.5 km. The altitude of the signal perturbation maximum is taken to be the
altitude at which the Es layer is located. Note that this altitude may slightly differ
from the height of maximum electron density. Since also the latitude, longitude and
time of every single event are known, it is possible to perform statistical analysis of
global sporadic E occurrence in dependence on these variables.

The CHAMP, GRACE and COSMIC satellites provided more than 2500 RO pro-
files per day during the years 2007–2009. Table 12.1 reveals the amount of measure-
ments contributed by each satellite mission.
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Fig. 12.3 Left: global distribution of radio occultation measurements performed by the CHAMP,
GRACE and COSMIC satellites during the year 2008 summed up in a 5° × 5° grid. Right: latitude
dependent number of RO profiles in a 5° resolution

Figure 12.3 includes all measured RO profiles during the year 2008 in a 5° × 5°
latitude/longitude resolution. The recorded soundings are not uniformly distributed
over the globe. Four latitude-parallel maxima are spanning around the globe at ap-
proximately 25°N/S and 45°N/S and a broad minimum is observed in the equatorial
region. This effect originates from the LEO spacecraft positions in relation to the
GPS satellite constellation. Nevertheless, all grid cells include a sufficient amount
of measurements to perform statistical analysis. But, the inhomogeneous data distri-
bution may distort the results concerning the global Es distribution. Consequently,
the ratio of confirmed sporadic E events and the total number of measurements in
each grid cell, referred to as Es occurrence rate, is considered in the following sec-
tions.

12.3 Global Sporadic E Occurrence

The occurrence of sporadic E layers shows variations on several time scales. Fig-
ure 12.4 displays the global Es occurrence rates for the northern hemisphere sum-
mer (including the months of June, July, August) and winter (including the months
of December, January and February) conditions. The plots are based on RO mea-
surements from GRACE and COSMIC during the year 2009. The measurements
are binned in a 5° × 5° latitude/longitude grid with 1 km height resolution. Since
the interannual Es variability is relatively low compared to diurnal and seasonal
variations, the plots in Fig. 12.4 appear very similar in other years (not shown here).

As global and annual mean, a sporadic E occurrence rate of approximately 14 %
is observed. Generally, Es occurs mainly during daytime at midlatitudes of the sum-
mer hemisphere. Es rates up to 50 % are observed in single grid cells. In the winter
hemisphere Es rates are very low except for few Es events observed at low latitudes.
During equinox a moderate Es activity is observed at the low latitudes of both hemi-
spheres. During all seasons a slim line where no sporadic E events are detected is
found in the equatorial region (right panels). This line follows exactly the course of
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Fig. 12.5 Time series of
latitude dependent monthly
sporadic E rates observed by
the CHAMP satellite

the magnetic equator [Arras et al., 2008]. The band of high Es rates is interrupted
in the Atlantic and African sector of the southern hemisphere. This gap stretches
across approximately 90° in longitude. It is caused by the South Atlantic Anomaly
of Earth’s magnetic field. This point will be discussed further in the following sec-
tion.

As visible in the middle panel of Fig. 12.4, Es layers form predominantly dur-
ing daytime. In the summer hemisphere Es rates show two maxima. The first one
appears before noon at higher latitudes (∼45°N/S), while the second one appears
in the afternoon at ∼30°N/S. During winter, a weak Es activity is observed in the
early afternoon at low latitudes. The layers are preferably seen in an altitude range
between 90 and 120 km with maximum rates around 105 km. They form at slightly
higher altitudes during summer compared to winter conditions.

The RO technique is a relatively new method and thus long-term results of
sporadic E behaviour including long-term trends are not yet available. Currently,
CHAMP provides the longest available consistent time series of GPS RO measure-
ments comprising a period of nearly eight years. The CHAMP data set was used
for variability analysis of global sporadic E occurrence rates. Figure 12.5 shows the
latitudinal structure of time series of monthly mean Es rates measured by CHAMP
between January 2002 and October 2008. The latitudinal resolution is 10°. The indi-
vidual summer maxima are interrupted by low Es rates in spring and autumn. Weak
secondary maxima are found at low latitudes in the winter hemisphere. In general,
Es rates in the southern hemisphere are 25 % smaller than the ones in the northern
hemisphere. The typical value for Es occurrence during summer maximum is about
40 % in the northern hemisphere and about 30 % in the southern hemisphere. This
is a consequence resulting from the sporadic E rate minimum in the South Atlantic
magnetic anomaly region.

The summer maxima vary from year to year in intensity, duration, and latitudinal
distribution. The underlying processes responsible for these variations have not been
fully identified yet.
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Fig. 12.6 Annual cycle of daily meteor rates (blue) measured with the Collm meteor radar and
sporadic E rates (red) based on COSMIC RO measurements at northern midlatitudes (50°–55°N)
during the year 2007

12.4 Coupling Mechanisms

As indicated in the previous sections, the sporadic E layer formation process de-
pends on several geophysical parameters inducing the variations of Es occurrence
in time and space. For sporadic E formation, several components have to work to-
gether. First of all, a certain amount of metallic ions is needed. These ions originate
from meteors evaporating in Earth’s atmosphere. Their daily number shows a char-
acteristic annual cycle. The mechanism that seems to be most effective to compress
the metallic ions into thin layers is based on wind shears produced by tidal winds
at low and midlatitudes. Thus, upper atmospheric dynamics are an important factor
for Es formation.

The global Es distribution and the wind shear theory imply that Earth’s magnetic
field and especially its horizontal intensity plays an important role in Es formation
and its global distribution which can already be recognised in Fig. 12.4.

12.4.1 Connection Between Annual Es Occurrence and Meteor
Flux

Metallic ions at lower ionospheric altitudes are deposited by meteoroids evaporat-
ing in Earth’s atmosphere. The metallic ion concentration is thus dependent on the
intensity of the meteor influx. The meteor influx shows a clear seasonal cycle dis-
played in Fig. 12.6 (blue). The plot is based on daily meteor count rates detected
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with the meteor radar (MR) at Collm (51.3°N, 13.0°E) during the year 2007 cover-
ing the altitude range between 80 and 100 km. Strong annual variations in the daily
meteor counts are observed with largest values detected in June, July and August
and lowest rates in February and March. After passing the winter minimum, the
meteor rates increase steeply to the summer maximum. The summer rates are about
twice as large compared to the winter months. But the summer rates decrease less
abruptly during the autumn months. This behaviour leads to an asymmetric course
during the year. In January and December, two sharp peaks occur. They can be at-
tributed to the strong meteor showers called Quadrantids (January) and Geminids
(December).

Because sporadic E layers consist mainly of metallic ions, it is not surprising that
the course of the annual Es rates is, in general, similar to the one of the meteor rates
Haldoupis et al. [2007]. A qualitative comparison between daily meteor rates and
daily Es rates (red line) is displayed in Fig. 12.6. The Es rates are based on COS-
MIC RO measurements performed during the year 2007 in a latitude band between
50°N and 55°N. The minimum in Es occurrence is observed in February and March,
which is in good agreement with the observed meteor rates. In spring, they suddenly
increase to the maximum rates in June, July and August. Afterwards, they decrease
quickly in September but showing a secondary maximum at the end of October.

When comparing the course of both curves in Fig. 12.6 one can see that the shape
of the annual cycle of Es occurrence is more symmetric than the one of the meteor
rates. Both curves show the steep increase in spring and the maximum rates during
the whole summer. However, starting from the end of August the shapes of the
curves differ. The meteor rates are still high during September and October while the
Es rates behave differently. In order to explain this phenomenon, the vertical zonal
wind shears have to be taken into account. Since the amplitudes of the semidiurnal
tide, which is the main source of vertical wind shears in northern midlatitudes, are
comparably weak during autumn months, it is quite reasonable that also the Es rates
are low during that time.

The presented curves of daily meteor counts and sporadic E rates in Fig. 12.6
are only valid for the higher midlatitudes in the northern hemisphere. Since meteors
are of astronomic origin moving predominantly in the ecliptic plane, their annual
cycle behaves proportional to the rising of the apex sporadic meteor source above
the horizon. It leads to the presented cycle in the northern midlatitudes. Along the
equator the annual cycle amplitude diminishes completely and in the southern hemi-
sphere the annual cycle appears again but with a minimum in July and August and
the maximum around February and March.

12.4.2 Connection with Atmospheric Tides

According to wind shear theory [Whitehead, 1961; Axford, 1963], sporadic E layer
formation depends mainly on the vertical shears of the horizontal winds at midlati-
tudes. Atmospheric tides produce considerably stronger shears than the background



216 C. Arras et al.

circulation. They, especially the semidiurnal and the diurnal components, are the
strongest oscillations within the lower thermosphere. The largest amplitudes of the
diurnal tide are found at lower latitudes, while the semidiurnal tide shows stronger
activity at higher midlatitudes [e.g. Pancheva et al., 2002]. Tidal amplitudes may
reach values of more than 40 m/s [Manson et al., 2002a; Jacobi et al., 2009; Jacobi,
2011]. Therefore, it is expected that the daily variations in Es occurrence and its
height dependence may result from changes in the lower thermospheric wind field
caused by atmospheric tides [Christakis et al., 2009]. In the following the correla-
tion between tidal winds and Es occurrence are qualitatively investigated. Hereby,
the focus is set to measurements performed by the Collm meteor radar located at the
Collm Observatory (51.3°N, 13°E).

The MR technique is based on measurements of the radial winds through the
Doppler shift of radar signals reflected from ionised meteor trails. The MR at Collm
operates at 36.2 MHz in all-sky configuration. Hourly horizontal winds are calcu-
lated through projecting the mean wind on the radial winds from individual meteors
and minimising the squared differences. The method is described by Hocking et al.
[2001] in detail. The data are binned in 6 height gates centred at 82, 85, 88, 91,
94, and 98 km, and the hourly mean shear (vertical wind shear, S) is calculated via
S = �U/�h, where �U represents the difference in zonal wind velocity between
two adjacent height gates and its vertical distance is given by �h. From the hourly
shear values, monthly means are calculated forming a monthly mean diurnal cycle.

Maximum amplitudes of the semidiurnal tide (SDT) appear in winter. In sum-
mer, large amplitudes are only found at higher altitudes. This behaviour of SDT is
well known from available climatologies [e.g. Manson et al., 2002b; Kürschner and
Jacobi, 2005; Jacobi, 2011].

Following the wind shear theory, it is expected that sporadic E layers appear
in zones of negative zonal wind shear, i.e. in regions of decreasing/increasing
eastward/westward wind shear. Figure 12.7 compares the wind shears with the
altitude-local time dependent sporadic E occurrence. The sporadic E rates are based
on seasonal mean CHAMP, GRACE and COSMIC Es rates, that are centred around
the months of January, April, July 2007 and October 2006, within a latitude range of
50°–55°N. The rates are binned into hourly intervals of local time to get a compa-
rable view on the correlation between sporadic E and zonal wind shear. Figure 12.7
shows height-local time cross sections of Es rates (displayed in colour code) in com-
parison to the zonal wind shears (isolines) for four different seasons. The Es rates
are given in 1/1000. As expected, the highest Es probability is found in summer
with values of up to 5.6 %. Although the rates are very weak (especially during
January), a clear semidiurnal structure is recognisable in all seasons. Additionally,
a descending structure of Es rates with local time is visible in all panels. During
all seasons this descending structure corresponds with the negative wind shears in-
dicated as solid isolines in the lower part of the panels. At first glance, there is
an intense contradiction. Strongest wind shears, required for Es formation, appear
in winter whereas the highest sporadic E rates are measured in summer where the
shears are distinctly smaller. However, in addition to the vertical zonal wind shears,
the meteor rates have to be considered for the interpretation of this phenomenon
[Haldoupis et al., 2007].
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Fig. 12.7 Altitude/local time cross-sections of sporadic E rates (red contours) in the latitude
range 50°–55°N and zonal wind shear from the MR Collm (black isolines). The shear is given
in ms−1 km−1. Positive shear values are indicated by dotted isolines, negative ones by solid iso-
lines. The plots represent the conditions during the period autumn 2006 to summer 2007. Note the
different scaling for summer Es rates compared to the other seasons. Adapted from Arras et al.
[2009]

Further, there is also a diurnal component in the Es rates in Fig. 12.7. During all
seasons, one of the two descending maxima is stronger than the other one. Possible
influences contributing to this signal could be a diurnal tide in the wind field produc-
ing additional wind shears [Haldoupis et al., 2006], and an increased background
ionisation during daytime.

12.4.3 Connection with Earth’s Magnetic Field

The narrow dark (no-Es ) belt centred around the magnetic equator in the global
maps of Es occurrence (Fig. 12.4), as well as the low Es rates over the South At-
lantic, prompted the investigation of the Earth’s magnetic field role in the observed
global sporadic E distribution. Magnetic field values are calculated using the 10th
version of the International Geomagnetic Reference Field (IGRF) model released in
2004 [Macmillan and Maus, 2005]. In the following, the applied IGRF data repre-
sent year 2007 conditions.
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Fig. 12.8 Left: Horizontal intensity of Earth’s magnetic field. Right: Sporadic E occurrence rate
for complete year 2009. The magnetic equator is indicated as a white line

The horizontal intensity of Earth’s magnetic field (Bh) is displayed on the left
hand side of Fig. 12.8. The horizontal component is closely related to the total in-
tensity of Earth’s magnetic field (B0) via Bh = B0 cos I where I denotes the incli-
nation. As it was already pointed out, at midlatitudes the Es formation depends on
the zonal wind shear mechanism (second term on the right hand side of Eq. (12.1)).
This term also includes a dependence on the horizontal component of Earth’s mag-
netic field. Consequently, we expect a close relation between sporadic E occurrence
in midlatitudes and the Bh values and will focus on this relation in the following.

On the right hand side of Fig. 12.8 the global Es distribution for the complete
year 2009 is shown. The magnetic equator is indicated as a white line in order to
demonstrate that the zone without sporadic E layers at low latitudes exactly follows
the magnetic equator. When comparing both panels of Fig. 12.8 it is qualitatively
obvious that both parameters are strongly correlated. In regions of strong horizontal
magnetic field values sporadic E rates are generally large. Also the footprint of the
South Atlantic Anomaly (low Bh values in the South Atlantic and South African
region) is well represented in the Es map. A correlation analysis confirmed the vis-
ible connection between both parameters. At midlatitudes the correlation between
horizontal intensity of Earth’s magnetic field and Es occurrence rates are generally
very high with values around 0.8. The highest correlation of 0.94 is found in a band
25–35°S.

The absence of sporadic E layers along the geomagnetic equator is attributed to
the strong magnetisation of electrons [Kelley, 1989]. The electrons are confined to
magnetic field lines that are exactly horizontal along the equator. Therefore, they
are not able to follow the converging ions moving perpendicular to the neutral wind
shears. If this would be the case, a strong electric field would build up prohibit-
ing the Es formation. Also in polar regions electric fields are too strong to enable
Es formation in line with the wind shear process. Nevertheless, sporadic E layers
are found in polar regions. Their formation is associated with auroral activity and
particle precipitation [Maehlum, 1962; Nygren et al., 1984].
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12.5 Summary and Conclusions

This study is based on GPS radio occultation measurements performed by the low-
Earth orbiting satellites CHAMP, GRACE and FORMOSAT-3/COSMIC between
2001 and 2009. The large number of daily GPS RO measurements, their global
distribution and the high vertical resolution of the profiles is an excellent basis for
investigating the lower ionosphere on a global scale. Data supplied by an ensemble
of satellites are used to receive a global and comprehensive picture of sporadic E
layer occurrence and the associated coupling process between neutral atmosphere
and ionosphere.

Es occurrence underlies variations on several time scales. The observed diurnal
fluctuations with higher rates during daytime and lower rates at night are interfered
by an annual cycle where the largest values are measured in summer. The varia-
tions are caused by geophysical parameters controlling the sporadic E formation.
The interaction of these parameters, namely the deposition of metallic ions in the
lower ionosphere, the horizontal intensity of Earth’s magnetic field and vertical wind
shear, is summarised in the wind shear theory that describes the Es formation pro-
cess at midlatitudes. The results presented here support the theoretically expected
relationship between the sporadic E formation process and the discussed parame-
ters.
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Chapter 13
Atmospheric Ionization Due to Precipitating
Charged Particles

Jan Maik Wissing, Jan Philipp Bornebusch, and May-Britt Kallenrode

Abstract Precipitating charged particles contribute to the natural variations in the
Earth’s atmosphere such as ionization, electron density, and composition of e.g.
NOx and Ozone. Precipitating solar energetic and magnetospheric particles show
a highly dynamic behavior in space and time. We present a 3D ionization model
considering the relevant particle species (electrons, protons, and alpha particles) as
well as precipitation areas (polar cap and auroral oval): the Atmospheric Ionization
Model OSnabrück AIMOS, and discuss some of the atmospheric consequences of
precipitating particles. We present the limitations of direct comparisons between
EISCAT and precipitating particles and give comparisons between incoherent scat-
ter measurements and a combination of AIMOS and the HAMMONIA GCM to
demonstrate the consistency in both methods.

13.1 Introduction

The most obvious effect of energetic charged particles on the atmosphere is the
aurora: precipitating magnetospheric particles excite and ionize e.g. oxygen in the
upper atmosphere. Speculations about an aurora related production of NOx date
back into the second half of the 20th century, however, only the studies following
the 1972 solar energetic particle (SEP) event led Heath et al. [1977] and Crutzen
et al. [1975] to develop the relevant chemical models.

Studies of particle precipitation into the atmosphere in general were limited to
solar protons precipitating into the polar cap [e.g. Jackman et al., 2001, 2005; Ran-
dall et al., 2007; Rohen et al., 2005; Verronen et al., 2002] with the contribution
of solar electrons thought to be less than 10 % [McPeters and Jackman, 1985]. The
energy/height range under study was defined by the particle instrument being in use;
combinations of instruments such as in Mewaldt et al. [2005] are rarely used. Other
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studies considered magnetospheric electrons precipitating into the auroral oval ei-
ther uniformly [Callis et al., 1996a, 1996b, 1998] or in a spatial pattern determined
by parametrization of a geomagnetic index [Fang et al., 2008; Marsh et al., 2007].
Magnetospheric protons were mostly neglected and again, the energy range of the
particle detectors defined the height range under study.

The limitation to selected particle species or particle sources as in these previous
modeling approaches can be considered as incomplete for two reasons: (1) solar
energetic as well as magnetospheric particles consist of different particle species:
protons and electrons and to a lesser extend alpha particles and heavier atoms. (2)
Precipitating particles of solar and magnetospheric origin can coexist in time: a
coronal mass ejection (CME) might accelerate SEPs close to the Sun and in inter-
planetary space. On hitting the magnetosphere, it can trigger a geomagnetic distur-
bance, which causes precipitation of magnetospheric particles. Thus atmospheric
consequences are more complex than indicated in a simple solar protons vs. mag-
netospheric electron paradigm; even within this simple paradigm, it is not always
simple to disentangle the atmospheric effects of both particle sources in the NOx
data [Seppälä et al., 2007].

13.2 Atmospheric Ionization Model OSnabrück AIMOS

AIMOS is designed to give a more complete picture of precipitating particles. The
basic idea behind the Atmospheric Ionization Module OSnabrück AIMOS [Wiss-
ing and Kallenrode, 2009] is to create 3D ionization rates over a wide range of
heights/particle energies. The model is based on satellite observations of energetic
particles and consists of two parts: a sorting algorithm creating a 2D horizontal
pattern of the particle spectra on the top of the atmosphere and a Monte-Carlo simu-
lation to determine the vertical pattern of ionization within each horizontal bin. The
flow chart of AIMOS is shown in Fig. 13.1.

The model’s vertical extent is based on (a) the model atmosphere and (b) the
available particle data. Since it uses the atmosphere of the HAMMONIA GCM
[Schmidt et al., 2006] it extends from ground up to 1.7 × 10−5 Pa, corresponding to
an upper boundary between 250 and 600 km; it is spaced into 67 in pressure loga-
rithmically equidistant vertical layers. The horizontal grid is 3.6° × 3.6°. Since data
from one Geostationary Operational Environmental Satellite (GOES) and two Polar
Orbiting Environmental Satellites (POES) are used, the energy range is determined
by the particle detectors on these satellites. The GOES satellite measures protons
from 4 to 500 MeV and Alpha particles from 4 to 500 MeV/particle using the SEM
instrument [NASA, 1996]. The POES satellites are flying at 850 km altitude. And as
being equipped with MEPED and TED instruments [Evans and Greer, 2004], the
energy range of protons enlarges down to 150 eV. In addition, electrons are detected
between 150 eV and 2.5 MeV (which is extrapolated to 5 MeV in AIMOS). In total
24 energy channels on 3 satellites are used.

AIMOS data are available at http://aimos.physik.uos.de. Examples for the use of
AIMOS data within the HEPPA initiative are given in Chap. 15; energetic particle

http://aimos.physik.uos.de
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Fig. 13.1 Flow chart of the Atmospheric Ionization Module OSnabrück AIMOS [Wissing and
Kallenrode, 2009]. Reprinted with kind permission from American Geophysical Union

precipitation impacts on the middle atmosphere are also discussed in Chaps. 8, 16,
and 17.

The derivation of the horizontal precipitation pattern is the main challenge be-
cause it requires some assumptions on how to distinguish between a rather uni-
formly filled polar cap [Bornebusch et al., 2010] and the auroral oval with particle
fluxes showing a strong dependence on local time [Wissing et al., 2008]. In addi-
tion, the transition from cap to oval depends on energy and is highly variable with
geomagnetic activity [Leske et al., 2001]. A rather complex retrieval mechanism is
required to extract the horizontal patterns from the satellite date: since particle data
are in-situ measurements, only particle fluxes along the satellite orbit can be mea-
sured as indicated on the left hand side of Fig. 13.2; snapshots of particle spectra
at the top of the atmosphere are not available. The combined data from at least two
polar orbiting spacecraft can be used to derive a map of the relative flux of magneto-
spheric particles, leading to a horizontal precipitation pattern: the globe is split into
14 regions with similar precipitation patterns with four subdivisions depending on
local time [Wissing et al., 2008].

The maps depend on particle rigidity because the geomagnetic cutoff depends on
rigidity. They vary in time because polar cap and auroral oval expand equatorward
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Fig. 13.2 Particle fluxes of 30–80 keV protons measured by two POES satellites in roughly per-
pendicular orbits (left) are combined to give a precipitation matrix (right) [Wissing and Kallenrode,
2009]. Reprinted with kind permission from American Geophysical Union

with increasing geomagnetic activity. The maps give patterns: the actual flux of
magnetospheric particles can be obtained by scaling the flux measured along the
orbit with the corresponding matrix. Precipitating solar energetic particles inside
the polar cap are taken from geostationary satellites or spacecraft in interplanetary
space; the polar cap as the void in the matrices described above is filled uniformly
with these particles. An example for the resulting map of both particle species is
shown in the right hand side of Fig. 13.2. In the flow chart this corresponds to the
rectangle labeled “Precipitating particles sorted by horizontal cell”.

The interaction between the precipitating particles and the atmosphere—and thus
the third dimension of the model—is described by a Monte-Carlo simulation us-
ing the GEANT 4 toolkit (Agostinelli et al., 2003). A Monte-Carlo simulation is
used instead of the simpler Bethe–Bloch or Berger–Seltzer algorithms for three rea-
sons: (a) secondaries and their interaction with the atmosphere can be considered,
(b) multiple scattering of electrons can be considered, and (c) the generation of
Bremsstrahlung by electrons can be taken into account. The first two processes are
important in particular in the rarefied upper atmosphere, the latter leads to ioniza-
tion of the atmosphere well beyond the range of the primary electron. The simula-
tion used within AIMOS is an extended version of the one introduced by Schroeter
et al. [2006], in particular because it is based on an atmosphere taken from the
HAMMONIA GCM [Schmidt et al., 2006]. Runs were performed for four different
geographic latitudes, the four seasons, and three different levels of solar activity.

Processes considered in the Monte-Carlo simulation include continuous en-
ergy loss, multiple scattering, generation of Bremsstrahlung by primaries as well
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as secondaries, photoelectric effect, Compton scattering and pair production—
although the latter is extremely rare because of the rather low energies under study.
Hadronic interactions are not considered for the same reason. The algorithm has
been tested against the results of Berger et al. [1970], Callis et al. [1998], Jackman
et al. [2005] and Schröter et al. [2006].

The Monte-Carlo simulation is performed with 40 logarithmically equidistant
monoenergetic particle beams with 9 different equally spaced directions of inci-
dence to take into account the angular distribution of the particles. The ionization
profiles than are derived as a convolution with the incident particle spectrum on top
of the atmosphere.

Since AIMOS is the first model to combine solar and magnetospheric particles
and to consider all relevant particle species, it can be used to study the influence
of different particle populations and species at different levels of solar and or ge-
omagnetic activity. Wissing and Kallenrode [2009] applied AIMOS at quiet times,
during a simple solar energetic particle event and during the complex series of SEPs
and shocks in October/November 2003. Although spatial and temporal variations in
ionization rates are rather complex, the authors identified some general features.

During quiet times (no SEPs, no geomagnetic disturbance), ionization inside both
polar cap and auroral oval is mainly by electrons; the ionization inside the auroral
oval exceeds that inside the polar cap. Thus for quiet times, a limitation to magne-
tospheric electrons is a reasonable approximation.

During a simple solar particle event (no shock, no strong geomagnetic activ-
ity) the ionization in the meso- and stratosphere mainly is due to protons while in
the (lower) thermosphere the ionization by electrons accelerated in the flare dom-
inates. But even in the mesosphere, solar electrons can contribute up to 30 % to
the ionization. While solar electrons correctly have been neglected in the study of
stratospheric effects of precipitating particles their influence should not be ignored
at higher altitudes [Wissing and Kallenrode, 2009].

Now we consider a more complex situation, when after a solar event a shock hits
the magnetosphere. Here the relative importance of particle precipitation inside the
polar cap and the auroral oval depends on geomagnetic activity and the spectrum of
the solar energetic particles. At least in the lower thermosphere, both particle popu-
lations have comparable influence on ionization rates. In the mesosphere, ionization
by magnetospheric electrons often exceeds that by solar electrons; it also can exceed
that by solar protons. Consequently, the consideration of both particle populations
with all particle species modifies the estimated ionization rates. These modifica-
tions are not large enough to change the essential results of earlier studies but they
are large enough to be considered in comparisons between atmospheric models and
measurements of atmospheric constituents.

The main vertical advantage of AIMOS compared to a previous study by Jack-
man et al. [2005] is given in Fig. 13.4. Showing a 2 hour interval within the October
event 2003 both models agree around 50 km altitude, but below 35 km the smaller
upper energy range of the Jackman model results in a decreasing ionization rate.
Above 65 km the AIMOS model again shows higher ionization rates due to low
energetic particles and which are neglected in the Jackman model.



228 J.M. Wissing et al.

Fig. 13.3 Total electron production (TEP) rate for a quiet time period (top) and a geomagnetic
active period (bottom) for electrons (left) and protons (right) [Wissing et al., 2010]. Reprinted with
kind permission from American Geophysical Union

Fig. 13.4 Comparison of an
ionization profile due to
proton precipitation from
AIMOS and Jackman et al.
[2005]. A longer time series
of both models as well as a
more detailed discussion can
be found in Wissing and
Kallenrode [2009] and
Jackmanet al. [2005]

The second main advantage of AIMOS is the horizontal pattern which can be
seen e.g. in the relative contributions of electrons and protons to the total electron
production TEP, that is the height-integrated ion pair production rate. TEP is shown
in Fig. 13.3: the contribution of electrons to TEP rates exceeds that of protons at
almost all locations, that is within the auroral oval as well as within the polar cap.
This holds for quiet times (top) as well as for times of high geomagnetic activity
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(bottom). Only during the early phase of a solar energetic particle event and inside
the polar cap the contribution of protons to TEP exceeds that of electrons [Wissing
et al., 2010].

To illustrate the consequences of the consideration of the total particle inven-
tory atmospheric chemistry modeling, Wissing et al. [2010] applied a combination
of AIMOS and the Bremen 3D chemistry and transport model [Sinnhuber et al.,
2003a, 2003b; Winkler et al., 2008] to the October/November 2003 event. This study
shows that the consideration of electrons in addition to protons leads to a significant
increase in atmospheric ionization in the mesosphere and less so in the stratosphere.
This is reflected in changes in the chemical composition, such as NOx production
and ozone depletion. Some of the results are discussed in Chap. 16.

One may argue that the horizontal ionization pattern in the upper atmosphere will
be quickly blurred by transport processes. According to Bhattacharya and Gerrard
[2009] the mean wind speed at 85 km altitude is about 130 km/h; the maximum
daily mean during the observation time was less than 290 km/h. As particle precip-
itation takes place in circles around the geomagnetic pole along the geomagnetic
latitudes, zonal (East-West) transport will not impact the atmospheric ionization
(electron density) significantly. Meridional (North-South) transport however may
have a significant impact. The grid resolution in meridional direction is 400 km. In
combination with the 2 h AIMOS model time resolution the “smearing out” effect
is limited to one meridional cell at maximum and even less in general.

13.3 Comparison to EISCAT Results

While in the previous DFG-project (ARTOS-AIMOS, described above) the conse-
quences of particle precipitation were modeled with respect to atmospheric chem-
istry and also can be compared to observations as demonstrated e.g. in Chap. 15, in
this DFG-project (MAIONO) we will compare particle precipitation to electron den-
sities as inferred from incoherent scatter radar. Two approaches are chosen, a direct
comparison and a comparison using the combined AIMOS/HAMMONIA model
chain.

The European Incoherent Scatter Radar (EISCAT) near Tromsø works with fre-
quencies far above the plasma frequency. Therefore the emitted signal is not totally
reflected but scattered by single electrons in the ionospheric plasma. The backscat-
tered signal spectrum is analyzed by using plasma theory, which allows to determine
plasma parameters Farley [1996] e.g. electron density.

For the October/November 2003 event data coverage at EISCAT is excellent.
In the comparison between precipitating solar energetic particles and electron den-
sities as measured by EISCAT we used one energy channel of POES (or GOES)
at a time, determined the corresponding stopping height and compared to EISCAT
measurements at this height. We tried to take into account in the EISCAT data the
diurnal effects, solar flare effects due to increased hard electromagnetic radiation,
and shocks/geomagnetic disturbances. Detailed analysis shows that electron densi-
ties observed by EISCAT show a pronounced diurnal variation below 75 km, are not
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Fig. 13.5 Direct comparison
between EISCAT (red) and
POES (blue) data for protons
with energies 2.6–6.9 MeV
limited to times when POES
is magnetically connected to
the vicinity of the EISCAT
station. Curves are shifted in
log intensity to allow for a
better comparison. The black
dots give all POES
measurements in a crossing
while the blue dot indicates a
mean

correlated to the fluxes of precipitating solar protons, do not react directly to shocks
but show some correlation with substorms, at least at heights above about 90 km.
This implies that our originally planned research design had been too optimistic.
Nonetheless, the relation to substorms gives a clue on how to proceed.

To gain a better understanding on the relation between precipitating particles
and electron densities we dropped the source related approach (limitation to solar
energetic particles) and choose a more local one: EISCAT electron densities were
compared to the particle fluxes obtained when POES was magnetically connected to
the vicinity of the radar station. This means the foot-of-fieldline coordinates should
be within a rectangle defined by ±2.5° in latitude and ±10° in longitude around the
radar station. Owing to the fast motion of POES, a smaller rectangle would not lead
to any data coverage. This approach has the advantage that precipitating particles are
considered independent of their origin. Again, the comparison is done by comparing
fluxes in energy ranges to electron densities at the corresponding stopping heights.

Figure 13.5 shows a time series for this comparison. Although there is no per-
fect correlation between the electron densities and the proton fluxes, similarities
in the temporal pattern are apparent in this example of energy-height match. Such
correlations strongly depend on energy/height. In addition, Fig. 13.5 suggests that
a correlation, if it exists, certainly would not be a simple linear one. To get a bet-
ter impression of the correlation we decided to perform a rank correlation between
all energy channels and height-averaged electron densities in 10 km height bins.
We found that correlation coefficients increase with increasing particle energy and
decreasing height and tend to be higher during night. However, any correlation at
60 km during nighttime disappears.

In sum, apparently it is more sensible to correlate EISCAT measurements with
geographically adjusted fluxes of precipitating energetic particles than with precip-
itating solar energetic particles.

The horizontal resolution of AIMOS provides the necessary accuracy to allow a
comparison with local measurements such as EISCAT. A direct comparison never-
theless is inaccurate as already indicated in Fig. 13.5: AIMOS determines ioniza-
tion rates while EISCAT measures electron densities. Thus a chemistry model is
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Fig. 13.6 Comparison of a
simulation of electron
densities with and without
particle forcing compared to
incoherent scatter radar
measurements [Wissing et al.,
2011]. Below 90 km the
GCM uses parameterization
instead of full ion chemistry,
therefore this is the lower
boundary of the comparison.
Reprinted with permission
from American Geophysical
Union

required to consider recombination and other losses. To model electron densities for
the comparison to EISCAT observations we used the combination of AIMOS and
the HAMMONIA GCM.

The HAMburg MOdel of the Neutral and Ionized Atmosphere (HAMMONIA)
[Schmidt et al., 2006] is a superset of the middle atmosphere version of the
ECHAM5 general circulation model (GCM) [e.g., Manzini et al., 2006] interac-
tively coupled to the MOZART3 chemistry scheme [Kinnison, 2007]. In the version
used here, HAMMONIA includes e.g. photochemical reactions as well as reactions
associated due to particle precipitation. The reaction rates are given by the ionization
rates from AIMOS combined with branching ratios from Roble and Ridley [1987]
and Verronen [2006]. The new chemistry module is limited to altitudes above 90 km.

Figure 13.6 shows a comparison of the simulated electron densities to the ones
measured by EISCAT with and without particle forcing. As day-time electron den-
sities are affected by photoionization—which is comparable in size—we focus on
nighttime here. From the figure it is evident that at least during night particle forc-
ing must be considered to simulate reliable electron densities with the HAMMONIA
GCM as it gives a benefit in the order of a factor of 100 to 1000. A more detailed
study by Wissing et al. [2011] shows that this AIMOS/HAMMONIA model chain
is able to produce useful electron density fields in terms of absolute values as well
as their dependence on geomagnetic latitude, geomagnetic activity and local time.
Since interpretation of incoherent scatter radar data relies on assumptions this com-
parison cannot be used as a validation for AIMOS, however, the consistency in the
results at least lends confidence to AIMOS and in particular to the sorting algorithm
because in this comparison the spatial resolution of AIMOS has been tested.

13.4 Summary

AIMOS is a combined empirical/Monte-Carlo model to simulate the 3D ioniza-
tion patterns of the atmosphere for solar and magnetospheric particles over a wide
range of energies. Parametric studies show that the inclusion of all relevant particles
yields not only different ionization rates but also affects the modeling of atmospheric
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chemistry. A combination of AIMOS and the HAMMONIA GCM allows to deter-
mine electron densities which are in reasonable agreement with the observations
from incoherent scatter radar; although this does not validate AIMOS it increases
our confidence in the AIMOS sorting algorithm.
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Chapter 14
EISCAT’s Contributions to High Latitude
Ionosphere and Atmosphere Science
Within CAWSES in Germany

Jürgen Röttger and Norbert Engler

Abstract This article presents a very short overview on EISCAT and the German
involvement during the past decade, including overview statistics of operating hours,
publications etc. In particular we summarize highlights of scientific research using
the EISCAT facilities, which have been performed by German research groups as
part of the CAWSES Priority Program of the Deutsche Forschungsgemeinschaft be-
tween 2007 and 2011. The purpose of this article is to only extract some highlights,
as seen by the authors, since exhaustive descriptions of the complete research results
are published elsewhere or in this book. The highlights cover observation of thermo-
sphere density enhancements measured by satellite in the polar cusp region related
to ionosphere heating, deduction of electron density profiles by EISCAT in com-
parison with the AIMOS/HAMMONIA model, Polar Mesosphere Summer Echoes
(PMSE), their reflectivity and the consequent deduction of microphysical particle
parameters, the radar (PMSE) observation of a Kelvin-Helmholtz-Instability as well
as discrimination of turbulence effects on PMSE and the detection of the scatter
particle line delineating the presence of meteoric smoke in the mesosphere. Beside
PMSE also Polar Mesosphere Winter Echoes were detected and interpreted. Two
new projects supported by EISCAT measurements have been launched, the effects
of the Heating modified ionosphere on Global Navigation Satellite Systems and
coupling processes by winds and waves. Finally we briefly introduce the next gen-
eration of high latitude radars, namely a view on the planned EISCAT_3D project
and its scientific yield expected by potential German users.
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Fig. 14.1 The 42 m field-aligned dish (left) of the EISCAT Svalbard Radar near Longyearbyen
and the steerable 32 m dish (right). The facility started operation in 1996 and several research
projects have been using the results of this radar facility during the period of the CAWSES Priority
Program. (Picture: EISCAT Association)

14.1 A Historical Synopsis and Introduction

In the mid 1970s the academies and research councils of six European countries
Finland, France, Germany, Norway, Sweden and the United Kingdom joined forces
in order to exploit the incoherent scatter radar technique to explore the aurora and
the high latitude ionosphere. An organization, the EISCAT (European Incoherent
Scatter) Scientific Association, was established with state of the art radar installa-
tions in northern Scandinavia, and later on Spitsbergen, Svalbard. In 1996 Japan and
at the end of 2006 the P. R. China joined the association.

The incoherent scatter radar (ISR) technique is the most powerful ground-based
tool for active remote sensing of the Earth’s upper atmosphere and ionosphere as
well as coupling processes between near Earth space and the solar wind. It can
probe plasma phenomena, which are particularly pronounced at high latitudes of
the Earth’s atmosphere, where the northern lights, also known as aurora, impres-
sively display the impact of solar processes on the Earth’s atmosphere. Applying
this technique demands interdisciplinary synergy between plasma physics, physics
and dynamics of the atmosphere, informatics and electrical engineering, as well as
between experimenters, engineers theoreticians, and modelers.

EISCAT operates three incoherent scatter radars, one on 931 MHz (UHF radar in
Tromsø, Kiruna and Sodankylä), one on 500 MHz (UHF EISCAT Svalbard Radar
ESR, see Fig. 14.1), one on 224 MHz (VHF radar in Tromsø) and an ionosphere
modification “Heating” facility. An overview about the most important technical
parameters can be found on the EISCAT website1 and some parameters are also
outlined in Chap. 19 (see Table 19.1). The main operation modes are Common Pro-
grams (CP) and Special Programs (SP) covering most of the user requests. Com-
mon Programs include coordinated observations of the ionosphere and magneto-
sphere such as World days of simultaneous measurements of ISR over the north-
ern hemisphere and long term observations during the International Polar Year

1http://www.eiscat.se/groups/Documentation/BasicInfo/about/specifications.

http://www.eiscat.se/groups/Documentation/BasicInfo/about/specifications


14 EISCAT in CAWSES 237

(IPY) or the International Heliospheric Year (IHY). Special programs are designed
for user defined requests to investigate the dynamics and structure of the iono-
sphere/magnetosphere and plasma parameters conducted e.g. in coordinated cam-
paigns of several instruments, rocket launches, or satellite overpasses.

On March 14–15, 2002 a workshop “EISCAT in der Zukunft” (EISCAT in Fu-
ture) was held at the Max-Planck-Institute for Aeronomy in Katlenburg-Lindau,
Germany, to discuss EISCAT research and to establish a view of how German in-
stitutes and universities could use EISCAT in the future. Twenty-eight scientists
from ten institutions participated in this workshop. In total nineteen papers were
presented covering the wide range from magnetospheric convection to energetic
particle precipitation to middle and lower atmosphere research. The intense discus-
sions yielded valuable material for a follow-up document “New Solar-Terrestrial
Physics Research with High-Latitude Facilities—A proposal for future support and
evolution of EISCAT-related science in Germany” [Hagfors et al., 2002].

In order to streamline this research initiative a working meeting was held on
April 6, 2004 at the GeoForschungszentrum in Potsdam, attended by 18 German
scientists, which resulted in the so-called “Potsdamer Resolution” (archived docu-
ments). The purpose was to safeguard the German participation in EISCAT after the
end of 2006 when the German associate in EISCAT, the Max-Planck-Gesellschaft,
was to terminate its membership in the EISCAT association. It was adopted that
a suitable new form of organization in Germany would be under the Copernicus
Gesellschaft, which supports scientific associations, societies and organizations in
the fulfillment of their tasks and in their relation amongst each other.2

In 2004 the Scientific Committee on Solar-Terrestrial Physics (SCOSTEP)
started the international program “Climate and Weather of the Sun-Earth System”
(CAWSES), which resulted in the national priority program CAWSES funded by
the German Research Foundation—Deutsche Forschungsgemeinschaft (DFG). Re-
search with EISCAT was regarded as an important part in the CAWSES project in
general.

It was soon noticed that a significant number of proposed research projects re-
lated to CAWSES would gain from the use of EISCAT, such as the effects of in-
creased ionization by energetic particles on the middle atmosphere, the investiga-
tion of the influence of charged aerosol particles on the scattering of radar waves
using EISCAT, the solar variability and trend effects in layers and trace gases in
the upper atmosphere, the climatology of planetary waves seen in the ionospheric
F-region perturbations using total electron content (TEC) measurements obtained
from global navigation satellite systems (GNSS), observations and modeling of the
upper atmospheric density and winds and their dependence on the geomagnetic ac-
tivity, and investigations of quasi-periodic fluctuations in auroral phenomena using
the EISCAT radar and satellite data.

In 2006 the German Research Foundation (DFG) decided to include EIS-
CAT research in the CAWSES Priority Program and consequently followed the
Max-Planck-Gesellschaft as full member in the EISCAT Scientific Association

2http://www.eiscat.de/images/stories/activities_and_meetings/service_abteilung_eiscat.pdf.
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on January 1, 2007. An annual fee of 180 kEUR was negotiated to be paid to
EISCAT allowing continuing the operation with some 100 hours of special pro-
gram time per year and common program data access by German scientists. The
DFG also delegated two members into the Council (J. Kowol-Santen, H. Boos,
K. Zach, J. Röttger), which is the policy-making body of EISCAT, and one mem-
ber into the EISCAT Scientific Oversight Committee—SOC (J. Röttger, M. Rapp).
A support office was established at the Copernicus Gesellschaft in Katlenburg-
Lindau under the name EISCAT-CAWSES-Copernicus (ECCo) to inform about
the ongoing and planned activities, to coordinate, and to support scientific activi-
ties using the EISCAT facilities. ECCo supported personal contacts, the homepage
http://www.eiscat.de as well as several informative flyers, presentations, and the dis-
tribution of status reports. After 2009 the office support was partially located at the
Leibniz-Institute of Atmospheric Physics in Kühlungsborn.

14.2 German EISCAT Activities During the CAWSES Priority
Program

In the years 2007–2010 ECCo published three status reports,3 participated in sev-
eral workshops and conferences presenting oral papers and posters to inform about
the EISCAT operation and science. At least five German research groups with more
than 15 scientists were directly involved in using EISCAT. The results have been
published in peer-review journals (24 till the middle of 2011), as conference papers
(62 till the middle of 2011) and at least six PhD and Master theses included results
from EISCAT measurements. During the years 2007 to 2011 three doctoral theses
had already been defended [Strelnikova, 2009; Rentz, 2009; Kieser, 2011] and two
more are submitted [Li, 2011; Wissing, 2011] which used EISCAT data. The statis-
tics of the publications is displayed in the left panel of Fig. 14.2. Complete lists of
these publications are found in the ECCo status reports.4 These publications resulted
from a total of about 500 hours EISCAT special program operations during the
CAWSES period (see right panel of Fig. 14.2). The allocated user time for German
special programs was, thus, successfully used during the period of the CAWSES
priority program. Most of the corresponding observations were performed during
campaigns and as part of international projects under CAWSES, such as ECOMA
[e.g. Rapp and Strelnikova, 2009], CHAMP-EISCAT [Rentz, 2009, Rother et al.,
2010], CharPa,5 ISSI6 ESR-PMSE [Li and Rapp, 2011; Li, 2011], TequilaSunrise
(ref.), and others.

3http://www.eiscat.de/newsletter.html.
4http://www.eiscat.de/newsletter.html.
5Charge state of mesospheric smoke Particles—support to the REXUS-5 student rocket launch:
Strelnikova et al., 2009.
6ISSI Bern: http://www.issibern.ch/ and the corresponding publications cited therein.

http://www.eiscat.de
http://www.eiscat.de/newsletter.html
http://www.eiscat.de/newsletter.html
http://www.issibern.ch/
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Fig. 14.2 Left: Number of publications during funding period of EISCAT in CAWSES. Right:
Time usage of German EISCAT users per year separated for the EISCAT Svalbard radar as well as
the VHF and UHF radars near Tromsø. The budget of about 100 h have been successfully exploited
for ionospheric research

14.3 Summary of Selected Projects and Observations

The involvement of EISCAT in the scientific research during the CAWSES Prior-
ity Program funded by the DFG is now presented as very brief summary on some
particular topics which appeared as highlights. For scientific and technical support
ECCo coordinated and mostly accompanied the research groups in running the ex-
periments and the data analysis. Figure 14.3 shows schematically the network of
individual EISCAT user groups formed under the CAWSES Priority Program with
the support and coordination from ECCo. Detailed descriptions of these are found
in the corresponding publications, which are listed in the ECCo status reports7 and
presented in this book.

CHAMP-EISCAT Campaign on Joule Heating During October 1–13, 2006 a
dedicated CHAMP-EISCAT campaign was scheduled. The results of simultaneous
measurements of thermospheric characteristics with the CHAMP satellite and iono-
spheric parameters with EISCAT in the polar cusp region are discussed for Oct. 13,
2006 in Chap. 11.4. During this day three orbits were investigated where CHAMP
passed close to the EISCAT facilities on Svalbard and near Tromsø. Electron and ion
temperatures were derived from the EISCAT measurements (Fig. 11.6) as well as
the vertical profiles of the Pedersen conductivity has been determined which were
compared to model results (Fig. 11.8). We refer to Chap. 11 which explains the
physical details and summarizes the results.

7http://www.eiscat.de.

http://www.eiscat.de


240 J. Röttger and N. Engler

Fig. 14.3 The EISCAT-CAWSES-Copernicus Consortium supported numerous research activi-
ties. The network formed within the CAWSES Priority Program is also interacting with each
other. The numbers refer to the related projects and are discussed in the relevant chapters in this
book. (1) CHAMP-EISCAT Campaign (Marker, Lühr: Chap. 11), (2) ISSI-Project lead by P. Hoff-
mann, (3) Spectral form of PMWE (Engler, Rapp, Strelnikova: Chap. 19), (4) PMSE observed
with two frequencies (Li, Rapp, Röttger, et al.: Chap. 19), (5) Spectra to identify dust particles
(Strelnikova, Rapp: Chap. 19), (6) Ionospheric effect in the ionosphere with EISCAT and satel-
lites (Mayer, Jakowski), (7) Electron densities with EISCAT and HAMMONIA (Kieser, Schmidt,
Wissing, Kallenrode: Chaps. 13 and 31), (8) Seasonal variations of PMSE (Li, Rapp: Chap. 19)
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There were also supported projects where auroral ionospheric effects have been
studied using the CHAMP and COSMIC satellites together with EISCAT (Mayer
and Jakowski, 2008 personal communication) to gain more information about the
influence of ionospheric disturbances on radio wave propagation and communica-
tion as well as GPS signal accuracy. The effect of ionospheric heating on Global
Navigation Satellite System (GNSS) have recently been investigated by Jakowski et
al., 2010 (personal comm.) using the electron density measurements from EISCAT
and the EISCAT heating facility [Rietveld et al., 2003] located close to the radar in
Tromsø. These experiments under well-defined and predictable conditions provide
conclusions on the accuracy and reliability of GPS signals propagating through a
disturbed environment.

AIMOS/Hammonia Comparison to EISCAT Electron Density Measure-
ments Even though, the modeling of the ionosphere-thermosphere at global- and
small-scale had produced a variety of results during the past decades the inclusion
of recent research results into model experiments is improving the understanding of
interactions between the earth-sun system as well as the coupling processes between
middle atmospheric and thermospheric layers. The HAMMONIA-HAMburg Model
Of the Neutral and Ionized Atmosphere (Chap. 31 and Schmidt et al. [2006]) is ca-
pable to cover altitudes from the surface to the thermosphere and it contains its cou-
pling with the ionized atmosphere. Recently it had been further upgraded by includ-
ing the effects of energetic particle precipitation by combining HAMMONIA with
the AIMOS code—Atmospheric Ionization Module Osnabrück (Chap. 13 and Wiss-
ing et al. [2011]). Direct comparison of EISCAT electron densities to particle fluxes
observed with POES are shown in Fig. 13.5 for the time period Oct./Nov. 2003. Sim-
ulated electron density profiles using the combined AIMOS/HAMMONIA GCM
are compared to EISCAT measurements in Fig. 13.6 explaining that particle forcing
has to be considered to simulate reliable electron densities. Chapter 13 summarizes
the modeling activities and the comparison to EISCAT radar measurements.

Mesospheric Aerosols Studied with the EISCAT Radars The nature of Po-
lar Mesosphere Summer Echoes (PMSE) has been studied further by analyzing the
spectral characteristics of the signals obtained from measurements with the EISCAT
UHF and VHF radars [Strelnikova and Rapp, 2010, 2011]. The shape of the autocor-
relation functions as a function of the scattering mechanism has been investigated
which is discussed in detail in Chap. 19. Characteristic spectral parameters were
determined which prove the existence of charged aerosols and meteor smoke parti-
cles at mesospheric altitudes [Rapp et al., 2007; Strelnikova et al., 2007; Strelnikova
and Rapp, 2010]. EISCAT radar observations have proven the existence of charged
mesospheric meteor smoke particles which has been studied in joined rocket and
radar campaigns during ECOMA [Rapp et al., 2007; Strelnikova et al., 2009]. The
analysis of the data is still ongoing and more promising results are expected in the
next years.

The microphysical properties of Polar Mesosphere Summer Echoes (PMSE)
were studied using multiple frequency radar soundings by Li et al. [2010]. The cali-
brated backscattered signals from the EISCAT Svalbard Radar (ESR−λB = 30 cm)
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and the SOUSY Svalbard Radar (SSR − λB = 2.8 m) were used to determine the
Schmidt number which is related to the particle sizes inside the PMSE layers. This
proved to be in excellent agreement with independent observations relying on well
established optical techniques [Li et al., 2010]. Statistical properties of PMSE and
the physical mechanism generating strong mesospheric echoes during the polar
summer, namely enhanced radar reflectivity in the presence of charged aerosol and
ice particles, have been obtained by using the EISCAT UHF and the VHF radar
observations by Rapp et al. [2008] and Li and Rapp [2011]. Also characteristics of
Kelvin-Helmholtz instabilities could be detected in PMSE [Röttger et al., 2007].

Observations of Polar Mesospheric Winter Echoes (PMWE) have been analyzed
by Lübken et al. [2007] and Engler and Rapp [2011] where the theory, the spec-
tral properties and the physical understanding of these radar echoes were discussed.
A detailed discussion about the physical background, the analysis of spectra, and
the extraction of physical relevant parameters and their interpretation is provided in
Chap. 19 in this book. A more comprehensive study about the properties of PMWE
is prepared by Engler and Rapp [2011]. However, most of the observations have
been conducted before 2007 because of the minimum of solar fluxes of electrons,
protons, and X-rays. In 2011 more observations had been scheduled where the re-
sults are expected after the publication of this book.

Chapter 19 provides the description of the results obtained from these analyses
of spectral characteristics during the occurrence of mesospheric radar echoes. The
physical interpretation includes the existence of charged aerosol particles interacting
with the plasma. The radar measurements with EISCAT have essentially improved
the understanding of the processes leading to the occurrence of mesospheric radar
echoes.

More Topics Using EISCAT Within the CAWSES Priority Program The top-
ics mentioned above are some highlights of the research activities conducted under
CAWSES. There have been a few further projects using the EISCAT facilities where
German researchers are involved to investigate the ionosphere from the D-region up
to the F-region. Out of that one interesting international activity is briefly mentioned
in the following.

The ISSI-Project 152 “Bridging the gap between the middle and upper atmo-
sphere: Coupling processes due to winds and waves over an extended altitude range”
has been established (Hoffmann, personal communication). The scientific questions
concern the coupling processes over a large altitude range using EISCAT for fur-
nishing neutral winds in the ionospheric E-region which is an important upward
extension of existing continuous wind measurements by medium frequency (MF)
and meteor radars (MR) in the mesosphere/lower thermosphere region. The propa-
gation of atmospheric waves and the coupling of atmospheric layers by these waves
is studied e.g. during Sudden Stratospheric Warming (SSW) events [e.g. Hoffmann
et al., 2007]. A group of about 10 international scientists have been meeting regu-
larly to discuss new observations by radars, lidars, microwave radiometry, and also
the inclusion of models like HAMMONIA (see Chap. 31). Some of the results on
gravity wave and tidal coupling as well as on SSW are presented in Chap. 22.



14 EISCAT in CAWSES 243

The community of German researchers has gained much scientific success from
the coordination of EISCAT measurements within the CAWSES Priority Program
funded by the DFG. The following section will discuss the future opportunities of
EISCAT_3D and should encourage the German user community to continue the
research of the ionosphere using the radar facility provided by the EISCAT Scientific
Association.8

14.4 The Next Generation of High Latitude Radars: A View
on EISCAT_3D

In order to answer the newly arising questions resulting from the research summa-
rized above, it appears worth to continue these research areas in Germany and to
ensure the availability of EISCAT and other facilities with the concomitant data ac-
cess and ability to perform special experiments. One major step was done already
by the Leibniz-Institute of Atmospheric Physics by recently building and operating
the Middle Atmosphere Alomar Radar System (MAARSY, Latteck et al. [2010] and
Rapp et al. [2011]) which is primarily designed for 3-dimensional imaging obser-
vations of the polar summer mesopause environment.

It is also expected that further new science can be achieved by the novel project
EISCAT_3D (three-dimensional volumetric imaging of the ionosphere and atmo-
sphere9) in a medium to long-term view. During the time of the CAWSES DFG
period 2007–2011 we had noticed three major directions in Germany, where the
new concept of EISCAT for three-dimensional imaging (E_3D) could be used for
new science. The following constitutes a partial coverage only, and is mainly related
to present German research areas:

(a) The research on Polar Mesosphere Summer Echoes will remain an important
subject in viewing the very fine structure of plasma, neutral turbulence and
heavy particles (cluster ions, aerosols and meteoric smoke particles) in the po-
lar mesopause region. It is foreseen that some progress can be made along this
direction of mesospheric studies with the present EISCAT systems, which are
likely to be mostly and exhaustively exploited in the coming years. However,
these are ultimately limited by the present EISCAT system parameters. Much
higher temporal and particularly spatial resolutions as well as larger simultane-
ous spatial coverage of the observations are needed to achieve attractive and new
science. This is intended to be solved with the construction of the EISCAT_3D
system.

(b) Extend the reliability of observations of the lower D-(C-) region and improve
the signal detectability in total (i.e. increase substantially the power-aperture
product of radar systems or investigate the possibility to focus the radiation in

8After ECCo Status Bericht 2008.
9http://www.eiscat3d.se.

http://www.eiscat3d.se
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given volumes) in order to allow/improve the energetic particle precipitation ef-
fects into this still existing “ignorosphere” of radar observations and potentially
cover the full mesosphere-stratosphere-troposphere (MST) range.

(c) It is suggested that, taking into account the early proposal of remote site digital
beam forming (EISCAT Technical Note, 1990, access through EISCAT Head-
quarters) and applying the knowledge gained from the ongoing technological
development of EISCAT_ 3D, a multi-static receiving system should be added
to the EISCAT Svalbard Radar (ESR). This will greatly enhance the capability
of medium-scale imaging (about some 10 km resolution) of the ionosphere in
the cusp region. This will offer a new dimension of magnetosphere-ionosphere-
neutral atmosphere coupling research.

We are aware that these views demand an extremely versatile and powerful radar
system. The construction and operating costs will be tremendous. The implemen-
tation is expected to be possible only through international collaboration and the
continuation of a competent science team.

14.5 Summary

The activities in the research using the EISCAT facility within the CAWSES Pri-
ority Program have contributed much to understanding of the physical processes at
atmospheric/thermospheric altitudes and have attributed for a continuation of the
scientific contributions in the future which can be obtained from observations using
this research facility. When collecting material for this article it became most obvi-
ous to us that radar observations of the ionosphere and higher atmosphere still yield
high-level, novel research results. It is also evident that the symbiosis and synergy
of experiments with radars, ionospheric heating, rocket measurements and satel-
lite observations, as well as the inclusion of model calculations, are very important
and constitute an efficient break-through in understanding the polar mesosphere and
thermosphere-ionosphere structure and dynamics.

Germany has been a member in EISCAT over 35 years from 1976 to 2011. The
past five years, under the funding of the CAWSES DFG Priority Program, have been
very fruitful. The future of German activities using EISCAT will be determined by
the needs and ideas of the researchers who contributed or will contribute to the
scientific achievements using high-power radar facilities at polar latitudes.
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Chapter 15
The Influence of Energetic Particles
on the Chemistry of the Middle Atmosphere

Thomas Reddmann, Bernd Funke, Paul Konopka, Gabriele Stiller,
Stefan Versick, and Bärbel Vogel

Abstract Energetic particle precipitation (EPP) during solar and geomagnetic ac-
tive periods causes chemical disturbances in the lower thermosphere and in the mid-
dle atmosphere. Additional HOx (H, OH, HO2) and NOx (N, NO, NO2) are pro-
duced in the middle atmosphere, and enhancements of NOx produced in these events
can be transported to the winter stratosphere. These trace species take part in ozone
chemistry and, by chemical-radiative coupling, the dynamical state in the middle
atmosphere can be altered. There is evidence both from observations and from
chemistry-climate models that the EPP induced signal in the middle atmosphere
may then propagate into the troposphere. Thus particle precipitation could connect
to possible climate effects. The first step in this functional chain is the impact of EPP
on the chemical composition in the middle atmosphere and lower thermosphere, and
the downward transport in the polar winter middle atmosphere. The general objec-
tive of this project was to assess quantitatively the chemical composition change
in the middle atmosphere by combining model simulations and observations. The
study relays mainly on the observations of the MIPAS instrument on the ENVISAT
satellite, whose data set has been expanded in the context of this project by a newly
developed retrieval of the gas H2O2, a reservoir for the members of the HOx family.
Simulations have been carried out with the two chemical transport models CLaMS
and KASIMA, which cover chemistry and transport effects in the stratosphere up to
the mesosphere/lower thermosphere region. The impact on the global NOy budget
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and (the resulting) total ozone change are assessed in these studies. In addition, the
ion reaction mechanism for the conversion of N2O5 to HNO3 based on positive ion
chemistry was refined. The detailed comparison of model results and observation
for the SPE 2003 showed that models can simulate the impact of EPP on ozone
chemistry but deficiencies exist for some minor species.

15.1 Introduction

The interaction of solar coronal mass ejections and the solar wind with the inter-
planetary plasma and processes in the Earth’s magnetosphere accelerate particles
as protons, electrons, or He nuclei to energies up to the GeV range. Some of these
energetic particles penetrate the atmosphere mainly at high geomagnetic latitudes
and lose their kinetic energy by cascades of inelastic collisions. Via ionization,
dissociation and ion reactions this energy deposition ultimately produces reactive
molecules like NO, NO2, OH and others. This significant enhancement of NOx
(= NO + NO2 + N) and HOx (= H,OH,HO2) causes additional ozone loss and
disturbs other trace gas distributions.

During polar night and the absence of photochemistry the impact of energetic
particle precipitation (EPP) on the chemical state of the atmosphere is most pro-
nounced per se. But the interhemispheric diabatic circulation with its downward
branch in the polar winter hemisphere in addition allows to propagate the result of
this interaction, which mainly takes part in the thermosphere and mesosphere, to the
stratosphere. The key processes for the impact of EPP on the middle atmosphere are
therefore the combination of disturbed chemistry and transport in the winter polar
middle atmosphere.

After its maximum in the year 2000/2002 the solar cycle 23 exhibited prolonged
activity which gave rise to several extraordinary manifestations of solar-terrestial
connections in the Earth’s middle atmosphere. Several strong flare events and sev-
eral strong geomagnetic storms were responsible for remarkable chemical distur-
bances in the middle atmosphere in both hemispheres. Evidence for regular long
range NOx descent had already been observed in several satellite experiments [Cal-
lis et al., 1996; Randall et al., 1998, 2001; Rinsland, 1996], for example from the
Halogen Occultation Experiment (HALOE) instrument on UARS, and from the AT-
MOS and POAM experiments. The late solar cycle 23 fell in a period where new and
most capable instruments on satellites gave a wealth of new information for these
processes, i.e. the instruments for the determination of atmospheric composition on
the ENVISAT satellite, launched in early 2002, SCIAMACHY, GOMOS and MI-
PAS, the instrument ACE FTS, MLS on Aura, Odin’s SMR instrument. The new
observational results offered the possibility for detailed and comprehensive model
studies to test and improve our understanding of chemical and dynamical processes
in the middle atmosphere as a whole. Together with the exceptional active sun, the
conditions to study EPP related processes were excellent.

Since July 2002, the Michelson Interferometer for Passive Atmospheric Sound-
ing (MIPAS) onboard the satellite ENVISAT of the European Space Agency (ESA)
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Fig. 15.1 Observation scheme of the MIPAS instrument on the ENVISAT satellite (source ESA)

observes the middle atmosphere from the upper troposphere up to the mesosphere.
In Fig. 15.1 a schematic view of MIPAS in space is shown, focusing on observation
modes. MIPAS is a Fourier transform spectrometer for the measurement of high-
resolution gaseous emission spectra at the Earth’s limb [Fischer and Oelhaf, 1996;
Fischer et al., 2008]. It allows to retrieve global distributions of trace gases as for
example O3, HNO3, CH4, N2O and many other substances. These observations rep-
resent one of the most complete data sets for studying the influence of energetic par-
ticle induced changes in the middle atmosphere as they cover the middle atmosphere
during polar night. This is an important advantage of the MIPAS/ENVISAT dataset
compared to other observations, e.g. from UV-VIS instruments or from solar occul-
tation instruments, which both depend on solar light. Reactive and reservoir gases,
and tracers for the transport in the polar winter middle atmosphere are included in
the dataset. Figure 15.2 shows as an example the time series of NO2 night-time ob-
servations derived from an operational MIPAS data-product provided by ESA (see
next paragraph).

Data are available for example from the operational ESA level 2 MIPAS/
ENVISAT data product. An advanced data record with more substances and also
dealing with non-LTE effects, has been generated at the Institute for Meteorology
and Climate Research—Atmospheric Trace Gases and Remote Sensing at KIT and
the Instituto de Astrofisica de Andalucia (CSIC) (see Lacoste-Francis [2010]). By
now, this advanced data record contains more than 20 substances and spans the pe-
riod from July 2002 to 2010. From July 2002 to March 2004 MIPAS observed with
a spectral resolution of 0.025 cm−1, afterwards the spectral resolution was reduced,
but the vertical resolution improved [von Clarmann et al., 2009]. MIPAS could ob-
serve in detail the solar storms of October/November 2003 known as ‘Halloween’
storms as well as NOx intrusions in the years 2004 and 2009 in the NH, observations
which gave rise to the detection of new effects related with EPP as documented in
a number of publications [Jackman et al., 2005, 2008; Orsolini et al., 2005; Lopez-
Puertas et al., 2005a, 2005b; Funke et al., 2005, 2008; von Clarmann et al., 2005].
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Fig. 15.2 NO2 night-time observations of the MIPAS instrument on the European ENVISAT satel-
lite, (a) Northern hemisphere, (b) Southern hemisphere between July 2002 and March 2004. In the
NH the weak (2002/3) and strong (2003/4) intrusion from the mesosphere/lower thermosphere are
seen together with the NOx enhancement after the Halloween storms in November 2003, in the SH
the pronounced intrusion from the MLT in the course of the Antarctic winter can be seen (from
Reddmann et al. [2010], reproduced by permission of American Geophysical Union)

In several model studies principal effects of EPP have been studied in the past
(e.g. Siskind et al. [2000], see Jackman and McPeters [2004] for an overview of
related work). 3D-model studies of the effects of EPPs have been performed with
chemistry climate models (CCMs) applying artificial NOx enhancements [Lange-
matz et al., 2005; Rozanov et al., 2005] or modules calculating NOx and HOx pro-
duction from prescribed ionization rates (e.g. Jackman et al. [2008]). Baumgaertner
et al. [2009] adapted results of Randall et al. [2007] to estimate effects of NOx pro-
duced by low energy electrons in the middle atmosphere. Many model simulations
qualitatively reproduce various effects connected with EPPs, but the necessary tight
connection of chemical disturbances and transport is still a challenge for current
3D-models of the middle atmosphere. Model simulations using actual meteorologi-
cal conditions comparing their results with corresponding observations are therefore
a valuable tool to test our understanding of the relevant processes in these events.
This project focuses on such comparisons.

The first approach within the project to assess the effects caused by EPP was to
use detailed observations, primarily of the MIPAS instrument on the ESA satellite
ENVISAT, as a boundary condition for the additional NOx in model simulations.
Two chemical transport models took part in this approach, the CLaMS and the
KASIMA model. The observations of MIPAS used for the studies cover the period
from July 2002 till March 2004 and include the Antarctic winter 2003 with strong
NOx enhancements originating in the upper mesosphere and lower thermosphere,
the strong SPE event and the following geomagnetic storms (Halloween storms) in
October/November 2003, and the NOx intrusion following a stratospheric warming
in Arctic mid-winter 2003/2004. From these simulations the effect on ozone chem-
istry could be deduced, e.g. the additional ozone loss and changes in other chemical
substances could be quantified. Some results of this work are presented in Sect. 15.2,
details can be found in Vogel et al. [2008] and Reddmann et al. [2010].
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The second approach concentrated on the solar proton event in October/Novem-
ber 2003 and had therefore the direct effects of the EPP-atmosphere interaction
in the focus, e.g. the amount of produced NOx and HOx, and changes of several
substances in a short period during and after the ionization event. The very com-
prehensive observations of the MIPAS instrument of the species NO, NO2, H2O2,
O3, N2O, HNO3, N2O5, HNO4, ClO, HOCl, and ClONO2, CO, CH4, and H2O al-
low a profound test of the chemistry implemented in models together with their
transport properties in the polar winter middle atmosphere. An international model-
data intercomparison project (High Energy Particle Precipitation in the Atmosphere,
HEPPA) was established including both chemical transport models, and chemistry-
climate models [Funke et al., 2011]; of the nine participating models, five were also
involved in the CAWSES SPP, as was the derivation of ionization rates with the
AIMOS model (see also Chaps. 9 and 13). The HEPPA intercomparison initiative
has lately been invited to become part of the SPARC SOLARIS initiative. For these
comparison, the KASIMA model was extended to include a module for NOx and
HOx production by ionizing particles. Ionization rates have been calculated within
the KASIMA model or using the precalculated ionization rates provided by the
AIMOS calculations (Wissing and Kallenrode [2009], see also Chap. 13. A short
overview of results for the KASIMA model is given in Sect. 15.3, for details see
Funke et al. [2011]).

Rather few observations exist which show the effects of EPP for the HOx family
[Verronen et al., 2006]. Whereas the long-term effects of EPP produced HOx are
probably small, HOx related fast reactions during the particle interaction seem to be
the least understood in the models. A new retrieval setup for MIPAS/ENVISAT ob-
servations was therefore developed to assess possible enhancements of H2O2 after
EPP. H2O2 serves as a reservoir of HOx and it was expected that H2O2 concentra-
tions should be enhanced during and after SPEs, and could indeed be detected by
the new retrieval scheme. A climatology of H2O2 and EPP related enhancements is
presented in Sect. 15.4. These data were also used as an additional species in the
HEPPA intercomparison.

A strong impact on the partitioning within the NOy family has been observed
when NOx intrusions reach the upper stratosphere resulting in a secondary maxi-
mum of HNO3 distribution in th upper stratosphere [Kawa et al., 1995; Stiller et al.,
2005]. The proposed conversion of N2O5 to HNO3 can be explained via a mech-
anism involving protonized water vapor clusters. A new parameterization was de-
veloped within the project for this reaction, and it was found that this conversion
may have also an impact in the lower stratosphere. The inclusion of this reaction
gives better agreement between HNO3 observations and model results there (see
Sect. 15.5).

Finally, the observations and model results clearly showed that not the strong
but rare SP events are the main contributors to EPP related NOx in the middle
atmosphere, but the seemingly more regular but weaker auroras and geomagnetic
storms. Most probably, very efficient transport from the lower thermosphere is the
key process for these dramatic NOx enhancements. This efficient transport seems to
be related to specific dynamic situations. This finding connects the rather restricted
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study of chemical EPP effects to the more general question how the MLT region
interacts with the lower atmosphere.

15.2 Model Studies with Imposed NOx Disturbance

Within this project two different chemical transport models were applied to study the
chemical effects of NOx intrusions in the stratosphere, namely the CLaMS model
and the KASIMA model. The models use a quite different model architecture and
focus on different aspects. The Chemical Lagrangian Model of the Stratosphere
(CLaMS) is a Lagrangian chemical transport model, which uses 3-dimensional de-
formations of the large-scale winds to parameterize mixing and is very well suited
to study horizontal transport and mixing processes as shown in previous studies
[McKenna et al., 2002a, 2002b; Konopka et al., 2007a]. KASIMA is a combina-
tion of a Euler model using analyzed winds in the lower domain, and a mechanis-
tic model on top, and covers the vertical domain up to the lower thermosphere. It
focuses on long-term transport processes including the mesospheric branch of the
residual circulation and chemical processes in the middle atmosphere.

Both simulations show that the NOx intrusions can have a significant impact on
the ozone budget in the middle stratosphere maximizing in the middle stratosphere
where additional ozone loss between 30 %–50 % is deduced. The effect on total
ozone was found to be non-negligible but restricted to high latitudes within a range
of about 10 DU.

15.2.1 The Arctic Winter 2003/4: The CLaMS Perspective

To study the impact of the downward transport of NOx-rich air masses from the
mesosphere into the lower stratosphere on stratospheric ozone loss, CLaMS sim-
ulations were performed for the Arctic winter 2003/04. This winter includes the
Halloween storms at beginning of the winter in late October and the NOx intrusions
descending in late winter from the lower thermosphere/mesosphere to the strato-
sphere. In late December, a stratospheric warming occurred, and low latitude air
masses were transported to high latitudes.

CLaMS is based on a Lagrangian formulation of the tracer transport and, unlike
Eulerian CTMs, considers an ensemble of air parcels on a time-dependent irregular
grid that is transported by use of the 3d-trajectories. The irreversible part of trans-
port, i.e. mixing, is controlled by the local horizontal strain and vertical shear rates
with mixing parameters deduced from observations (e.g. Konopka et al. [2003],
Grooß et al. [2005]). CLaMS therefore is especially suited to study horizontal trans-
port processes at the boundary of the polar vortex, and possible loss of the SPE or
MLT enriched air masses by the mixing processes occurring during the stratospheric
warming.
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The simulations cover the altitude range from 350–2000 K potential temperature
(approx. 14–50 km). The horizontal and vertical transport is driven by ECMWF
winds and heating/cooling rates are derived from a radiation calculation. The mixing
procedure uses the mixing parameter as described in Konopka et al. [2004] with
a horizontal resolution of 200 km and a vertical resolution increasing from 3 km
around 350 K potential temperature to approximately 13 km around 200 K potential
temperature according to the model set up Konopka et al. [2007b]. The halogen,
NOx, and HOx chemistry mainly based on the current JPL evaluation Sander et al.
[2006] is included.

Before the first SPE has occurred, the model is initialized once at 4 October 2003
with mainly MIPAS observations (V3O) from 3–5 Oct 2003 (CH4, CO, N2O, O3,
NO, NO2, N2O5, HNO3, H2O, and ClONO2) processed at IMK and at the Instituto
de Astrofisica de Andalucia (IAA), Granada, Spain. In the model, the flux of en-
hanced NOx from the mesosphere is implemented in form of the upper boundary
conditions at 2000 K potential temperature (50 km altitude) which are updated ev-
ery 24 hours. The NOy constituents NOx, N2O5, HNO3 and the tracers CH4, CO,
H2O, N2O, and O3 at the upper boundary are taken from results of a long-term sim-
ulation performed with the KASIMA model (Karlsruhe Simulation Model of the
middle Atmosphere), see next section. In this KASIMA simulation, enhanced NOx
concentrations in the mesosphere during disturbed periods have been derived above
55 km from MIPAS observations (provided by the European Space Agency (ESA)).

In addition to this ClaMS reference model run (referred to as ‘ref’ run) a model
simulation without an additional NOx-entry at the upper boundary is performed. In
addition, to estimate the possible maximum impact of NOx on stratospheric ozone
loss, we derive a maximum NOx-entry at the upper boundary condition from several
satellite measurements of NO and NO2 by the MIPAS, HALOE, and ACE-FTS in-
struments. For each day at the upper boundary the NOx mixing ratios for equivalent
latitudes greater or equal 60°N are replaced by the maximum NOx value observed
by any satellite instruments within 60° and 90°N at 2000 K potential temperature at
that day, respectively, by the maximum NO or NO2 value if no NOx measurement
exists in this 24 hour period. For days where no satellite observations are available
we take the maximum NOx derived by KASIMA at that day. This model simulation
is referred to as ‘max NOx’ run.

Clams results of NOx enhancements and resulting ozone loss are shown for polar
latitudes in Fig. 15.3. For the Arctic polar region (Equivalent Lat. >70°N) we found
that enhanced NOx caused by SPEs in Oct–Nov 2003 is transported downward into
the middle stratosphere to about 800 K potential temperature (≈30 km) until end
of December 2003. The mesospheric NOx intrusion due to downward transport of
upper atmospheric NOx produced by auroral and precipitating electrons [Funke et
al., 2007] affects NOx mixing ratios down to about 700 K potential temperature
(≈27 km) until March 2004. A comparison of the reference run with a simulation
without an additional NOx source at the upper boundary shows that O3 mixing ratios
are affected by transporting high burdens of NOx down to about 400 K (17–18 km)
during the winter (see Fig. 15.3). Locally, an additional ozone loss of the order
1 ppmv is simulated for January between 850–1200 K potential temperature during
the period of the strong polar vortex in the middle stratosphere.
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Fig. 15.3 Additional NOx (�NOx) and ozone reduction �O3 poleward of 70°N equivalent lati-
tude due to mesospheric NOx intrusions over the course of the winter 2003–2004 for the reference
model run (from Vogel et al. [2008])

An intercomparison of simulated NOx and O3 mixing ratios with satellite ob-
servations by ACE-FTS and MIPAS shows that the NOx mixing ratios at the upper
boundary derived from KASIMA simulations are in general too low (see Fig. 15.4).
Therefore a model simulation with higher NOx mixing ratios at the upper bound-
ary derived from satellite measurements was performed. For this model run (‘max
NOx’) the simulated NOx mixing ratios and the total area of enhanced NOx mixing
ratios are in general higher compared to satellite observations and so provide so an
upper limit for the impact of mesospheric NOx on stratospheric ozone chemistry.
The comparison between simulated and observed ozone mixing ratios confirm the
‘max NOx’ run is an upper limit which overestimates the NOx entry at the upper
boundary and underestimates O3 due to stronger O3 destruction. Moreover in the
‘ref’ run the simulated O3 is in very good agreement with satellite measurements
(see Fig. 15.4).

For the different runs ozone loss was calculated from the simulated O3 values mi-
nus the passively transported ozone. Halogen-induced ozone loss plays a minor role
in the Arctic winter 2003/2004 because the lower stratospheric temperatures were
unusually high. Therefore the ozone loss processes in the Arctic winter stratosphere
2003/2004 are mainly driven by NOx chemistry. Further, in addition to the transport
of NOx-rich mesospheric air masses in the stratosphere due to SPEs in Oct–Nov
2003 and the downward transport of upper atmospheric NOx produced by auroral
and precipitating electrons in early 2004, the ozone loss processes are also strongly
affected by meridional transport of subtropical air masses. Likewise, in this case air
masses rich in both ozone and NOx are transported during the major warming in
December 2003 and January 2004 into the lower polar stratosphere.

Our findings show that in the Arctic polar vortex (Equivalent Lat. >70°N) the
accumulated column ozone loss between 350–2000 K potential temperature (∼14–
50 km) caused by the SPEs in Oct–Nov 2003 in the stratosphere is up to 3.3 DU
with an upper limit of 5.5 DU until end of November (see Fig. 15.5). Further we
found that about 10 DU but lower than 18 DU accumulated ozone loss additionally
occurs until end of March 2004 caused by the transport of mesospheric NOx-rich air
in early 2004. In the lower stratosphere (350–700 K, approx. 14–27 km) the SPEs
of Oct–Nov 2003 have negligible small impact on ozone loss processes until end of
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Fig. 15.4 Horizontal view of NOx and O3 at 2000 K, 1600 K, and 800 K potential temperature for
the reference model run on March 18, 2004. The isolines for the equivalent latitude at 60°N and
70°N are marked by white lines. The model results and satellite observations (IMK/IAA-MIPAS:
circles and ACE-FTS: diamonds) are shown for noon time. We note that all NOx mixing ratios
beyond the scale are also plotted in red (from Vogel et al. [2008])

November and the mesospheric NOx intrusions in early 2004 yield ozone loss about
3.5 DU, but clearly lower than 6.5 DU until end of March. Overall, the downward
transport of NOx-rich air masses from the mesosphere into the stratosphere is an
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Fig. 15.5 Column ozone (in Dobson units) with (red), without (blue), and with a maximum (yel-
low) mesospheric NOx sources integrated over the entire simulated altitude range from 350 K until
2000 K (∼14–50 km) for equivalent latitudes poleward of 70°N. Middle panel: Ozone loss in DU
for these model runs. Bottom panel: �O3 caused by the additional NOx-source at the upper bound-
ary. Shown is the ozone column of the ‘no NOx’ run minus the ozone column of the ‘ref’ (red) and
the ‘max NOx’ run (green) (from Vogel et al. [2008])

additional and non-negligible variability to the existing variations of the ozone loss
observed in the Arctic.

15.2.2 KASIMA Studies: The Period 2002–2004

The KASIMA model is a 3D mechanistic model of the middle atmosphere which
can be coupled to specific meteorological situations by using analyzed lower bound-
ary conditions and nudging terms for vorticity, divergence and temperature. The
model is based on the solution of the primitive meteorological equations in spectral
formulation and uses the pressure altitude as vertical coordinate. Its vertical domain
spans the upper troposphere up to the lower thermosphere. In the MLT region, winds
are calculated using physical parameterizations for heating rates and gravity wave
drag based on a Lindzen scheme. The model has been used for investigations of
transport and chemistry in the middle atmosphere [Kouker, 1993; Reddmann et al.,
1999, 2001; Ruhnke et al., 1999; Kouker et al., 1999; Khosrawi et al., 2009]. The
model simulates long-term transport in the stratosphere reasonably well. This has
been shown by comparisons with the inert tracer SF6 and derived mean age of air
[Engel et al., 2006; Stiller et al., 2008].

The rationale of this model study was to use two model runs, one standard run,
and one with a changed upper boundary condition for NOx from EPP to derive its
impact on the chemical state in the middle atmosphere. No feedback of the chem-
istry is included to the ozone field used for the calculation of heating rates in the
run, so both simulations use the same dynamics for transport and allow to single



15 Influence of Particles 257

Fig. 15.6 Global excess NOy
from energetic particle
production (from Reddmann
et al. [2010]), modified by
permissions of the American
Geophysical Union)

out the change esp. of ozone for the disturbed chemical conditions. With a good
representation of the mean transport times, the model can therefore be used to study
the effects of NOx intrusions on a longer time-scale. Against the background of
the undisturbed stratosphere, the NOx enhancements in the observations and in the
model can be clearly traced as seasonal events restricted to polar latitudes, leaving
the rest of the stratosphere mostly unaffected. This allows to estimate the chemical
effects of NOx intrusions by comparing the disturbed and the undisturbed model
run, and to analyze the individual events which show different characteristics be-
tween intrusions starting in the upper mesosphere and the SPE with enhancements
down to the stratosphere. Coupling effects between chemical changes due to EEPs
and dynamics take place in the real atmosphere, and are therefore implicitly in-
cluded in the dynamical fields used in the nudged model. In this sense, the chemical
effects are also influenced by the coupling, as the reference dynamical state does
not correspond to a real undisturbed one. Nevertheless, for the purpose of quantify-
ing the strength of the NOx intrusions on chemistry this is only an effect of minor
importance.

For our study we used reprocessed operational MIPAS NO2 data which had a
nearly daily coverage [Ridolfi et al., 2000; Carli et al., 2004]. NOx has a photo-
chemical lifetime of a few days in the mesosphere and during night most of NOx is
in the form of NO2. Nighttime observations of NO2 are taken therefore as a repre-
sentative for the concentration of NOx.

Figure 15.2 shows time-height cross sections of the mean NO2 volume mixing
ratio of the northern and southern polar cap (geographical latitudes polewards of
60°) in ppb, from the ESA MIPAS/ENVISAT nighttime observations as described
above. NOx values from the MIPAS/ENVISAT observations using nighttime NO2
as a proxy for NOx, are imposed on the model values during times of diagnosed
increased levels of NOx in the polar mesosphere and during the SPE in Octo-
ber/November 2003. The ESA dataset has been preferred over other data sets based
on MIPAS/ENVISAT observations as it provided a rather complete coverage for the
MIPAS/ENVISAT phase I observation period, but it lacks the accuracy of the IMK-
IAA data set as it does not include non-LTE effects and does not consider horizontal
gradients of mixing ratios in the retrieval (see Wetzel et al. [2007]).

The sum of all inorganic nitrogen-containing species except N2 and the source
gases like N2O is called NOy, enhanced after EPP [Brasseur and Solomon, 2005].
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Fig. 15.7 Ozone change through EPP effects (from Reddmann et al. [2010], reproduced by per-
mission of American Geophysical Union)

Figure 15.6 shows the global excess NOy in mol for the period July 2002 to Decem-
ber 2005. The auroral winter intrusions in the Arctic winter 2002/2003 and Antarctic
winter 2003, the SP event in fall 2003 and the strong intrusion in the Arctic winter
2003/2004 are clearly discernible as single events adding to the total NOy back-
ground. The characteristic time-scale for the decay of the additional NOy in the
model lies in the range of about 2 years.

We estimate the additional NOy in Arctic winter 2002/2003 at 0.4 Gigamol
(GM), in Antarctic winter 2003 at about 1.4 GM, the NOy from the SPE at about 1.5
GM and in January 2004 at about 2 GM. As in the Arctic winter both intrusions over-
lap, they cannot clearly be separated. The value estimated for the Antarctic winter
2003 is about 75 % of the value Funke et al. [2005] deduced from their observation
based study with MIPAS/ENVISAT data. Randall et al. [2007] give a range of 1 to
2 GM estimated from HALOE observations for this winter, depending on the use
of average or maximum observed NOx values. Globally, the additional NOy in the
model which we derive amounts at its maximum to about 5 % of the total 70 GM
NOy in the middle atmosphere from the oxidation of N2O.

The effects of the additional NOy in the atmosphere on the formation of particles
in the cold polar vortex (for example by changing the saturation vapor pressure)
is small, but still significant. The mass of NOy in NAT-particles increases in the
Antarctic winter 2004 and the Arctic winter 2004/2005 by about 5 %.

Figure 15.7 shows the effects on ozone for the whole simulation period again for
75°S and 75°N. Additional ozone loss lasts for the following year in the Southern
Hemisphere at the level of about 0.2 ppm. At the end of 2004 a small ozone change
can be found above the band related to the Antarctic winter 2003. Closer inspection
of time-latitude cross sections of NOy at different altitudes show that during sum-
mer 2004 NOy is transported from the Northern to the Southern Hemisphere at the
stratopause level (not shown) exceeding 1 ppb, causing the additional ozone loss.
During the Arctic winter 2002/2003 the minor amounts of additional NOx cause
only small ozone changes. The maximum changes occur during spring 2004, ex-
ceed 30 % and follow closely the downward transport of the additional NOx. The
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changes caused by the SPE in fall 2003 can be traced until spring 2004 below 30 km
but are lost to lower latitudes. The enormous amounts of additional NOx from Jan-
uary cause ozone changes of several percent even in the following spring at altitudes
of about 30 km.

The NOx induced additional ozone loss causes also changes in total ozone. In the
Southern Hemisphere ozone changes are restricted to the Antarctic region. In the
Northern Hemisphere a decrease of total ozone of several Dobson units reach the
mid-latitudes. At high latitudes changes of about 5 DU can be found even in spring
2005.

15.3 The Solar Proton Events of Oct/Nov 2003 and Direct Effects

This section deals with the second approach where HOx and NOx enhancements
are calculated in the models directly from ionization rates. This allows chemistry
climate models to include EPP effects as a function of solar and geomagnetic activ-
ity. The role of CTMs is here again to validate the results of such calculations with
the help of detailed observations. Within the CAWSES project the KASIMA model
was expanded to include these direct effect using particle flux data from satellites
as GOES. Again, the very well observed HALLOWEEN storms have been used to
make these comparisons using the MIPAS data set. These comparisons were carried
out in the framework of an international model measurement intercomparison ini-
tiative of CCMs and CTMs [Funke et al., 2011]. For KASIMA as for most of the
other models taking part in that inter-comparison the general agreement between
observations and model is reasonable but by far not perfect.

As the HOx cycle is not well represented in observations a new retrieval strat-
egy was implemented in the MIPAS analysis to derive H2O2 concentrations in the
middle atmosphere. For the first time, a H2O2 climatology could be derived and en-
hancements during the SPE effect in 2003 could be observed. The comparison with
the model shows a qualitative but not a quantitative agreement, hinting at deficits of
our understanding of the chemical processes related to H2O2 in general as well as
and in particular during and after atmospheric ionization events.

15.3.1 Ionization Rates and HOx and NOx Production

Different kind of particles contribute to the ionization in the atmosphere. Enhanced
fluxes of energetic protons can be included in models with reasonable accuracy by
an approximate description, for example applying the Bethe-Bloch formula and as-
suming that the protons fill the geomagnetic polar cap more or less homogeneously,
as it is the case for solar proton events. The spectral flux distribution of the protons
has to be derived from measurements of particle detectors on satellites (GOES data
series) which only give integrated counts for a few channels. In KASIMA we ap-
plied a particle flux of the form J (E) = A ·E−δ , where A and δ have been derived
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Fig. 15.8 Ionization rate
from protons and cosmic rays
calculated in the KASIMA
SPE module (from Versick,
2011)

by a fit procedure (see Versick [2011]). We also included a component from cosmic
rays using the formalism of Heaps [1978]. Figure 15.8 shows ionization rates cal-
culated as described above. It shows distinct and sporadic solar proton events in the
upper stratosphere and, approaching solar minimum conditions, a slowly increasing
flux of cosmic rays.

To include ionization by electrons a much more complex calculation is neces-
sary, as electron flux is much more dependent on the state of the magnetosphere
and the radiation belts. We therefore used the AIMOS data set to include ionization
caused by electrons, see the corresponding Chap. 13 of J.M. Wissing and M. Kallen-
rode. Additional to precipitating electrons, this data-set also considers protons and
α-Particles, based on measured particle fluxes. We applied both data sets for the
solar proton event in Oct/Nov 2003, and found better agreement of observed and
simulated NOx when applying our module. With the limitations of the observations
of the particle flux and other assumptions to derive a energy flux spectrum, this un-
derlines that more detailed observations of incoming particle fluxes are necessary.

15.3.2 Model Intercomparison

The SP event in Oct/Nov 2003 is an ideally suited testbed for simulations of direct
effects in the middle atmosphere caused by energetic particles as the detailed obser-
vations of the MIPAS instrument allow to validate the response of all the most im-
portant chemical species in the models. MIPAS showed changes after the event for
species such as NO, NO2, H2O2, O3, N2O, HNO3, N2O5, HNO4, ClO, HOCl, and
ClONO2. The HEPPA model data intercomparison initiative brought together scien-
tists involved in atmospheric modeling using state-of-the art CCMs and chemistry-
transport models on one hand and scientists involved in the analysis and generation
of MIPAS IMK/IAA data on the other hand. The objective of this community ef-
fort was (i) to assess the ability of state-of-the-art atmospheric models to reproduce
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Fig. 15.9 Area-weighted averages (40–90N) of observed and modeled NOy enhancements dur-
ing 30 October 1 November with respect to 26 October (left) and relative deviations of modeled
averages from the MIPAS observations (right). Thick solid and dashed lines represent model mul-
ti-model mean average and MIPAS observations, respectively. WACCMp denotes the WACCM
simulation including proton ionization only (excluded from multi-model-mean) (from Funke et al.
[2011])

SPE-induced composition changes, (ii) to identify and—if possible—remedy defi-
ciencies in chemical schemes, and (iii) to serve as a platform for discussion between
modelers and data producers. This was achieved by a quantitative comparison of ob-
served and modeled species abundances during and after SPEs, as well as by inter-
comparing the simulations performed by the different models. The initiative focused
in its first phase on the inter-comparison of IMK/IAA generated MIPAS/Envisat data
obtained in the aftermath of the October/November 2003 SPE with model results.

We give here a few examples of results of the intercomparison for the KASIMA
model which extend the studies presented in Sect. 15.2. We refer to the extensive
paper of Funke et al. [2011] for the complete inter-comparison and the discussion
of the results.

An important parameter for subsequent chemical effects caused by the EPP is the
amount of additional reactive nitrogen compounds which is produced in the event,
expressed as additional NOy. Figure 15.9 shows the observed NOy enhancement
and the results of the models directly after the SPE. The agreement seems to be
satisfactory, but note the logarithmic scale. As most other models, KASIMA over-
estimates NOy below about 0.5 hPa and shows some underestimation above. This
discrepancy hints to difficulties in describing the ionization rate, see discussion in
the section above.

Figure 15.10 top shows the development of CO in observations and the model.
Obviously KASIMA overestimates the downward transport compared to observa-
tions. A too fast descent in the Northern polar winter stratosphere was also found in
the analysis discussed in Reddmann et al. [2010]. Figure 15.10 shows an example
for substances from the chlorine family. Whereas HOCl changes are well repre-
sented in the model, ClONO2 changes are underestimated to a great extent which
is probably related to lower ClO values in the models compared to MIPAS even
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Fig. 15.10 Examples from the HEPPA intercomparison showing KASIMA results. Top row: CO
time series derived from MIPAS and from KASIMA (ppm). Time series of HOCl and ClONO2
derived from MIPAS observations and difference to KASIMA (ppb)
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during background conditions. Other differences between models and observations
concern HNO3 buildup during and shortly after the event, It was shown by Verronen
et al. [2008] that this is most likely due to missing ion chemistry in most of the
models.

15.4 Hydrogen Peroxid as an Indicator for HOx Production

Besides the production of NOx, also HOx is produced in the course of energetic
particle precipitation. Changes in trace gases like HOCl, HNO4 or HNO3 are de-
pendent on changes in the concentration of the HOx family. It is therefore worth to
try to assess members of the HOx family directly by observations and to document
the changes caused by the EPP. But only the gas H2O2, which acts as a reservoir
gas for HOx shows sufficiently strong spectral features in the spectral range of the
MIPAS instrument. Therefore, the MIPAS/ENVISAT full and reduced resolution
spectra were analyzed to develop a retrieval approach for H2O2.

The main source of H2O2 is the HO2 self-reaction:

HO2 + HO2 −→ H2O2 + O2 (15.1)

Of minor importance is the three-body reaction:

OH + OH + M −→ H2O2 + M (15.2)

The main sink in the stratosphere is through photolysis:

H2O2 + hν −→ 2OH (15.3)

The reactions with OH and atomic oxygen destroy H2O2 to a lesser extent.

15.4.1 Hydrogen Peroxide Spectral Signatures and Retrieval
Set-Up

In the mid-infrared spectral region, which is covered by the spectral range of MI-
PAS, hydrogen peroxide shows weak emission lines between about 1210 cm−1 and
1320 cm−1 (Fig. 15.11). All these lines belong to the H2O2 ν6 band centered at
1266 cm−1. The spectral signatures are taken from the latest update for H2O2 (based
on measurements from Perrin et al. [1995] and Klee et al. [1999]) in the HITRAN
2004 molecular spectroscopic database [Rothman et al., 2005]. The challenge of the
hydrogen peroxide retrieval is the very weak signal of the emission lines in compar-
ison to the instrumental noise which is much higher in this spectral region than the
H2O2 signal (Fig. 15.11).

For the retrieval, 19 narrow spectral regions (microwindows) were selected be-
tween 1220 cm−1 and 1265 cm−1, which is the lower end of MIPAS channel AB
and includes the R-branch of the H2O2 ν6 band. Those microwindows are used up
to tangent altitudes of 47 km.
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Fig. 15.11 Spectral range of
the H2O2 ν6
rotations-vibration band;
Top: emission of all gases;
Bottom: emission of H2O2
(black) and typical noise in
MIPAS-spectra (red); black
lines mark used spectral
windows, lower row for
heights below 44.5 km, top
row above (from Versick
[2011])

The main criterion for the selection was high sensitivity to hydrogen peroxide
and low interference by other gases. Unfortunately the P-branch can not be used in
the lower stratosphere for our retrieval because the lines of the interfering gases are
too dense. Above 47 km an additional microwindow from 1285 cm−1 to 1292 cm−1

is used. The microwindows between 1237 cm−1 and 1265 cm−1 are not used in this
altitude regions due to potentially bad absorption cross sections for N2O5 at low
pressures.

Since the hydrogen peroxide contribution is so small, the contribution of other
gases still needs to be considered and HOCl, CH4, N2O, N2O5 and COF2 have to
be retrieved jointly. Other gases had to be retrieved before the hydrogen peroxide
retrieval and the results had to be used in our H2O2 retrieval. These gases are: H2O,
O3, ClONO2 and HNO3. For all the other gases in this spectral region climatological
values were used.

The retrieval procedure follows a scheme analog to that described by Rodgers
[2000]:

xi+1 = xi + (
KT

i S−1
y Ki + R

)−1

× [
KT

i S−1
y
(
y − F(xi )

)− R(xi − xa)
]

(15.4)

where x is the retrieval vector, K the partial derivatives of the spectral grid points
with respect to the retrieval vector (Jacobian), Sy the covariance matrix due to the
measurement noise, R the regularization or constraint matrix, y the measurement
vector, F the forward model, xa the a priori profile, and i the iteration index.

Due to the very high noise in comparison to the signal we had to choose a rather
high regularization strength giving us a low number of degrees of freedom. The reg-
ularization is stronger in the upper stratosphere. It is weakest in the middle strato-
sphere where we expect the maximum volume mixing ratio of H2O2. Lowest mea-
surements used were around 25 km because otherwise oscillations in our profiles
occurred due to error propagation from below which caused subsequent faults in
other altitudes. The retrieval setup was verified by retrieval of H2O2 from synthetic
spectra. These spectra were calculated with the Karlsruhe optimized and Precise
Radiative transfer Algorithm (KOPRA) [Stiller, 2000]. The error analysis showed
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Fig. 15.12 Retrieval (left) and model (right) results of H2O2: top temporal evolution of the daily
zonal means at 30 km; KASIMA results are shown on MIPAS geolocations convolved with the
MIPAS AK. (Bottom): Time-height cross section of H2O2 during the Halloween storms; MIPAS
averaging kernels has been applied on KASIMA results (from Versick [2011])

that concentrations of H2O2 can be retrieved between 20–60 km. The corresponding
vertical resolution is about 8 km in the lower stratosphere and about 35 km in the
upper stratosphere. Comparison of H2O2 MIPAS measurements with models must
be done by convolving the model results with the MIPAS averaging kernel.

15.4.2 Distribution of H2O2 Under Normal and Disturbed
Conditions

The temporal evolution of the H2O2 stratospheric distribution in KASIMA is very
similar to the temporal evolution in the MIPAS measurements (see Fig. 15.12). Both
show the highest vmr in the inner tropics shortly after equinox. In the tropics and
subtropics the H2O2 volume mixing ratio is following the position of the overhead
sun. Higher volume mixing ratios are reached in the summer hemisphere. Also the
lower volume mixing ratio in the end of 2003 and beginning of 2004 are repre-
sented by KASIMA. The absolute value of the mixing ratio vmr in KASIMA is
almost twice that of MIPAS. Sensitivity studies show that this could be related to
uncertainties of associated reaction rate-constants.
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Figure 15.12 shows the temporal evolution of H2O2 during the Halloween
storms. The retrieval clearly shows enhancements related to the ionization events.
The model grossly overestimates the observed concentrations during the SPE. From
the HEPPA inter-comparison similar results have been found for other models. Fur-
ther details of the retrieval procedure and results can be found in Versick [2011] and
Versick et al. [2011].

The reduced resolution mode of MIPAS after March 2004 makes regular obser-
vations of H2O2 more difficult, and global distributions could not be derived until
now. But after the exceptional SP events in January 2005, H2O2 enhancements could
also be derived in the reduced resolution mode. Together with observations of MLS
instrument on the AURA satellite, a more complete characterization of the HOx

family after SPE events was possible (for details see Jackman et al., 2011).

15.5 HNO3 Enhancements

In the middle stratosphere, the reactive nitrogen compounds NO and NO2 are con-
verted to reservoir gases, of which HNO3 is the most abundant. Orsolini et al. [2005]
found much higher HNO3 concentrations observed by MIPAS/ENVISAT when
compared to their model for the winter 2003/2004, Stiller et al. [2005] analyzed the
Antarctic winter 2003, when a distinct secondary maximum of HNO3 was found in
MIPAS/ENVISAT data at about 40 km. These observations are in line with findings
from earlier satellite missions [Austin et al., 1986; Kawa et al., 1995]. The latter ex-
plained this discrepancy as a result of reactions of N2O5 with water cluster ions. This
reaction, originally proposed by Böhringer et al. [1983], had been combined with
heterogeneous reactions on sulfate aerosols by de Zafra and Smyshlyaev [2001] in
order to understand HNO3 satellite and ground based observations in polar winters.

First comparisons of the HNO3 observations with the KASIMA model also
showed a pronounced underestimation of HNO3 in the late polar winter when high
NOx concentrations indicate strong NOx intrusions. We therefore included the pa-
rameterization of de Zafra and Smyshlyaev [2001] in our chemistry module and got
reasonable agreement with the observations (see Reddmann et al. [2010]).

The parameterization of de Zafra and Smyshlyaev [2001] uses a fixed profile for
protonized water clusters. Using a formulation for the cluster concentration accord-
ing to Aplin and McPheat [2005] a variant of this parameterization was developed
where the concentration of water clusters is dependent on the actual ionization rate.
Figure 15.13 compares versions of the KASIMA model with no additional conver-
sion, the implementation of de Zafra and Smyshlyaev [2001] and the new approach.
The conversion to HNO3 is strongest in the new version, and results in too low N2O5

concentrations compared to the MIPAS results. Interestingly, through the ionization
by cosmic rays we found a pronounced effect of this reaction in the lower strato-
sphere, bringing the regular maximum of HNO3 at about 25 km in closer agreement
to the observations.
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Fig. 15.13 N2O5 and HNO3 time-height cross sections for the Arctic winter 2003/4. From
top MIPAS observations, KASIMA simulations without reaction with protonized water clusters,
KASIMA including the reaction parameterized according de Zafra and Smyshlyaev [2001], and
reaction with ionization rate dependent concentration of water clusters
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Fig. 15.14 KASIMA
simulations of the NH winters
2002/3–2005/6. CO serves as
an upper mesospheric tracer,
the artificial thermospheric
NOx probes possible
transport from the lower
thermosphere, and the
simulation including the
AIMOS electron component
probes possible ionization in
the mesosphere from auroral
sources. The winter 2003/4
and 2006/7 with observed
strong intrusion are marked

15.6 The Question of the Origin of NOx Intrusions

In winter 2003/4 the analysis showed that it is not the SPE which caused most
of long-term impacts on ozone but the NOx enhancements transported from above
about 80 km. The question where the massive NOx intrusions observed in the Arctic
winter 2003/4 (see Sect. 15.2), 2005/6 and 2008/9 have its origin is currently under
debate. Figure 15.14 shows output of a KASIMA simulation where the downward
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transport and ionization via electrons is probed. The model shows especially for
the 2003/4 and 2005/6 no pronounced downward transport for CO, here used as
a tracer for mesospheric air masses. This agrees with the fact that also an artifi-
cial thermospheric NOx source in the model does not contribute to massive NOx
enhancements in contrast to the observations. But also the inclusion of auroral elec-
tron ionization according precalculated ionization rates through the AIMOS model
does not improve this deviation from observations. Many models seem to fail to
simulate the massive NOx enhancements but it is not clear for what reasons. It was
suggested that due to the limited energy range and resolution of the particle coun-
ters, precipitation of highly relativistic electrons might not be detected. The fact that
the massive enhancements observed in the past Arctic winters occurred after strong
stratospheric warmings and accompanied by an elevated stratopause Smith et al.
[2009] strongly suggests however, that dynamical processes as the propagation of
gravity waves play an important role, as the propagation of gravity waves. As it is
well known that gravity wave drag is represented in models only in a parameterized
form, a plausible reason for the failure of the model is some deficit in the represen-
tation of processes connected to gravity waves and their deposition of energy and
momentum. Further model studies and observations, specifically in the MLT region
are necessary to solve this question.
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Chapter 16
The Impact of Energetic Particle Precipitation
on the Chemical Composition of the Middle
Atmosphere: Measurements and Model
Predictions

Miriam Sinnhuber, Nadine Wieters, and Holger Winkler

Abstract We investigate the impact of energetic particle precipitation on the chem-
ical composition of the middle atmosphere by developing models, and combining
model results with observations of the chemical response to particle precipitation
events. We show that in the upper stratosphere and lower mesosphere, negative ion
chemistry plays a role in addition to the well-known NOx and HOx production due
to positive ion chemistry, releasing chlorine from its reservoir, and re-partitioning
NOy. Model results also show a large direct impact of energetic electron precipita-
tion on the chemical composition of the upper stratosphere and mesosphere, both
during large solar events and during and after geomagnetic storms. Observations
show that the indirect impact of energetic electron precipitation events on the mid-
dle atmosphere composition can be much larger than the impact of even large solar
particle events. However, observations have not shown clear evidence for a direct
impact of energetic electron precipitation at altitudes below 80 km so far; if there is
a direct impact of energetic electron precipitation on the lower mesosphere and up-
per stratosphere as suggested by the model results, then it is small compared to the
direct contribution of large solar events, or to the indirect impact of energetic elec-
tron precipitation due to downward propagation of mesospheric or thermospheric
air during polar winter.
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16.1 Introduction: Energetic Particle Precipitation

Energetic particles that precipitate into the Earth’s atmosphere come from different
sources which display different relations to the 11-year solar cycle depending on
how particle flux and spectrum are modulated by solar activity.

High-energy particles, mainly protons of 1 MeV to several 100 MeV that can
precipitate into the upper stratosphere, are associated with solar coronal mass ejec-
tions or solar flares which occur mainly around the solar maximum. These are called
Solar Proton Events or Solar Particle Events (SPEs) as they are associated with an
increase of proton fluxes of several orders of magnitude as measured by particle
counters onboard geostationary satellites. As the terrestrial atmosphere is shielded
against charged particles by its magnetic field, solar particles can precipitate into
the Earth’s atmosphere only in the region of the polar caps, the area typically >60°
geomagnetic latitude.

Galactic cosmic rays (GCRs) are particles of even higher energies which precip-
itate into the troposphere everywhere. They originate from outside the solar system
and provide a continuous particle flux that is moderated by the varying strength of
the solar magnetic field throughout the solar cycle.

Solar wind particles can be coupled into the terrestrial geomagnetic field in the
magnetotail. There they can either be accelerated into the interior field, forming the
source of auroral particles, or be trapped in the magnetosphere, forming the radiation
belts. Auroral particles, mainly electrons with energies up to 10 keV, precipitate
into the lower thermosphere (≥90 km) in the auroral oval, at the inner boundary
of the polar caps (≈65° geomagnetic latitude). Particles trapped in the radiation
belts can be accelerated during geomagnetic storms to energies ranging from tens
of keV to several MeV, and precipitate into the atmosphere in so-called Energetic
Electron Precipitation (EEP) events. These particles precipitate into the atmosphere
in geomagnetic latitudes connecting to the radiation belts (≈59°–68° geomagnetic
latitude [Horne et al., 2009]). Geomagnetic storms are initiated by disturbances in
the interplanetary plasma, which can be due to, e.g., fast solar wind streams or solar
coronal mass ejections. They can occur in all phases of the solar cycle but are more
frequent during solar maximum and in the transition from solar maximum to solar
minimum, and more rare during the deep solar minimum.

Energetic Particle Precipitation (EPP) into the atmosphere leads to decomposi-
tion and ionization of the most abundant species (N2, O2, H2O, O, or NO, depending
on altitude). Ionization of the atmosphere leads to fast ion chemistry in which large
cluster ions are formed from the primary O+, O+

2 , N+
2 and NO+ ions, and chemi-

cally relatively inert H2O and N2 are transformed into the chemically active radicals
H, OH [Swider and Keneshea, 1973; Solomon et al., 1981], N, NO [Crutzen et al.,
1975; Porter et al., 1976; Rusch et al., 1981] and O [Porter et al., 1976]. Both HOx
(H, OH, HO2) and NOx (N, NO, NO2) can destroy ozone in catalytic cycles, HOx
mainly at altitudes above 45 km, NOx more effectively at altitudes below 45 km
[Lary, 1997].

Both excess NOx and ozone loss have been observed during and after large so-
lar proton events, and are reproduced by chemical models reasonably well, e.g.,
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[Solomon et al., 1983; Jackman et al., 2001, 2005b; Rohen et al., 2005]. While HOx
is short-lived, and HOx recovers quickly after the event, NOx can be very long-lived
in the polar middle atmosphere especially during polar winter, when it can also be
transported down into the stratosphere and destroy ozone there [Sinnhuber et al.,
2003b; Jackman et al., 2005a; Winkler et al., 2008]. This is called the indirect effect
of particle precipitation. Enhanced NOx values have indeed been observed in the
mid-stratosphere after the July 2000 solar proton event [Randall et al., 2001]. These
observations can be explained by downward propagation of particle-induced NOx,
and are quite well reproduced by chemistry-transport models of the middle atmo-
sphere, e.g., [Sinnhuber et al., 2003c]. Thus, the impact of large SPEs on NOx and
ozone loss seems to be qualitatively well understood, but not much is known about
the impact of atmospheric ionization on other trace gases besides NOx and ozone.

The impact of energetic electron precipitation directly into the middle atmo-
sphere is not as well investigated as that of the large solar particle events. It has
been emphasized by some authors that EEPs can have a similar large impact on the
chemical composition of the mesosphere and stratosphere as SPEs [Callis et al.,
1998; Siskind and Russel III, 1996; Siskind et al., 2000]. Measurements of ozone in
high polar latitudes suggest a large influence of magnetospheric electrons of rela-
tivistic energies on ozone concentrations in the mid-stratosphere winter [Sinnhuber
et al., 2006]. However, observations of the direct effect of energetic electron precip-
itation during an EEP—i.e., the local production of NOx and HOx, and subsequent
ozone loss during the particle event—have been shown to be more complicated than
for SPEs, possibly because the magnetospheric electrons precipitate into a much
smaller area. In recent years, direct observations of large NOx productions due to
EEPs have been reported two times [Renard et al., 2006; Clilverd et al., 2009].
These, however, have been interpreted by other authors as downward propagation
of NOx from the upper mesosphere or lower thermosphere, probably produced by
auroral precipitation [López-Puertas et al., 2006; Funke et al., 2007]. Enhanced OH
values have been reported to be correlated with geomagnetic storms in a recent pa-
per by Verronen et al. [2011]. However, in this case, significant enhancements were
observed only above 70 km, and it is, to date, not clear whether energetic electrons
can directly impact the stratosphere and lower mesosphere.

Thus, it seems that the NOx production and subsequent ozone loss during large
solar events are reasonably well understood. However, two questions are still open:

• Are other constituents besides NOx and ozone affected by atmospheric ionization,
and if yes, by how much?

• How does the impact of EEPs compare to that of SPEs, i.e. is the impact on the
chemical composition of the middle atmosphere and particularly on stratospheric
ozone comparable to that of large solar events?

These two questions will be addressed in the following using a combination of mod-
els of different complexity with observations of middle atmosphere constituents dur-
ing and after large particle precipitation events.

In Sect. 16.2, the models used for the investigation are described. Section 16.3
describes the Heppa model versus MIPAS data intercomparison initiative, a multi-
model intercomparison of chemical changes during and after the October/November
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2003 solar particle event, and discusses the most important results of this initiative.
In Sect. 16.4, the impact of negative ions on the atmospheric composition is dis-
cussed using results from the UBIC ion chemistry model; in Sect. 16.5, the impact
of energetic electron precipitation is investigated.

Energetic particle precipitation impacts on the middle atmosphere are also dis-
cussed in Chaps. 8, 9, 15, and 17.

16.2 Models

We use models of different complexity to address different aspects of the chemical
changes and dynamical couplings related to energetic particle precipitation, ranging
from the one-dimensional box-model of middle atmosphere ion chemistry (UBIC,
Sect. 16.2.3) to global models of chemistry and transport in the middle atmosphere
either driven by prescribed temperatures and wind-fields (B3dCTM, Sect. 16.2.2) or
free-running (B2dM, Sect. 16.2.1).

The neutral models share the same description of chemistry, which is based
on the SLIMCAT chemistry code [Chipperfield, 1999]. This considers 58 neutral
trace gases and about 180 gas phase, photochemical, and heterogeneous reactions
between those trace species. Reaction rates and absorption cross sections are pre-
scribed by the JPL recommendation of Sander et al. [2006].

Atmospheric ionization due to energetic particle precipitation is provided by the
AIMOS model, which calculates global altitude-dependent three-dimensional dis-
tributions of atmospheric ionization based on observed proton and electron fluxes
[Wissing and Kallenrode, 2009], see also Chap. 13. The impact of positive ion chem-
istry and particle induced decomposition of N2 and O2 is parameterized based on
Rusch et al. [1981]; Porter et al. [1976] and Solomon et al. [1981]. Hence 1.25
NOx are produced (of which 45 % are N, and 55 % NO) as well as up to 2 HOx
constituents depending on altitude and ionization rate, and 1.15 O per ion pair.

16.2.1 The Bremen 2-Dimensional Model B2dM

The Bremen 2-dimensional model (B2dM) has been developed originally as a com-
bination of the THIN AIR 2-dimensional general circulation model [Kinnersley,
1996] and the chemistry code of the SLIMCAT model [Chipperfield, 1999]. The
model calculates temperature, pressure and wind fields on isentropic surfaces driven
by prescribed sea-surface temperatures and the Montgomery potential. The vertical
extent in its present setting is from the surface to about 100 km with a vertical
spacing of about 3 km; the horizontal resolution is rather poor, with 19 grid boxes
equally distributed in latitude from pole to pole (about 9°). The model uses a family
approach considering Ox (O3 + O(3P) + O(1D)), NOx (N + NO + NO2), ClOx
(Cl + ClO + 2Cl2O2), BrOx (Br + BrO), HOx (H + OH + HO2), and CHOx
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(CH3, CH3O2, CH3OOH, CH3O, CH2O and HCO) in the stratosphere, and a non-
family version using exactly the same reactions and rates in the mesosphere above
≈55 km. The Bremen 2-dimensional model has been used in a number of studies to
investigate the impact of energetic particle precipitation on the middle atmosphere
in the past [Sinnhuber et al., 2003b, 2003c; Rohen et al., 2005; Winkler et al., 2008].

16.2.2 The Bremen 3-Dimensional Chemistry and Transport
Model B3dCTM

The Bremen 3-dimensional Chemistry and Transport Model (B3dCTM) is a combi-
nation of the chemistry-transport model CTM-B [Sinnhuber et al., 2003a] with the
chemistry code of the Bremen 2-dimensional model of the stratosphere and meso-
sphere [Sinnhuber et al., 2003b; Winkler et al., 2008]. The B3dCTM is a global
3-dimensional model with a horizontal resolution of 3.75° in longitude and 2.5° in
latitude, which is forced by prescribed temperatures and wind-fields, thus, the ver-
tical range of this model is restricted by the availability of these data. Advection
is calculated by using the second order moments scheme of Prather [1986]. Two
versions of this model have been used in this investigation:

The first version of the model uses isentropic surfaces. The lower model bound-
ary is limited by the use of potential temperature as vertical coordinate. Vertical
transport perpendicular to the isentropes is derived from diabatic heating and cool-
ing rates calculated using the MIDRAD radiation scheme [Shine, 1987]. This will
be called the stratospheric model version in the following. Here results from model
runs driven by European Centre for Medium-Range Weather Forecasts (ECMWF)
(ERA Interim [Simmons et al., 2006; Dee et al., 2011]) reanalysis are used, which
restricts the model upper boundary to 0.1 hPa (55–60 km), with a vertical resolution
of about 1 km in the lower stratosphere, increasing to about 4 km at 60 km altitude.

Additionally, a model version has been developed which runs on isobaric sur-
faces; this enables us to extend the vertical range of the model based on the avail-
ability of meteorological data. At the moment, data from the LIMA general circu-
lation model [Berger, 2008] are used, which is nudged to ECMWF ERA 40 in the
lower stratosphere, and covers the vertical range from the surface to ≈130–140 km.
This will be called the LIMA model version in the following; it currently runs on
30 isobaric surfaces from 247.8 to 0.00016 hPa (approximately 10 to 100 km) with
a vertical resolution of approximately 3 km. The transport is calculated by vertical
and horizontal wind fields as provided by the LIMA model.

Both model versions use the same family chemistry scheme as the 2-dimensional
model in the stratosphere (Sect. 16.2.1); however, a non-family version for the meso-
spheric chemistry has been developed for the LIMA model version. Both model ver-
sions use a parameterization for NOx and HOx production due to positive ion chem-
istry as discussed above; additionally, parameterizations for negative ion chemistry
developed based on results from the UBIC model (Sect. 16.2.3) can be used (see
Sect. 16.4, Fig. 16.5). Results from the same model family based on CTM-B are
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Table 16.1 Positive ions, negative ions, and neutral species implemented in the UBIC model

Cations N+, N+
2 , NO+, NO+

2 , O+(4S), O+(2D), O+(2P), O+
2 , O+

2 (a4), O+
4 , O+

5 , H+, CO+,
CO+

2 , HCO+, H2O+, O+
2 (H2O), H+(H2O)n=1...7, H+(H2O)(OH), H+(H2O)(CO2),

H+(H2O)2(CO2), H+(H2O)(N2), H+(H2O)2(N2), H+(CH3CN),
H+(CH3CN)(H2O)n=1...6, H+(CH3CN)2, H+(CH3CN)2(H2O)n=1...4, H+(CH3CN)3,
H+(CH3CN)3(H2O)n=1,2, NO+(H2O), NO+(H2O)2, NO+(H2O)3, NO+(CO2),
NO+(N2), NO+(H2O)(CO2), NO+(H2O)2(CO2), NO+(H2O)(N2), NO+(H2O)2(N2),
NO+

2 (H2O)n=1,2

Anions e, O−, O−
2 , O−

3 , O−
4 , OH−, NO−

2 , NO−
3 , CO−

3 , CO−
4 , CH−

3 , HCO−
3 , O−(H2O),

O−
2 (H2O)n=1,2, O−

3 (H2O)n=1,2, OH−(H2O)n=1,2, NO−
2 (H2O)n=1,2, NO−

3 (H2O)n=1,2,
CO−

3 (H2O)n=1,2, NO−
3 (HNO3)n=1...4, NO−

3 (HNO3)(H2O), NO−
3 (HNO3)2(H2O),

H2SO−
4 , HSO−

4 (H2SO4)n=1,2, HSO−
4 (H2SO4)(H2O), HSO−

4 (HNO3)n=1,2,
HSO−

4 (HNO3)(H2O), HSO−
4 (HNO3)2(H2O), HSO−

4 (H2SO4)(HNO3),
HSO−

4 (H2SO4)(HNO3)(H2O), Cl−, Cl−2 , Cl−3 , ClO−, ClO−(HCl), ClO−(H2O),
ClO−(CO2), ClO−(HO2), NO−

3 (HCl)

Neutrals N(4S), N(2D), N2, O(3P), O(1D), O2, O3, H, H2, OH, HO2, NO, NO2, NO3, N2O, H2O,
CH4, CH3, CO2, CO, HCO3, HNO3, HNO2, N2O5, H2SO4, CH3CN, Cl, Cl2, ClO,
ClNO2, ClONO2, HCl, HOCl

also shown in Chap. 9. The B3dCTM is also used to investigate diurnal variations
of ozone measured above Ny Ålesund, Spitsbergen, by a ground-based microwave
instrument (see Chap. 8). The B3dCTM LIMA model version as well as the com-
bination with UBIC parameterizations have been developed in the framework of
the priority program CAWSES funded by the German funding agency Deutsche
Forschungsgemeinschaft DFG.

16.2.3 The University of Bremen Ion Chemistry Model UBIC

The University of Bremen Ion Chemistry (UBIC) model [Winkler, 2007; Winkler et
al., 2009] has been developed to study the ion chemistry of the middle atmosphere,
and the interaction with neutral species in detail. In particular, it can be used to
simulate the impact of energetic particle precipitation on middle atmosphere chem-
istry. UBIC is an ion chemistry box model which simulates the time evolution of
138 charged and uncharged species considering more than 600 reactions using the
semi-implicit symmetric integration method [Ramarson, 1989]. Table 16.1 lists all
charged and neutral species considered in UBIC. The model accounts for photo-
ionization of NO by Lyman-α radiation, as well as photo-dissociation and photo-
detachment of electrons. Particle impact ionizations are considered by the means of
external ionization rates, e.g. provided by the AIMOS model [Wissing and Kallen-
rode, 2009], see also Chap. 13.2; additionally, a parameterization for Galactic cos-
mic rays is implemented [Heaps, 1978]. The ionization is distributed on the main
atmospheric constituents N2 and O2 according to their abundance and ionization
cross sections [Rusch et al., 1981; Porter et al., 1976; Zipf et al., 1980]. The model’s
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set of reactions is a combination of the reactions assumed to govern the ion chem-
istry in the stratosphere, mesosphere, and lower thermosphere, taken from Brasseur
and Chatel [1983]; Viggiano et al. [1994]; Kopp [1996]; Rees [1998]; Kazil [2002];
Verronen [2006]. UBIC can either be used on-line with a neutral chemistry model
or it can operate as an equilibrium model to calculate plasma concentrations and
production rates of uncharged species due to ionizations. UBIC is also used to cal-
culate parameterizations of ion chemistry impacts on the neutral atmosphere for the
use in global models (see Sect. 16.4). UBIC has been developed within CAWSES
based on an older model version considering only a simple positive ion scheme to
investigate in detail the impact of ion chemistry on atmospheric composition during
large energetic particle events (see, e.g., Sect. 16.4).

16.3 The Heppa Model Versus MIPAS Data Intercomparison
Study

On October 29, 2003, one of the largest solar proton events recorded so far occurred.
This event was exceptional both for its size, and for the fact that it was covered very
well by global observations from several satellite instruments detecting both the ex-
pected NOx increase [Jackman et al., 2005a; López-Puertas et al., 2005a] and ozone
loss [Jackman et al., 2005a; Rohen et al., 2005]. Additionally, MIPAS/ENVISAT
observed a number of trace species that have not been observed during an SPE be-
fore, e.g., HNO3, N2O5, ClONO2, HOCl, ClO, and others [López-Puertas et al.,
2005b; von Clarmann et al., 2005]. These observations provided a unique natural
experiment to test our understanding of the chemical changes during and after large
atmospheric ionization events.

A model-measurement intercomparison study was set up involving nine models
of different complexity including a 1D/2D model, 3-dimensional global chemistry-
transport models, and 3-dimensional global coupled chemistry-climate models, the
so-called Heppa model versus MIPAS data intercomparison study, or Heppa inter-
comparison, [Funke et al., 2011]. All nine models carried out model experiments for
the time-period of the October/November 2003 SPE using the same set of ionization
rates considering both protons and electrons provided by the AIMOS model (Wiss-
ing and Kallenrode [2009], see also Chap. 13). Model results of temperature, CH4,
CO, NO, NO2, N2O, HNO3, N2O5, HNO4, O3, H2O2, ClO, HOCl, and ClONO2
were provided on the geolocation and local time of MIPAS overpass, and compared
against the MIPAS observations. Both the B2dM and the B3dCTM participated
in the Heppa intercomparison study (see Funke et al. [2011]). B3dCTM provided
hourly model output. As B2dM considers a zonally averaged state, and thus cannot
consider longitudinal inhomogeneity of the polar cap which is a result of the dis-
placement of the geomagnetic pole to the geographic pole, model runs were carried
out for different longitudes with B2dM. 1-dimensional model runs were initialized
from these B2dM model runs at the positions of individual MIPAS measurements,
and model results were thus provided at the local time and geolocation of every
individual MIPAS observation.
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Results from the Heppa intercomparison initiative considering results from all
nine contributing models have been published recently (see Funke et al. [2011]).
Here we will give an overview of the most important results concerning our under-
standing of processes during and after particle precipitation events. Results from the
Heppa initiative are also given in Chap. 15.

In the multi-model average, there is good agreement with observed changes both
for NOy production and ozone loss during the event at most altitudes (see Fig. 15.9
in Chap. 15 for NOy changes). Systematic differences between MIPAS measure-
ments and model results are observed around 1 hPa, where NOy is overestimated
by all models, and above 0.2 hPa, where NOy production is underestimated by all
models compared to the observations; this may be due to systematic features in the
ionization rates. However, there is also a very large variability and spread between
models, and between individual models and the observations. This variability is ap-
parently related to the different dynamics of the participating models, especially to
the vortex strength and stability, which varies greatly from model to model. Results
of the intercomparison of NOy are also discussed in more detail in Chap. 15.

During the October/November 2003 SPE, an increase of HNO3 was observed for
the first time as a response to a large atmospheric ionization event. The increasing
NOx and HOx concentrations after an energetic particle precipitation event can lead
to formation of nitric acid through the gas phase reaction

NO2 + OH + M → HNO3 + M. (16.1)

However, comparison of model results with MIPAS measurements show that the ob-
served HNO3 increase cannot be explained by neutral reactions due to the NOx and
HOx increase alone as shown in Fig. 16.1 exemplarily for B2dM and B3dCTM. Two
additional pathways have been proposed to explain the HNO3 increase due to atmo-
spheric ionization, both including ion chemistry reactions: Conversion of N2O5 to
HNO3 in reactions with positive ion clusters [Boehringer et al., 1983], and HNO3
production through recombination of positive water clusters with negative NO−

3 -
containing ions [Verronen et al., 2008]. Verronen et al. [2008] have investigated
these observations using the SIC ion chemistry model, and found that the HNO3
increase observed during the event can be interpreted qualitatively by recombina-
tion reactions between water cluster ions and NO−

3 -containing ions; however, the
observed increase is overestimated by the model during polar night up to a factor of
2.5 depending on altitude. Similar results as shown in Fig. 16.1 have been obtained
by all models not considering HNO3 formation due to ion chemistry. However, two
models did consider additional HNO3 formation due to ion chemistry: the FinRose
model uses a parameterization of HNO3 production based on the reaction pathway
described in Verronen et al. [2008] and overestimates the HNO3 increase during the
event by more than a factor of 4; and the KASIMA model uses a parameterization
of the water cluster ion chain [Boehringer et al., 1983], see also Chap. 15. KASIMA
also underestimates the HNO3 increase during the event, but has better agreement
for the second HNO3 enhancement in late November than the other models (see
also Funke et al. [2011]). This comparison shows that to understand the observed
changes to HNO3, ion chemistry has to be taken into account. Qualitatively, the ion
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Fig. 16.1 MIPAS HNO3 change averaged over 70–90°N during the October/November 2003 SPE,
compared to modeled HNO3 changes by the B2dM and B3dCTM models using AIMOS ionization
rates considering both protons and electrons, sampled at the geolocations and local times of the
MIPAS observations. Also shown is the 1-sigma significance of the observations, the ratio of the
average values to the standard deviation. Adapted from Funke et al. [2011]

chemistry processes appear to be understood, however, there are still problems to
reproduce them quantitatively within the uncertainty of the observations.

Also observed for the first time during a large solar event were a number of
chlorine species, namely ClO, HOCl, and ClONO2. Both HOCl and ClONO2 were
found to increase during the SPE, while ClO increased at the vortex edge, but de-
creased in the vortex core. The decrease of ClO via the reaction ClO + NO2 is
reproduced by the models qualitatively, but the absolute values are underestimated
by about a factor of 2–4 as shown exemplarily for B2dM and B3dCTM in the left
panel of Fig. 16.2; the increase of ClO at the vortex edge is not reproduced by the
models, hinting at an additional chemical process not considered in the models (see
Funke et al. [2011]). The increases of HOCl and ClONO2 were reproduced quali-
tatively by most models, however, the absolute values especially of ClONO2 were
underestimated by most models (see also right panel of Fig. 16.2). This might be
either due to an underestimation of ClO by the models already before the particle
event (see Funke et al. [2011]), or to additional ion chemistry involving chlorine
which is not included in the models. This latter possibility is investigated in more
detail in the following Sect. 16.4.
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16.4 The Role of Negative Ion Chemistry for Chlorine Activation
During SPEs

The effects of solar particle events on NOx and ozone appear to be qualitatively well
understood. They can be reproduced by atmospheric models considering the produc-
tion of NOx and HOx parameterized as a result of positive ion chemistry. However,
there have been considerable differences between model predictions and measure-
ments concerning other chemical compounds, in particular nitrogen and chlorine
species (see Sect. 16.3). It has been pointed out by Solomon and Crutzen [1981]
that SPEs might influence chlorine chemistry due to the HOx and NOx increase by
transforming hydrogen chloride into reactive chlorine:

HCl + OH → Cl + H2O, (16.2)

followed by the formation of chlorine nitrate at the expense of reactive radicals,
especially at stratospheric altitudes:

ClO + NO2 + M → ClONO2 + M. (16.3)

Model simulations which only account for NOx and HOx production due to posi-
tive ion chemistry fail to reproduce the observed chlorine perturbations (e.g. Funke
et al. [2011], see also Sect. 16.3). Apparently, there are impacts on the neutral chem-
istry in addition to the well-known release of NOx and HOx. Therefore, a detailed
consideration of the ion chemical processes is necessary to understand the chemi-
cal effects of EPPs. Here, we investigate the impact of negative ion chemistry on
chlorine species in the upper stratosphere and lower mesosphere.

Under geomagnetically quiet conditions, negative chlorine species are a signifi-
cant fraction of the total anion density in the mesosphere, see e.g. Chakrabarty and
Ganguly [1989]; Fritzenwallner and Kopp [1998]. Therefore, it can be assumed that
during EPPs reactions of negative ions influence the chlorine chemistry. Hydrogen
chloride reacts with several anions to produce Cl−:

HCl + X− → Cl− + Rest (16.4)

where X− can be {O−
2 ,O−,CO−

3 ,OH−,NO−
2 ,NO−

3 }. The most abundant chlorine
ions in the mesosphere are Cl− and Cl−(H2O), and while reactions of both species
with atomic hydrogen re-release HCl, recombination reactions with cations can lead
to a production of Cl, ClO, ClNO2, and Cl2, depending on the detailed reaction
pathways. In the latter case, the reservoir compound HCl is partly converted to active
chlorine species, similar as in reaction (16.2). Additionally, there is the reaction of
chlorine nitrate with the carbon trioxide ion which is one of the most abundant
anions in the lower mesosphere:

ClONO2 + CO−
3 → ClO + NO−

3 + CO2. (16.5)

This reaction also transforms chlorine from a reservoir to a radical. Note that this
process counteracts reaction (16.3). For further details on the atmospheric ion chem-
istry of chlorine see Kopp [1996]; Kopp and Fritzenwallner [1997].
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Fig. 16.3 Differences of zonally averaged HCl mixing ratios during the solar proton event in July
2000 at two different altitudes for sunrise conditions (differences with respect to the mean HCl
sunrise values of 10–12 July). Shown are HALOE data and simulation results from the atmospheric
model at 66.5° North. The HALOE error bars represent one standard deviation. PARAM indicates
the model with parametrized production rates for HOx and NOx, and UBIC the model with full
ion chemistry. Figure adapted from Winkler et al. [2011]

In order to study the effect of the negative ion chemistry on chlorine species
during an EPP event we have performed model simulations of the major SPE in
July 2000, and compared them to HCl measurement data from the UARS HALOE
instrument [Russel et al., 1993]. The HALOE observations of HCl loss during the
July 2000 SPE are also discussed in Kazeminejad [2009]. The results of the model
study have been published in Winkler et al. [2009, 2011], and a brief summary is
given here. For the purpose of our study, the 2-dimensional model B2dM was used
(see Sect. 16.2.1) in combination with the UBIC ion chemistry model described in
Sect. 16.2.3. Additional to the UBIC simulations, model runs with parameterized
production of NOx and HOx due to the positive ion chemistry during the SPE have
been carried out (assuming 1.25 NOx per ionization with 45 % N(4S) and 55 %
N(2D) according to Porter et al. [1976]; Rusch et al. [1981], and up to two HOx
constituents per ionization in the height region of interest according to Solomon
et al. [1981]). These simulations are called PARAM model runs in the following.
Figure 16.3 shows that the simulations with the UBIC model yield significantly
larger HCl losses than the PARAM model runs, and they agree much better with
the HALOE measurements. At ≈64 km altitude the HCl decrease predicted by the
UBIC model for the main event phase (July 16) is in the order of 500 ppt (for sun-
rise conditions) which agrees with the HALOE observations of HCl decrease within
error bars (actually, on this altitude and day the agreement is better than 4 %). The
PARAM model is unable to reproduce the effect on HCl at that altitude. If all nega-
tive ion chemistry reactions involving chlorine species are switched off (not shown),
the simulation results do not differ significantly from the PARAM results. There-
fore, the differences arise from the negative ion chemistry of the chlorine species.
At lower altitudes, the observed decrease of HCl mixing ratios is smaller and also
the difference between the UBIC and PARAM results gets smaller. This is due to
the fact that in the lower parts of the middle atmosphere the negative ion chemistry
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Fig. 16.4 UBIC modeled �HCl in comparison with other chlorine species during the solar proton
event in July 2000 at 54 km and 64 km at 66.5° North. Figure adapted from Winkler et al. [2009]

is no longer dominated by chlorine species but rather by HCO−
3 , CO−

3 , NO−
3 , and

their hydrates. The short-lived decrease of HCl during the SPE in July 2000 cor-
responds to increasing amounts of other chlorine species. Figure 16.4 shows the
enhanced mixing ratios of Cl, ClO, and HOCl in comparison with the HCl loss; at
these altitudes, all activated chlorine is transferred either to Cl, ClO, or HOCl, and
the partitioning between the active chlorine species, and at 54 km also the amount
of chlorine activated, depend on the solar zenith angle.

Systematic UBIC model runs have been performed to identify the key parameters
on which the impacts on chlorine species depend. These parameters are: Ionization
rate, solar zenith angle, pressure altitude, HCl, Cl + ClO, ClONO2, NOx, and H2O.
From UBIC simulations considering these dependencies, a parameterization of the
impact of the negative ion chemistry on chlorine activation and chlorine partition-
ing has been developed. The resulting lookup-table can be used by global three-
dimensional models of the middle atmosphere to account for the chemical impact
of negative ions on chlorine partitioning without running the time consuming ion
chemistry model. This parameterization has been implemented in the stratospheric
version of B3dCTM (see Sect. 16.2.2) to investigate the impact of negative chlo-
rine chemistry on atmospheric composition during the large solar particle event of
October/November 2003 on a global scale. First results are presented in Fig. 16.5.
Given are the relative difference between model runs with and without ionization
impacts, and the relative difference between model runs considering atmospheric
ionization, with and without parameterization for negative chlorine ion chemistry.
Generally speaking, the additional change of ClO, HOCl and ClONO2 due to nega-
tive chlorine ion chemistry appears to be small compared to the chlorine activation
due to the HOx increase at the latitudes, local times, and altitudes considered here.
The largest changes—an increase of about 160 ppt—are observed for HOCl at al-
titudes above 40 km during the event. A small but significant decrease of ClONO2
is observed during the event at altitudes around 40 km, and ClO also increases by
about 80–100 ppt above 50 km during the event, leading to a maximal release of ac-
tive chlorine of about 260 ppt above 50 km, comparable to the observed loss of HCl
during the large SPE of July 2000 (see Fig. 16.3). This additional chlorine activation
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Fig. 16.5 Impact of the SPE of October/November 2003 on chlorine species and ozone, northern
polar cap mean values (70°N–90°N). Model results from the stratospheric version of B3dCTM
using a parameterization of chlorine activation based on UBIC results. The top and third panel
from the top show differences of the SPE model run considering HOx, NOx, and ClOy (UBIC
parameterization) production and an undisturbed model run. The second panel from the top and
the lowest panel show the differences due to the impacts of the negative chlorine chemistry (UBIC
parameterization compared to the SPE run with HOx and NOx production only)
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leads to additional ozone loss of several percent, with maximal values of up to 6 %
during the event in an altitude range of 50–55 km.

16.5 The Role of Energetic Electron Precipitation

The potential impact of energetic electron precipitation into the atmosphere has been
investigated in two ways: by carrying out model studies with the B3dCTM driven
by AIMOS ionization rates with and without electron ionization, and by analyzing
global observations of NOx on longer time-scales. Results from the first approach
are discussed in Sect. 16.5.1, results from the second approach are discussed in
Sect. 16.5.2.

16.5.1 Impact of Energetic Electrons on the Upper Stratosphere
Based on Model Experiments

Model runs with the B3dCTM stratosphere version were carried out for the period
October/November 2003 considering a ‘base’ situation without atmospheric ioniza-
tion, a model scenario with atmospheric ionization considering protons only, and a
model scenario considering atmospheric ionization by protons as well as electrons.
Atmospheric ionization rates considering protons and electrons were provided by
the AIMOS model (see Chap. 13). The period October/November 2003 was chosen
because it contains a very large solar event on October 29/30, but also very high
levels of geomagnetic activity before and after the solar event. Thus, both the ad-
ditional impact of precipitating electrons during an SPE and the impact of electron
precipitation during geomagnetic storms can be studied. Results from these model
experiments have been published in Wissing et al. [2010], see also Chap. 13.

In Fig. 16.6, results for a day of strong geomagnetic activity before the solar
event are shown relative to the ‘base’ model run. Comparison of the model run with
protons only and the model run with protons and electrons show significant ozone
losses expected based on the AIMOS ionization rates from precipitating electrons
above ≈45 km at high latitudes in both hemispheres, with maximum values of more
than 15 % above 55 km.

In Fig. 16.7, NOx production during and after the large SPE are compared
for model scenarios considering protons only, and considering protons and elec-
trons. Considering electrons leads to larger NOx production both in Southern mid-
latitudes, and in high polar regions in both hemispheres.

In Fig. 16.8, modeled ozone loss at the position of Ny Ålesund are shown consid-
ering protons and electrons, relative to a model run without atmospheric ionization.
Here, results from the LIMA version of B3dCTM are shown, extending the altitude
range to ≈100 km. Fairly significant ozone losses of more than 80 % are observed
during the solar event, and areas of low ozone (losses of more than 10 % compared
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Fig. 16.6 Modeled O3 changes due to atmospheric ionization using B3dCTM (stratospheric ver-
sion) on a day of strong geomagnetic activity, considering protons only (left) and protons + elec-
trons (right). Loss calculated relative to model run without atmospheric ionization. Adapted from
Wissing et al. [2010]

Fig. 16.7 Modeled NOx changes due to the October/November 2003 SPE using B3dCTM (strato-
spheric version), considering protons only (left) and protons + electrons (right). Loss and forma-
tion calculated relative to model run without SPE. NOx formation globally on October 29 at 56 km.
Adapted from Wissing et al. [2010]

Fig. 16.8 Ozone depletion due to atmospheric ionization in October and November 2003 around
the large solar event of October/November 2003 as modeled by the LIMA version of B3dCTM
considering both protons and electrons. Ozone changes relative to an undisturbed model run at a
model box centered near Ny Ålesund
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to the model run without ionization) propagate downward in the course of the fol-
lowing weeks. However, the strong electron event on October 24 already shown in
Fig. 16.6 is also clearly visible. Significant ozone losses of 10–20 % are observed
around October 24 at altitudes between ≈50–80 km, and are transported down to
40 km altitude in the following days.

These model studies show that using ionization rates based on observed elec-
tron and proton fluxes, significant impacts of energetic electron precipitation are
expected at altitudes below 60 km, both during large geomagnetic storms, and dur-
ing and after large solar events. However, until now, no unambiguous observations
have been published to show how realistic these model predictions are.

16.5.2 Impact of Energetic Electrons from Observations

Two data-sets of NOx (NO and NO2) observations from satellite-based instruments
were used to investigate a possible impact of energetic electron precipitation on
the middle atmosphere: HALOE/UARS [Russel et al., 1993] and MIPAS/ENVISAT
[Fischer et al., 2008]. HALOE has been observing NO and NO2 in an altitude
range of 10–130 km from 1991 to the end of 2005 in solar occultation mode; MI-
PAS/ENVISAT was launched in 2002, and is expected to continue measurements
until 2013. MIPAS observes NO and NO2 in nominal limb mode in an altitude range
from ≈13–68 km. In this investigation, only measurements from October 2003 to
March 2004 are used. As a solar occultation instrument, HALOE has a limited spa-
tial resolution, taking 15 sun-rise and 15 sun-set observations in a very limited lati-
tudinal range every day. However, HALOE data still present the longest continuous
data-set of middle-atmosphere NOx. MIPAS has a much better spatial coverage than
HALOE, but the time-series is yet not as long as the HALOE data-set, and also has
been interrupted due to technical problems for nearly a year in 2004.

HALOE/UARS In Fig. 16.9, time-series of HALOE NOx in two different
altitudes—60 and 80 km—are shown both for Northern and Southern high lati-
tudes. Shown are daily averages poleward of 40° for both sun-rise and sun-set mode.
At 60 km altitude, several solar particle events (July 2000 and October/November
2003) are clearly visible as large NOx enhancements; however, no clear response of
NOx to energetic electron precipitation or geomagnetic storms is observed. How-
ever, a strong year-to-year variation of winter-time NOx is observed especially at
80 km, with highest values apparently during the transit from solar maximum to so-
lar minimum (see also Kazeminejad [2009]). To investigate whether this interannual
variation is due to energetic electron precipitation or geomagnetic activity, winter-
time values of NOx (NDJF in the Northern hemisphere, MJJA in the Southern hemi-
sphere) have been compared to the fluxes of energetic electrons both precipitating
into the atmosphere from POES, and within the radiation belts from GOES, as well
as with the Ap index, an indicator of geomagnetic activity, averaged over the same
period of time. Both POES and GOES electrons are in the relativistic energy range
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Fig. 16.9 Time-series of daily averaged sun-rise and sun-set NOx (NO + NO2) as observed by
HALOE/UARS. From top to bottom: 80 km in the Northern hemisphere; 60 km in the Northern
hemisphere; 80 km in the Southern hemisphere; and 60 km in the Southern hemisphere. Figure
adapted from Kazeminejad [2009]

(POES: >300 keV, GOES: >2 MeV) expected to precipitate into the lower meso-
sphere or even stratosphere.

Resulting correlation coefficients for both hemispheres are shown in Fig. 16.10
(see also Kazeminejad [2009]). Years with strong SPEs have been omitted here
(2000 and 2003 in the Northern hemisphere, 2000 and 2005 in the Southern hemi-
sphere). Error bars have been calculated as the result of a bootstrap method calculat-
ing correlation coefficients of 500 random permutations of the data-sets. A very high
correlation is found between both geomagnetic activity and the fluxes of precipitat-
ing electrons (POES >300 keV) in both hemispheres, with values with a statistical
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Fig. 16.10 Correlation coefficients of HALOE NOx during polar winter (NDJF in the NH, MJJA
in the SH) with Ap index (black), precipitating electrons of energies >300 keV as measured by
POES (blue), and radiation belt electrons of >2 MeV as measured by GOES (red) averaged over
the same time-period, for the Southern hemisphere (left) and the Northern hemisphere (right). Er-
ror bars are results from a bootstrap method. Dashed vertical lines mark a correlation coefficient
of zero and 0.63, the latter referring to a significance of 1 % for a statistical ensemble of 14 data–
points. Figure adapted from Kazeminejad [2009]

significance of better than 1 % at altitudes between ≈40–100 km in the Southern
hemisphere, and 70–130 km in the Northern hemisphere. A significant correlation
is also found between radiation belt electrons (GOES >2 MeV) and NOx in the
Southern hemisphere between ≈60–80 km; in the Northern hemisphere, a positive
correlation is found as well, but has a significance considerably lower than 1 %. The
correlation of energetic electrons with NOx extends farther up into the atmosphere
than expected from the energy range of the electrons especially for the POES elec-
trons, probably because these electron fluxes are highly correlated to fluxes of elec-
trons of lower energies, and also to geomagnetic activity. The correlation between
radiation belt electrons and NOx is smaller than shown in Kazeminejad [2009] ap-
parently because years with especially strong solar events have not been omitted
there.

The observed correlation between NOx and geomagnetic activity respectively
electron fluxes implies a significant impact of energetic electron precipitation on
the composition of the middle atmosphere. However, it is not clear which altitudes
are affected directly, as during winter-time, NOx will be transported downward in
the polar vortex very efficiently. To investigate which altitudes are affected directly,
summer-time values should be investigated. The annual variability of the correla-
tion has been investigated further by Sinnhuber et al. [2011] in a project funded
by the University of Bremen, and it was found that the direct impact of energetic
electron precipitation and geomagnetic activity appears to be restricted to altitudes



294 M. Sinnhuber et al.

Fig. 16.11 Top: MIPAS night-time NOx (NO + NO2) at high Northern latitudes (54–78°) from
October 2003 to end of March 2004. Solid lines are the CO 0.25, 1.5, and 5.0 ppm isolines, an in-
dicator for vertical motion within the polar vortex. Results for the Northern hemisphere are similar
to those shown by López-Puertas et al. [2006]. Bottom: MIPAS day-time NOx at high Southern
latitudes (51–75°S). MIPAS data courtesy B. Funke, Istituto de Astrofisica de Andalucia, and G.
Stiller, KIT

above ≈80 km, while the impact of radiation belt electrons appears to be both less
significant and not very robust.

MIPAS/ENVISAT In Fig. 16.11, daily averages of MIPAS NOx in the altitude
range of 20–70 km are shown at high latitudes for both hemispheres from October 1,
2003 to March 31, 2004. This time-period was chosen because geomagnetic activ-
ity was very high throughout the complete time-series, and additionally, one of the
strongest solar events occurred during this time in late October and early November.
Also shown are isolines of CO, which is formed by photolysis of CO2 in the upper
mesosphere and thermosphere; as CO has a strong vertical gradient and is chemi-
cally inert during polar night, it can be used as a tracer of vertical motion in polar
winter in conditions of low solar illumination. The impact of the large solar event
is observed clearly in both hemispheres. In the Southern summer-time hemisphere,
where the NOx lifetimes are short, this impact decreases continuously; in the North-
ern hemisphere, NOx values continue to stay high until December, when the signal
is diluted quickly after a major stratospheric warming. The vortex reforms strongly
after the warming, and a second NOx increase is observed in January and February
in the Northern hemisphere which lasts until the end of the time-series in the upper
stratosphere. This second NOx increase is likely due to transport from the upper
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mesosphere or lower thermosphere as shown by the good correlation with CO iso-
lines (see Fig. 16.11); no evidence for direct production of NOx is observed during
this time in the Northern hemisphere, and the exact source-region of the NOx values
is not clear from these observations. However, it should be pointed out that the NOx
mixing ratios transported down into the stratosphere in January/February 2004 in the
Northern hemisphere are nearly one order of magnitude larger than the amounts of
NOx produced due to the solar event in October/November 2003, which was one of
the largest solar events on record! Some short-lived increases of NOx are observed
in the Southern hemisphere at altitudes above 60 km, most notably before the large
solar event in mid-October 2003 and on November 22. These short-lived increases
may be connected to energetic electron precipitation (e.g., due to the geomagnetic
storms before and after the solar event, as also discussed in 16.5.1). However, it
should be pointed out that the values observed are much smaller than during the so-
lar event, and nearly two orders of magnitude smaller than values transported down
from the upper mesosphere or lower thermosphere in the polar winter.

To summarize, there is an impact of energetic electron precipitation on the mid-
dle atmosphere down to the upper stratosphere. It clearly exceeds the impact of even
very large solar events in some winters. However, it is to date not clear in which alti-
tudes these very large NOx values are produced—either in the upper mesosphere or
lower thermosphere; direct production due to energetic electron precipitation below
≈80 km altitude is small both compared to the direct impact of large solar events,
and compared to the indirect contribution of NOx from the upper mesosphere and
lower thermosphere.
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Chapter 17
Simulation of Particle Precipitation Effects
on the Atmosphere with the MESSy Model
System

Andreas J.G. Baumgaertner, Patrick Jöckel, Alan D. Aylward, and Matthew
J. Harris

Abstract Focusing on particle precipitation into the atmosphere we present whole-
atmosphere model developments as well as scientific results using the Modular
Earth Submodel System (MESSy). Parameterizations for Solar Proton Events as
well as low-energy-electron precipitation are described and the implementation as
MESSy submodels is outlined. Direct and indirect effects found in simulations using
MESSy with the basemodel ECHAM5, a general circulation model, are discussed.
As an additional development, the middle and upper atmosphere model CMAT2
was implemented as a MESSy basemodel and as a submodel for ECHAM5/MESSy
to create a whole atmosphere model. This opens up new perspectives for particle
precipitation modeling and some initial results are shown.

17.1 Introduction

Solar variability manifests itself in several different ways. Variations in ultraviolet
irradiance, which can exceed 50 % at some wavelengths, have been shown to lead

A.J.G. Baumgaertner (�) · P. Jöckel
Max Planck Institute for Chemistry, J.-J.-Becher-Weg. 27, 55020 Mainz, Germany
e-mail: work@andreas-baumgaertner.net

P. Jöckel
e-mail: patrick.joeckel@dlr.de

A.J.G. Baumgaertner
Project Management Agency, Deutsches Zentrum für Luft-und Raumfahrt (DLR), 53227 Bonn,
Germany

P. Jöckel
Institut für Physik der Atmosphäre, Deutsches Zentrum für Luft-und Raumfahrt (DLR),
Oberpfaffenhofen, 82234 Weßling, Germany

A.D. Aylward · M.J. Harris
University College London, Atmospheric Physics Laboratory, London, UK

A.D. Aylward
e-mail: a.aylward@ucl.ac.uk

F.-J. Lübken (ed.), Climate and Weather of the Sun-Earth System (CAWSES),
Springer Atmospheric Sciences,
DOI 10.1007/978-94-007-4348-9_17, © Springer Science+Business Media Dordrecht 2013

301

mailto:work@andreas-baumgaertner.net
mailto:patrick.joeckel@dlr.de
mailto:a.aylward@ucl.ac.uk
http://dx.doi.org/10.1007/978-94-007-4348-9_17


302 A.J.G. Baumgaertner et al.

to stratospheric ozone changes and induce temperature variations over the 11 year
solar cycle [e.g. Austin et al., 2008] as well as other periods. Additionally, solar
flares and coronal mass ejections, as well as solar wind variations can lead to parti-
cle precipitation into the Earth’s atmosphere and can therefore also be important for
Sun-Earth connection studies. The former events lead to vastly increased fluxes of
high-energy particles. Depending on the position of the Earth relative to the ejection,
the particles can reach the Earth’s atmosphere, which is then called a Solar Proton
Event (SPE). An SPE causes ionizations, dissociations, dissociative ionizations, and
excitations in the atmosphere. This results in the production of HOx and NOy in the
middle and upper atmosphere. Such events are interesting natural experiments that
allow us to test and improve our understanding of atmospheric chemistry, our obser-
vational capabilities, and numerical models. The effects of SPEs on the atmosphere
have been measured and modeled extensively for almost four decades [see Jackman
and McPeters, 2004, for a review]. A prominent example which has attracted a lot of
attention was the October/November 2003 Halloween event [Jackman et al., 2005;
Rohen et al., 2005], which is also discussed here.

On longer timescales, NOy production can also result from solar wind variations:
When the solar wind interacts with the Earth’s magnetosphere, the magnetosphere
can experience a loss of charged particles, mainly electrons, through precipitation
into the Earth’s upper and middle atmosphere at high geomagnetic latitudes (Clil-
verd et al., 2006). There, the energetic electron precipitation (EEP) leads to NOx
production by dissociation of nitrogen. It has been found that the amount of NOx
produced corresponds to the level of geomagnetic activity [Randall et al., 2007,
and references therein], ultimately linking it to solar variability. During polar winter
both SPE and geomagnetic activity related NOx enhancements can live long enough
to be transported into the stratosphere and engage in catalytic ozone destruction.
A recent study by Verronen et al. [2011] indicates also a production of hydroxyl in
response to electron precipitation. Note that energetic particle precipitation impacts
on the middle atmosphere are also discussed in Chaps. 8, 15, and 16.

In Sect. 17.2 the employed model system MESSy (Modular Earth Submodel
System) and the newly developed components are introduced. Also, the simulated
direct impact of the SPE and EEP parameterizations on the atmosphere are shown.
We discuss the consequences of the EEP-NOx enhancements and the associated
ozone loss under a climate change scenario in Sect. 17.3.1, and possible effects on
polar surface air temperature variability in Sect. 17.3.2. In Sect. 17.4 the vertical
extension of MESSy using CMAT2 is outlined.

17.2 The Modular Earth Submodel System (MESSy)

The Modular Earth Submodel System (MESSy) “is an open, multi-institutional
project providing a strategy for developing comprehensive Earth System Models
with highly flexible complexity” [from Jöckel et al., 2010]. ECHAM5/MESSy,
where the general circulation model ECHAM5 [Roeckner et al., 2006] serves as
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a basemodel, is a numerical chemistry and climate simulation system that includes
submodels describing tropospheric and middle atmosphere processes and their inter-
action with oceans and land and the influence of human activity [Jöckel et al., 2005,
2006, 2010]. The model has been shown to consistently simulate key atmospheric
tracers such as ozone [Jöckel et al., 2006], water vapor [Lelieveld et al., 2007], and
lower and middle stratospheric NOy [Brühl et al., 2007]. The discussions here are
based on simulations in the T42L90MA-resolution, i.e., with a spherical truncation
of T42 (corresponding to a quadratic Gaussian grid of approx. 2.8° by 2.8° in lati-
tude and longitude) with 90 vertical hybrid pressure levels up to 0.01 hPa. The setups
used here are based on the setup used in the model evaluation studies by Jöckel et
al. [2006 and 2010]. However, the chosen chemistry scheme for the configuration of
the submodel MECCA [Sander et al., 2005, 2011] is simpler, and several additional
submodels are used which are described below (Sects. 17.2.1 and 17.2.2). The mid-
dle and upper atmosphere code CMAT2 [Harris, 2001; Harris et al., 2002; Cnossen
et al., 2009] can serve as a submodel to ECHAM5/MESSy but can also be run as
basemodel (CMAT/MESSy) with a prescribed lower atmosphere. This development
is outlined in Sect. 17.4, however CMAT is not used for the results presented here
but may become an option for such studies in the future.

17.2.1 Solar Proton Events: The SPE Submodel

As introduced above, SPEs lead to an elevated flux of energetic protons into the
Earth’s polar upper and middle atmosphere. There, they mainly lead to the dissoci-
ation of N2 and H2 through ionization and dissociation processes, and subsequent
production of NOx and HOx. The ionization altitude profile is mainly determined by
the type and number of precipitating particles and their energy distributions, which
then also determines the SPE’s significance in terms of associated ozone depletion
through catalytic destruction by the HOx and NOx products.

The MESSy submodel SPE parameterizes the effects of energetic particles by
calculating ionization rates from satellite instrument particle flux measurements. For
the calculation of ionization rates a method based on Vitt and Jakman [1996] was
employed. The proton flux measurements by GOES (Geostationary Operational En-
vironmental Satellite) or IMP (Interplanetary Monitoring Platform) are interpolated
to a logarithmic energy spectrum. The energy deposited in any model layer is cal-
culated directly using the thicknesses of the considered layer and an energy-range
relationship. Since the magnetic field lines guide the charged particles toward the
geomagnetic poles, full ionization was applied poleward of 60° geomagnetic lati-
tude, and linearly increasing ionization between 55° and 60° geomagnetic latitude.
The production of H and OH by ionization was parameterized using an approxima-
tion to data published in Solomon et al. [1981].

The production of N and NO is commonly parameterized using values of
0.55 N(4S) atoms and 0.7 NO molecules per ion pair [e.g., Jackman et al., 2005]
in models that do not incorporate excited state chemistry of atomic nitrogen. In
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Fig. 17.1 Ozone mixing ratio percentage change (left) and N2O (right) mixing ratio change
(nmol/mol) with respect to a simulation without an SPE for the 2003 Halloween event

an attempt to improve the agreement between satellite and model results [espe-
cially concerning N2O, see also Funke et al., 2008] we tested a height dependent
N/NO production efficiency. This appears to be a manifest approach because the
0.55 N/0.7 NO branching ratio has also been derived by “best fit” between mod-
els and observations in the past. The MESSy boxmodel CAABA [Sander et al.,
2011] was used to simulate the SPE at MIPAS [Michelson Interferometer for Pas-
sive Atmospheric Sounding on board the ENVISAT satellite, see e.g. Funke et al.,
2005a] measurement locations for N and NO production per ion pair ranging from
0 to 1.2. Then, the percentage deviations from the MIPAS values of NO2 and N2O
were calculated. From this, the N and NO productions per ion pair minimizing the
total deviation was determined. Generally, there appears to be a strong height de-
pendence, with an almost negligible production of N atoms below 45 km which is
in disagreement with the generally assumed production parameterization of 0.55 N
atoms. Above 55 km the production of NO is also in disagreement with the pre-
viously used value of 0.7. This is mainly due to the fact that MIPAS yields only
small increases of NO2 and N2O at these altitudes, despite the large ionization rates
present there. The production of N and NO per ion pair, as well as the N/NO pro-
duction ratio appear to maximize at approximately the height of the stratopause
(∼0.25 N atoms and ∼1.15 NO molecules), possibly indicating a temperature de-
pendent production mechanism.

We used the values obtained from this procedure in a 3-D ECHAM5/MESSy
simulation of the Halloween event in 2003, which was the fourth largest period of
SPEs in the past 40 years. Changes of ozone (left) and N2O (right) with respect
to a simulation without an SPE for 70–90°N are shown in Fig. 17.1. Short-term
ozone loss above the stratopause around the time of the SPE due to OH, as well as
longer lasting loss of up to 40 % in the stratosphere due to NOx are evident. N2O
enhancements of up to 3.5 nmol/mol are found to last for several weeks.

More details on the parameterization, the implementation in MESSy, and its eval-
uation can be found in Baumgaertner et al. [2010a].
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17.2.2 Low-Energy Electron Precipitation: The SPACENOX
Submodel

While SPEs usually only last for a maximum period of a few days, solar wind fluc-
tuations leading to magnetospheric particle loss (mainly electrons) into the atmo-
sphere can be a source of middle and upper atmospheric NOx enhancements for
several months. Randall et al. [2007], hereafter R07, and others have shown that the
geomagnetic activity index Ap is in general sufficient to describe measured inter-
annual variations of NOx in the southern polar vortex. Therefore, the parameteriza-
tion of energetic electron precipitation (EEP) NOx flux into the model domain from
above discussed here is based on the Ap index. Seasonal variations of NOx down-
ward transport in the polar lower thermosphere are parameterized using a sinusoidal
time dependency. Interannual variations of this transport are not considered, based
on the fact that a good agreement between interannual variations of Ap and strato-
spheric NOx enhancements was found by other authors. Note, however, that for the
Northern Hemisphere, where dynamic variability is much more pronounced than in
the Southern Hemisphere (SH), less evidence exists for a simple relationship be-
tween the Ap index and stratospheric NOx enhancements.

R07 derived estimates of EEP NOx from HALOE measurements for one solar
cycle. For the development of the parameterization the following information are
needed: (1) NOx excess densities derived by fitting to the data of R07, (2) an average
vertical velocity, (3) a loss factor which accounts for transport out of the polar night
region. Instead of making assumptions about the latter two, which would be error-
prone, a trial-and-error approach was chosen in order to get results at 45 km that
match the observations. Therefore, a value for the combination of the latter factors
was established through a series of test simulations. Model excess NOx densities at
45 km were calculated by subtracting densities from a reference simulation with the
SPACENOX submodel turned off. Then, model excess NOx were compared to the
results of R07 (their Fig. 7). The required flux of NOx into the top two model levels
was then determined to be

F = Ap
2.5 · c · 2.20 × 105 cm−2 s−1, (17.1)

where c = 0.23 (0.45) for “average (maximum) excess NOx” (for a definition see
R07). Details about the derivation can be found in Baumgaertner et al. [2009].

Figure 17.2 depicts the simulated mixing ratios of NOx south of 60°S during
2003. Strong enhancements with mixing ratios of more than 300 nmol/mol are evi-
dent in the mesosphere. They are related to the NOx produced by the SPACENOX
submodel due to the large Ap index during most of the southern winter 2003. Also
clearly distinguishable is a sudden enhancement at the end of October. This is related
to the SPE discussed above. It should be noted that measurements of stratospheric
NOx are only available for a limited number of years. The geomagnetic Ap index
in comparison has been measured since 1932. Therefore, the fact that the presented
parameterization only requires the Ap index as an input function, and is not rely-
ing on satellite measurements, is of great advantage for model simulations spanning
several decades.
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Fig. 17.2 Model NOx
mixing ratios (nmol/mol)
averaged over 60°–90°S for
2003. The contour lines
denote the altitude in km

An in-depth description of the submodel and its evaluation can be found in Baum-
gaertner et al. [2009].

17.3 Effects of Particle Precipitation on the Atmosphere

17.3.1 Low-Energy-Electron Precipitation in a Climate Change
Scenario

In the mesosphere, the mean meridional circulation transports air from the summer
to the winter hemisphere driven by gravity wave energy and momentum deposition
as well as radiative heating and cooling. In the polar winter, this circulation can
transport air, including EEP induced NOx enhancements, from the mesosphere into
the stratosphere. In the polar stratosphere, further downward transport is controlled
by the Brewer-Dobson circulation (BDC). The BDC is responsible for the merid-
ional transport of air in the stratosphere: It mainly consists of poleward transport in
the middle and upper stratosphere, with rising air in the tropics and downwelling air
in the polar regions.

As climate change is expected to increase the strength of the Brewer-Dobson cir-
culation [Butchart et al., 2010] including extratropical downwelling, the enhance-
ments of EEP NOx concentrations are expected to be transported to lower altitudes
in extratropical regions, becoming more significant in the ozone budget. There is,
however, no clear evidence for such BDC strengthening from measurements so far
[Engel et al., 2009]. Similarly, changes in the mesospheric residual circulation might
also be subject to changes in a modified climate, but are also still under discussion:
Schmidt et al. [2006] found a weakening using model simulations, but measure-
ments have not yet identified a trend [Baumgaertner et al., 2005].

The SPACENOX parameterization presented above was used to investigate the
effects of a strengthened residual circulation on the transport of EEP NOx. For full
details see Baumgaertner et al. [2010b].

Simulations were performed for present-day and for year-2100 conditions with
repeating boundary conditions, each for 12 model years. The present-day simula-
tions use the climatological sea ice and sea surface temperature (SST) data set with-
out El Niño or La Niña events. The setup is otherwise equivalent to Jöckel et al.
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[2010], with the exception that no nudging has been applied. For the simulations
with year-2100 conditions in a climate change scenario, the IPCC SRES A2 sce-
nario [Nakicenovic et al., 2000] was chosen. This is the most drastic scenario, with
a near doubling of CO2 resulting in a surface temperature increase of approx. 4 K
[IPCC, 2007] with respect to 1990. SST and sea ice coverage data were taken from
an IPCC AR4 simulation including an interactive ocean model, ECHAM5/MPI-OM
[Jungclaus, 2006]. Initial concentrations as well as the prescribed surface concen-
trations of long-lived trace gases were scaled to the expected concentrations of the
trace gases in the year 2100 (SRES A2 scenario). Chlorine and bromine containing
substances as well as ozone precursors were left unchanged compared to the present-
day simulation. While this is unlikely to be realistic, it would be very difficult to
distinguish the effects of e.g. changed halogen loading and circulation changes.

The EEP strength for production of NOx in the mesosphere and lower thermo-
sphere was set to 2003 with repeating monthly Ap values as input. The SH winter
2003 experienced strong enhancements of EEP NOx [Funke et al., 2005b], the May–
July average Ap value of 23.1 exceeds that of all other years since 1958 except for
1991. This “worst case” scenario will make it possible to identify most clearly the
effects focused on here.

Because in the simulation for the year 2100 climate change has affected the mean
state of the atmosphere such that the induced EEP NOx changes are difficult to
distinguish from other changes in the NOx and ozone distributions, four simulations
were carried out. The basic EEP related changes are calculated separately for both
year-2100 conditions and present conditions. Then, the result obtained for present-
day is subtracted from the year-2100 result, yielding only the changes in EEP effects
due to climate change.

In the SH, the circulation changes and associated changes in horizontal mixing
lead to a stronger downward transport of EEP NOx in the polar winter stratosphere,
yielding a surplus of up to 4.7 nmol/mol in the upper stratosphere (not shown).

Figure 17.3 (left) shows the climatological difference of SH winter average (June,
July, August, JJA) ozone mixing ratios between the year-2100 and the present-day
simulation when no EEP effect is considered. A decrease of up to 0.5 µmol/mol is
found in the tropical and subtropical lower stratosphere. These changes are consis-
tent with a strengthening of the BDC. In the upper stratosphere, centered around 40°,
ozone increased by up to 1.6 µmol/mol. This is due to a stronger poleward transport
of ozone from lower latitudes caused by a strengthened BDC, as well as the increase
of greenhouse gas concentrations, which leads to a cooling of the stratosphere [not
shown, see e.g. Jonsson et al., 2004], which in turn slows down the temperature
dependent photochemical ozone loss reactions [e.g. Haigh and Pyle, 1982].

Figure 17.3 (middle) also depicts the winter average ozone change in the year
2100 compared to present-day, but including the EEP effect. In contrast to Fig. 17.3
(left) the enhancement in the upper stratosphere at high southern latitudes is
smaller. Figure 17.3 (right) displays a high-latitude decrease of ozone exceeding
0.4 µmol/mol, approximately reflecting the NOx changes in areas where sunlight
and thus atomic oxygen is present, which allows the catalytic destruction of ozone
to proceed. Overall it can be concluded that in the SH the EEP NOx effect, i.e.
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Fig. 17.3 Effect of climate change on ozone without EEP (left) and with EEP (middle) during SH
winter (JJA average). Right: Change of EEP effect on ozone due to climate change (difference be-
tween left and middle panel). Units are µmol/mol. The shaded area indicates statistical significance
at the 99 % level

a reduction of ozone, in the presented climate change scenario is approximately
compensated by the increase of ozone caused by the climate change induced strato-
spheric cooling.

17.3.2 Geomagnetic Activity Related NOx Enhancements
and Polar Surface Air Temperature Variability

Seppälä et al. [2009] (hereafter S09) recently suggested that in the ECMWF ERA-
40 reanalysis data set wintertime polar surface air temperatures (SAT) have different
patterns during years of high and low geomagnetic activity. ECHAM5/MESSy with
the SPACENOX submodel is used to investigate this effect.

A comprehensive simulation (hereafter denoted as S-TRANSIENT) covering the
period 1960 to 2004 was carried out and an analogous analysis to S09 performed in
that the dataset was separated according to the winter averaged Ap index, used as
proxy for the overall geomagnetic activity level. The analysis is done separately for
the NH and SH. The NH SAT difference �T = High Ap − Low Ap for the winter
season DFJ (December-January-February) is presented in Fig. 17.4 for the reanal-
ysis (left) and the simulation results (middle) revealing some similarities. Both the
reanalysis data and the model show a negative anomaly of about 2 K over the North
Atlantic, and a positive anomaly over the Arctic Sea, especially pronounced east of
Greenland. The strongest warm anomaly is situated over Siberia in the reanalysis
data, the model, however, shows this warm anomaly approximately centered around
Svalbard. It should be noted that a perfect pattern match between the model and the
reanalysis is not expected because the synoptic situation in the model is different to
the situation in the reanalysis at any given time. The model was however driven with
observed sea surface temperatures (SST) and sea ice masks [HadISST1, see Rayner
et al., 2003], which are expected to influence the SAT. In order to eliminate the
possibility of aliasing of SSTs and other influencing factors such as UV variability,
sensitivity simulations using boundary conditions from a single year were carried
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Fig. 17.4 Left: Northern Hemisphere DJF surface temperature difference between years of high
and low geomagnetic activity. Left: from ERA-40 reanalysis data, taken from [Seppälä et al., 2009,
their Fig. 2]. Middle: from a transient simulation. Right: Difference between a simulation with
and without EEP, years with sudden stratospheric warmings excluded. Red/blue colors indicate
positive/negative differences

out. Similar to the previous section, the EEP NOx source was turned on in one sim-
ulation (denoted S-EEP), and turned off in the other (S-noEEP). Each simulation
was performed for nine model years after a joint spin up period. The SAT difference
(years with sudden stratospheric warmings excluded) is shown in Fig. 17.4 (right),
yielding a qualitatively similar result.

Therefore, in the model there appears to be a robust relationship between EEP
NOx and SAT. In order to investigate the underlying mechanism, an analysis of the
difference in ozone distribution between the sensitivity simulations is carried out.
Stratospheric ozone is reduced by up to 1 µmol/mol in the middle and upper strato-
sphere (approximately 20 % in the upper stratosphere, 10 % at 20 hPa) in the po-
lar area (not shown). Since ozone is an important radiatively active gas, in general
stratospheric ozone concentration changes lead to effects in temperatures. During
polar winter, the affected region is mostly dark, so effects caused by the absorption
of solar short-wave radiation are expected to be small. However, ozone is also a ra-
diative coolant, and it absorbs longwave radiation from the surface. Ozone changes
can therefore potentially lead to temperature changes even during the polar night.
Ozone depletion effects on temperature and dynamics have been subject to intensive
research in the past [Langematz et al., 2003, and others], mainly focusing on CFC
induced ozone depletion. In general, such responses have been shown to be depen-
dent on latitude, season, and on the vertical profile of ozone loss. For the analysis
here, a relevant study was conducted by Langematz et al. [2003]. Using sensitiv-
ity simulations with prescribed ozone loss and a control simulation, they found a
heating above the stratopause and cooling below for the NH polar winter (see their
Fig. 8a). Using additional radiative transfer calculations, which show only a warm-
ing throughout the stratosphere (their Fig. 9), they concluded that the decrease in
ozone radiative cooling is responsible for the warming in the simulation with ozone
depletion. The cooling below the stratopause was attributed to a decreased mean
meridional circulation.

The left panel of Fig. 17.5 presents the temperature differences between the two
sensitivity simulations. The figure shows that polar lower stratospheric temperatures
between 200–5 hPa decrease by up to 4 K in the S-EEP simulation, and above 4 hPa
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Fig. 17.5 Left: Climatological DJF change of temperature (K), �T = T S-EEP − T S-noEEP. Right:
NAM index histogram for the altitude region 10 hPa–200 hPa for DJF. Solid black: S-EEP, dashed
black: S-noEEP. The error bars show the standard deviation calculated from the individual years.
The gray lines show the analogous results for only those years where no SSWs occurred

polar temperatures increase in the S-EEP simulation, indicating that the two-fold
response described by Langematz et al. [2003] is likely to be also responsible for
the effects observed in the ECHAM5/MESSy simulations.

Polar stratospheric temperature changes during winter are likely to have an effect
on the polar vortex. A quantity that is often used to describe the strength of the vor-
tex is the Northern Annular Mode (NAM) index [Baldwin and Dunkerton, 2001],
with positive NAM index values indicating a strong polar vortex and negative index
values a weaker vortex. We calculated the NAM index for the model results from
the geopotential heights using the zonal mean EOF (empirical orthogonal function)
method described by Baldwin and Thompson [2009]. Histograms of the NAM in-
dices between 10 hPa and the tropopause for DJF are shown in the right panel of
Fig. 17.5. The solid (dashed) black line is the histogram for the simulation S-EEP
(S-noEEP). While the tails of the distribution are similar, the probability for NAM
indices within the range ±2 is different between the two simulations: positive NAM
indices are more likely in the S-EEP simulation, thus indicating a stronger Arctic
polar vortex in the S-EEP simulation. The error bars show the standard deviations
resulting from the individual years, indicating that the result is robust. It was in-
vestigated if the occurrence of SSWs (Sudden Stratospheric Warmings) in some of
the simulated years (four in S-noEEP and three in S-EEP) impacts these results by
doing the histogram analysis only for the years where no SSWs occurred. The re-
sults are shown as the solid (dashed) gray lines for the S-EEP (S-noEEP) simulation.
Qualitatively the result does not change, highlighting the robustness of the result.

In the troposphere NAM anomalies are related to weather anomalies [Hurrell et
al., 2003] including specific temperature anomalies. The general characteristic of a
positive NAM anomaly is a warmer than average Northern Eurasia, a colder than
average Eastern North Atlantic, and a warmer than average United States (see e.g.
Hurrell et al., 2003, Chap. 1, Fig. 13). This corresponds to the observed tempera-
ture patterns found in the SAT difference between S-EEP and S-noEEP (Fig. 17.4,
left). A colder than average Eastern North Atlantic and a warmer than average
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United States are also found in the simulations when SSWs years are excluded,
see Fig. 17.4, right.

A more comprehensive discussion of this effect including issues concerning
statistics and significance can be found in Baumgaertner et al. [2011].

17.4 Further Developments Towards a Whole Atmosphere
Model

In order to raise the model’s upper boundary into the thermosphere, and to include
the multitude of processes that govern the upper atmosphere, the CMAT2 model
was implemented as a MESSy submodel. CMAT2 [e.g. Harris, 2001; Harris et
al., 2002; Cnossen et al., 2009] is a modular model system describing the coupled
middle atmosphere and thermosphere and is based on the University College Lon-
don time dependent Three-Dimensional Coupled Thermosphere Ionosphere Plas-
masphere (CTIP) model. It includes radiative cooling from NO, O, LTE and non-
LTE CO2 radiative emission, and O3 radiative emission. Thermospheric heating,
photodissociation, and photoionization due to solar X-ray, EUV and UV are con-
sidered. Further respected processes are ion drag, molecular viscosity, exothermic
chemical heating, particle precipitation, and several ionosphere models.

ECHAM5/MESSy with the CMAT submodel is therefore a whole atmosphere
model and is well suited to study solar variability effects that require upper atmo-
spheric coupling to be taken into account from the surface to the thermosphere.
This approach enables us to study the effects of solar variability, including particle
precipitation, on different atmospheric regions that occur either directly or trough
coupling processes. The modularity simplifies cause-and-effect studies by choosing
subsets of processes. As part of MESSy, the extension is available to all future de-
velopment and applications in the framework of Earth System modeling (e.g. the
ongoing coupling with an ocean model). Therefore, the combination of CMAT and
ECHAM5/MESSy is expected to become one of the most comprehensive atmo-
spheric models available.

The basemodel can either be CMAT itself, ECHAM5, CAABA, or simple envi-
ronments for testing. For CMAT this means that it can be run in a similar configu-
ration to the original CMAT2 code—but with all the advantages of MESSy such as
the flexible input/output control.

The chemistry code of the original CMAT2 is not used in MESSy; instead,
the submodel MECCA [Sander et al., 2011] was further enhanced by including
electrons, ions, and reactions important in the upper atmosphere, by considering
exothermic reactions, and by interfacing with the photolysis and radiation module
from CMAT. Also, multiple instances of MECCA can now be operated at the same
time in different domains such that ion chemistry reactions do not need to be con-
sidered in the lower atmosphere, and higher hydrocarbon chemistry does not need
to be computed in the CMAT domain.

When ECHAM5 is used as basemodel, the feedback between the two domains
is controlled by the CMAT sub-submodel VGLUE using the nudging (Newtonian
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Fig. 17.6 July zonal average temperature averaged over 20°S–20°N and schematic of model do-
mains and nudging

relaxation) technique. Any variable that exists on both grids can be nudged using
variable nudging coefficients. Only a specific altitude range (defined either via pres-
sure or special levels such as the stratopause) is nudged, using a given “nudging
profile”. Generally, a variable in the lower atmosphere domain is nudged towards
the upper atmosphere value with a high nudging coefficient at the upper lid, and
smaller coefficient towards lower altitudes. The opposite is true when the upper at-
mosphere variable is nudged towards the lower atmosphere value: A high nudging
coefficient is used at the lower boundary, getting smaller with height.

For the gravity wave parameterizations the whole-atmosphere wind profiles are
considered in order to yield a consistent wave drag throughout the atmosphere. Sev-
eral parameterizations, including the original ECHAM5 Hines gravity wave param-
eterization, are available, but detailed studies are necessary to determine their ad-
vantages and disadvantages.

As an example, a temperature profile from a simulation with the ECHAM5 base-
model and CMAT submodel is shown in Fig. 17.6.

A technical documentation of these developments including an evaluation will
be presented elsewhere.

17.5 Summary

Substantial extensions of the Modular Earth Submodel System (MESSy) make
it possible to study more precisely solar effects on the atmosphere. Solar Pro-
ton Events as well as geomagnetic activity related low-energy-electron precipita-
tion have been parameterized and implemented as submodels. With the embed-
ding of the middle and upper atmosphere model CMAT2 as a MESSy submodel,
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ECHAM5/MESSy can now be used as a whole-atmosphere model. Scientific studies
conducted here show that in a climate change scenario a Brewer-Dobson circulation
strengthening will lead to stronger NOx enhancements in the polar winter middle
atmosphere, but any ozone loss may be approximately compensated by a stronger
poleward transport of ozone from lower latitudes as well as stratospheric cooling
leading to slower photochemical ozone loss reactions. A study of previously pro-
posed surface effects of geomagnetic activity suggests that a possible mechanism
for such an effect could be related to shifts in the Northern Annular Mode. The new
model tools developed within these projects enable one to perform further studies
of this phenomenon.
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Chapter 18
Solar Variability and Trend Effects
in Mesospheric Ice Layers

Franz-Josef Lübken, Uwe Berger, Johannes Kiliani, Gerd Baumgarten,
and Jens Fiedler

Abstract In this paper we summarize results from the SOLEIL project (SOLar
variability and trend Effects in Ice Layers) which was part of the CAWSES pri-
ority program in Germany. We present results from LIMA/ICE which is a global
circulation model concentrating on ice clouds (NLC, noctilucent clouds) in the sum-
mer mesopause region. LIMA/ICE adapts to ECMWF data in the lower atmosphere
which produces significant short term and year-to-year variability. The mean ice
cloud parameters derived from LIMA/ICE generally agree with observations. The
formation, transport, and sublimation of ice particles causes a significant redistribu-
tion of water vapor (‘freeze drying’). Model results are now available for all years
since 1961 for various scenarios, e.g., with and without greenhouse gas increase etc.
Temperatures and water vapor are affected by solar activity. In general it is warmer
during solar maximum, but there is a small height region around the mesopause
where it is colder. This complicates the prediction of solar cycle effects on ice
layers. The magnitude of the solar cycle effect is ∼1–3 K which is similar to the
year-to-year variability. Therefore, only a moderate solar cycle signal is observed
in temperatures and in ice layers. Temperature trends at NLC altitudes are partly
caused by stratospheric trends (‘shrinking effect’). Trends are generally negative,
but are positive in the mesopause region. Again, this complicates a simple prediction
of temperature trends on ice layers and requires a complex model like LIMA/ICE.
Trends in CO2 and stratospheric O3 enhance mesospheric temperature trends but
have comparatively small effects in the ice regime. Comparison of contemporary
and historic observations of NLC altitudes leads to negligible temperature trends at
NLC altitudes (∼83 km). For the time period of satellite measurements (1979–2009)
LIMA/ICE predicts trends in ice cloud brightness and occurrence rates, consistent
with observations. Temperature trends are not uniform in time but are stronger until
the mid 1990s, and weaker thereafter. This change is presumably related to strato-
spheric ozone recovery. The accidental coincidence of lowest temperatures and solar
cycle minimum in the mid 1990s led to large NLC activity. It is important to con-
sider the time period and the height range when studying temperature and ice cloud
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trends. In the mesosphere temperature trends can be as large as −(3–5) K/decade
(in agreement with observations) or rather small, depending on the time period and
height range.

18.1 Introduction

The mesosphere/lower thermosphere (MLT) is very suitable for trend studies since
an increase of greenhouse gases in general affects this region much more strongly
compared to the troposphere. Furthermore, some parameters are very sensitive to
changes in the background atmosphere, for example ice layers. Ice layers form in
the very cold summer mesopause at middle and polar latitudes and are known as
noctilucent clouds (NLC) or PMC (polar mesospheric clouds). Ice layers are impor-
tant for trend studies in the MLT region because they constitute the longest record
of quantitative observations in the middle atmosphere starting in the 1890s [Jesse,
1896]. They are very sensitive to temperatures and to water vapor. As will be shown
in this paper, NLC parameters show significant long term variations, but also some
incredible persistences which provide a stringent constraint for any model on trends
in the MLT region. Whether or not ice layers show trends is disputed in the liter-
ature [von Zahn, 2003; Thomas et al., 2003]. In this paper we consider variations
with solar cycle and on longer time scales (‘trends’). We summarize results from
the SOLEIL project (SOLar variability and trend Effects in Ice Layers) which con-
centrates on simulations of ice layers and compares with observations of NLC and
PMC.

18.2 The LIMA/ICE Model

The LIMA model (Leibniz-Institute Middle Atmosphere model) is a general circula-
tion model of the middle atmosphere which especially aims to represent the thermal
structure around mesopause altitudes [Berger, 2008]. LIMA is a fully non-linear,
global, and three-dimensional Eulerian grid-point model which extends from the
ground to the lower thermosphere (0–150 km) taking into account major processes
of radiation, chemistry, and transport. LIMA applies a triangular horizontal grid
structure with 41804 grid points in every horizontal layer (�x ∼ �y ∼ 110 km) and
adapts to tropospheric and lower stratospheric data from ECMWF.1 This introduces
short term and year-to-year variability which influences, amongst other parameters,
ice formation. LIMA has recently been upgraded to include additional radiation pa-
rameterizations which improve simulations of solar irradiance variations, e.g., dur-
ing the 11-y solar cycle. The old and new versions of LIMA are called LIMA-I and
LIMA-II, respectively. One of the important applications of LIMA is modeling of
NLC formation. To this extent a dust/ice particle module is added to LIMA which

1European Center for Medium-range Weather Forecasts.
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Fig. 18.1 Flow chart of LIMA and LIMA/ICE. See Table 18.1 for more details

is called LIMA/ICE. This module consists of a multiple particle system containing
40 million meteoric dust particles which act as potential condensation nuclei in the
cold summer mesopause region at high latitudes. Several microphysical processes
are present in LIMA/ICE, such as nucleation, growth, sublimation, sedimentation,
and diffusion [see Rapp and Thomas, 2006, for a recent update on microphysics of
ice particles]. The background water vapor interacts with ice particles which is re-
distributed vertically and horizontally (‘freeze drying’). It is important to note that
we initialize LIMA/ICE with a fixed latitude/longitude/height distribution of H2O
at the beginning of each summer season at 20 May (15 November) in the northern
(southern) hemisphere (NH/SH). This fixed water vapor distribution is used as an
initial condition for all years (1961–2010), identical in both hemispheres. When the
ice season starts the water vapor is exposed to photo-dissociation by varying Lyα
radiation, 3-d transport, turbulent diffusion, and redistribution by freeze drying until
the season ends at 20 August (15 February) in the NH (SH). As will be discussed
later, these processes induce solar cycle variations and long-term trends in water
vapor in the upper mesosphere in LIMA/ICE. In Fig. 18.1 a sketch of the interplay
between LIMA and LIMA/ICE is presented.

LIMA and LIMA/ICE were run for different scenarios summarized in Table 18.1.
In order to account for realistic atmospheric conditions LIMA adapts several obser-
vational data sets, such as a) tropospheric and stratospheric temperatures and winds
(ECMWF data) from 0 to 40 km since 1961 (every 6 h; global coverage); b) daily
Lyman-alpha fluxes2; c) monthly carbon dioxide concentrations3 from 0–130 km;
and d) stratospheric ozone which is quantified by monthly, latitudinal, longitudi-
nal, and altitude-dependent profiles available from SBUV/TOMS4 satellite data for
1979–2008.5 The uppermost level of SBUV ozone data corresponds to a pressure
of 0.5 hPa (∼50 km). Above this level LIMA interpolates and fits the SBUV ozone
fields within one scale height to the standard ozone climatology used in LIMA.

2ftp://laspftp.colorado.edu/pub/SEE-DATA/composite-lya.
In this paper we express Lyα radiation in units of 1011 photons/(cm2·s).

3http://www.esrl.noaa.gov/gmd/ccgg/trends.
4Solar Backscatter in the Ultraviolet, Total Ozone Mapping System.
5http://acdb-ext.gsfc.nasa.gov/Data_services/merged/.

ftp://laspftp.colorado.edu/pub/SEE-DATA/composite-lya
http://www.esrl.noaa.gov/gmd/ccgg/trends
http://acdb-ext.gsfc.nasa.gov/Data_services/merged/
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Table 18.1 Runs of LIMA and LIMA/ICE

LIMAa LIMA/ICE

global, 0–150 km, �z = 1.1 km, �x = 110 km,
ECMWF (0–35 km), dynamics, radiation,
chemistry, transport, H2O fixed

37.5°–90°N/S, z = 78–94 km, �z = 0.1 km,
u, v, w, T, H2O from LIMA, 40 million
dust/ice particles, cloud microphysics,
H2O: transport, photolysis, freeze drying

1 ±10 % CO2, ±10 % H2O, ±10 % O3
b Lyα at 2005 solar conditions

2 Lyα at solar min and maxb Lyα at solar min and max

3 1961–2009 dynamics, fixed Lyα , fixed GHG (I) H2O varies with Lyα
4 1961–2009 dynamics, fixed Lyα , fixed GHG ”

5 1961–2010 dynamics, T(Lyα), GHG fixed H2O and temperatures vary with Lyα
6 1961–2009 dynamics, T(Lyα), CO2⇑ ”

7 1979–2009 dynamics, T(Lyα), CO2 and O3⇑ ”

aRun no. 3 was performed with LIMA-I, whereas all other runs were performed with LIMA-II
bRelative to 2005

For the period 1964–1978 we adapt annual total ozone data from ground-based
measurements published in the WMO report 2011. The years 1961–1963 have been
extrapolated from 1964.

Three different simulations have been performed with LIMA to assess the sen-
sitivity of mesospheric temperature trends and their effect on ice layers: a) keep-
ing CO2 and O3 constant from year to year (run no. 5), b) taking into account
long term changes of CO2 in the entire atmosphere and keeping O3 constant from
year to year (run no. 6), and c) same, but taking into account O3 changes up to
approximately 55 km from SBUV in years 1979–2008 and WMO 2011 in years
1961–1978 (run no. 7). We note that all runs except run no. 7 use the same an-
nual standard ozone climatology constant from year to year. This global data set for
January-December is a composite of a modeled ozone climatology provided by the
LIMA chemistry-transport model (mesosphere/thermosphere) and an ozone clima-
tology based on ozonesonde and satellite measurements (stratosphere) by Fortuin
and Kelder [1998]. Furthermore, we note that global long term changes of CO2 and
O3 in the troposphere and lower stratosphere are implicitly taken into account in all
runs by the adaption of ECMWF data.

Certainly the most important background parameter controlling the morphology
of ice layers is temperature. In Fig. 18.2 LIMA temperatures in the northern hemi-
sphere ice domain are shown for run no. 7. Ice particles can grow and exist if the
degree of saturation, S, is larger than unity. S increases exponentially with decreas-
ing temperatures and linearly with enhanced water vapor concentration. For typical
water vapor concentrations of 2–4 ppmv at NLC altitudes S is larger then unity
for temperatures smaller than approximately 148 K. As can be seen from Fig. 18.2
NLC/PMC may exist poleward of ∼50°N. As will be shown later, natural vari-
ability can extend this latitude range more southward. Note that ice particles may
be present but may be too small to be detectable by remote sounding instruments.
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Fig. 18.2 Mean July
temperatures averaged for the
years 1997–2007, namely for
the last solar cycle period
(run no. 7). The black isoline
highlights the approximate
region where ice particles
may exist. White lines
indicate the mesopause
altitude

Fig. 18.3 Left: Trajectories of 100 ice particles (out of 40 million) for a period of 5 days. Right:
Snapshot of the ice cloud in the northern hemisphere on 24 July 2009, 09:12 UT

Therefore, the total altitude/latitude range of super-saturation is difficult to specify
experimentally. The isothermal lines at NLC heights are nearly constant in altitude
from ∼55°N to the pole. This suggests that also the lower edge of ice clouds should
be nearly constant with latitude. Indeed, a review of lidar observations at various
stations confirmed that NLC heights vary only very little with latitude [see Fig. 3
in Lübken et al., 2008]. This nicely supports the background temperature fields in
LIMA and imposes a prominent constraint on any model of the polar MLT. The con-
stant NLC altitude concerns mean layer characteristics. In contrast, NLC altitudes
from LIMA/ICE generally decrease with increasing brightness, again in agreement
with lidar observations at ALOMAR [Baumgarten and Fiedler, 2008].

In Fig. 18.3 the trajectories of 100 (out of 40 million) ice particles from
LIMA/ICE are shown for a period of 5 days. Particles move with the dominant wind
direction which is nearly westward below the mesopause. Ice particles have a typical
lifetime of a few days and only a small fraction of them grows large enough (radius
larger than ∼20 nm) to be visible from the ground or from satellites. In the right
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Fig. 18.4 Temporal evolution of ice particles observed at t = 0 at ALOMAR (69°N). Mean cloud
altitudes (blue), backscatter signal (relative to the maximum signal at t = 0, green), particle radii
(black), and ambient temperatures (red) are shown, averaged over 50 clouds which all show maxi-
mum scatter at ALOMAR. Vertical lines indicate the variability in these 50 clouds

panel of Fig. 18.3 we show the brightness distribution of an NLC from LIMA/ICE
at a certain point in time. More precisely, peak backscatter coefficients βmax in units
of 10−10/(m·sr) at λ = 532 nm are shown.6 This plot demonstrates that the ice cloud
is heterogeneous in time and space and may occasionally extend as far southward
as ∼50°N. This morphology generally agrees with space borne and ground based
measurements [Russell et al., 2009; Lübken et al., 2008].

LIMA/ICE allows to study in detail the development of ice clouds. We selected
50 ice clouds from LIMA which are detectable by our lidar at ALOMAR (69°N)
and studied their genesis (Fig. 18.4). Mean values and variabilities for ice particle
altitudes, radii, and ambient temperatures are shown. They agree in general with
observations [see for example von Cossart et al., 1999; von Savigny et al., 2005].
Furthermore, the sum of the backscatter signal from all 50 ice clouds is shown,
normalized to the maximum value (which is observed at ALOMAR). Ice particles
initially stay in the cold region near the mesopause for an extended time period
and grow very slowly. About a day before observation, particle growth and sedi-
mentation accelerates. The main growth phase occurs within only a few hours prior
to observation. This implies that the ‘local’ background conditions at ALOMAR
determine the main features of the ice clouds as observed by lidars. After leaving
ALOMAR, the ice clouds sediment quickly to warmer regions and sublimate within
a few hours.

We have studied the variability of ice cloud parameters within a summer sea-
son. In Fig. 18.5 the cumulative occurrence frequency distribution as a function
of backscatter coefficients βmax is shown taking into account all ice clouds with
βmax > 4.5 from year 2000 at 69°N (total number of clouds: 21258). This means,
for each β the relative occurrence frequency of clouds being brighter than β is
shown. The distribution shows an exponential decrease with increasing β which

6In this paper all backscatter coefficients β are given in units of 10−10/(m·sr).
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Fig. 18.5 Cumulative
occurrence frequency
distribution of backscatter
coefficients in the summer
season 2000 at 69°N (run
no. 5). The occurrence is
normalized to 1 at the
smallest βmax-value
(βmax = 4.5). All βmax-values
are given in units of
10−10/(m·sr). Fitting an
exponential function
fc(βmax) = A · e−m·βmax gives
A = 1.662 and m = 0.1411
(red line)

Fig. 18.6 Water vapor concentration from LIMA (run no. 5) in ppmv (see color bar) in the sum-
mer season 2009 at ALOMAR (69°N, 15°E). The freeze drying effect caused by ice particle for-
mation, transport, and sublimation reduces the H2O concentration in the upper atmosphere and
leads to an enhancement around 82 km. Sporadic mixing events lead to temporary redistributions.
Note the non-uniform color scale

points to randomly distributed processes forming ice [Thomas, 1995]. The distribu-
tion is in nice agreement with the so called ‘g-distributions’ deduced from satellite
observations of PMC [DeLand et al., 2003]. The similarity between observed and
LIMA/ICE distributions suggests that the mechanisms controlling the variability of
ice clouds are replicated in LIMA. In practical terms this result implies that occur-
rence rates from instruments with different β-thresholds can easily be compared
(within limits).

Water vapor varies in LIMA/ICE due to photo-dissociation by Lyα and due to
redistribution of H2O by ice particle formation, sedimentation, and sublimation
(see Sect. 10.2). This effect is called ‘freeze drying’ and depends on temperatures,
winds etc. As can be seen from Fig. 18.6 water vapor is redistributed, i.e., water
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Fig. 18.7 Tides in NLC and temperatures at ALOMAR (69°N, 16°E). Occurrence rates from the
RMR-Lidar at ALOMAR are shown for βmax > 4 using the entire data set 1997–2010 [blue dots,
update from Fiedler et al., 2011]. Temperature deviations from LIMA are shown for the same
location (run no. 5, red curve) together with occurrence rates from LIMA/ICE (blue squares)

vapor concentration decreases above ∼84–85 km and can be more than doubled
(compared to normal conditions) in the sublimation zone at ∼82 km. Indeed, satel-
lite observations have shown strong indications for such an enhancement of water
vapor at ∼82–84 km [Summers et al., 2001]. Significant freeze drying sets in with
some delay after the first occurrence of ice layers, and terminates when ice forma-
tion disappears (beginning of August in Fig. 18.6). Ice particles can also redistribute
water vapor horizontally, but mainly along latitudes since ice clouds mainly move in
the zonal direction. As can be seen from Fig. 18.6 vertical winds may occasionally
blow water vapor from the sublimation zone back up into the dry region (‘episodic
mixing’) which causes a temporary humidification. The freeze drying effect has po-
tential implications since some photochemical reactions in the MLT region involve
H2O. Furthermore, ice particles can react directly with other substances, for exam-
ple with metal atoms [Plane et al., 2004; Lübken and Höffner, 2004]. Therefore,
ice layers play a more general role for the photochemistry in the MLT region which
should be taken into account in general circulation models.

We have also studied tides in LIMA/ICE and compared our results with observa-
tions at ALOMAR. In Fig. 18.7 we show the diurnal variations of LIMA tempera-
tures at 83 km and ice cloud occurrence frequencies averaged for June and July of
all years from 1997–2010, as in Fiedler et al. [2011]. We also show occurrence fre-
quencies for clouds with βmax > 4 as measured by the RMR lidar. The temperature
deviations from LIMA show a nice anti-correlation with the occurrence frequency
observed at ALOMAR (and modeled by LIMA/ICE) which suggests that tidal tem-
perature variations are the main reason for tides in ice clouds.

LIMA/ICE modeling is now available for all years since 1961, both for the north-
ern (NH) and southern hemisphere (SH). All model runs apply the nudging tech-
nique and the ice particle routine LIMA/ICE introduced above. A collection of lati-
tudinal/longitudinal distributions of ice layers from 1961 to 2009 is presented in the
literature for run no. 3 [Lübken et al., 2009] and run no. 5 [Lübken and Berger,
2011]. In the meantime more runs with varying Lyα and increasing greenhouse
gases have been performed with LIMA-II (see Table 18.1). A total of 20 trillion
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Fig. 18.8 NLC altitudes
versus temperatures at 83 km
(from run no. 6) showing a
very high correlation
(r = 0.96). A straight line fit
ignoring the spurious years
1975/1976 (squares) gives a
slope of 0.212 km/K

single data points are available for each run, namely 40 million particles × 24 hours
× 90 days × 50 years × 3 positions × 2 parameters (radii) × 2 hemispheres
∼20 × 1012.

18.3 Correlations and Sensitivity Studies

We have studied in detail various correlations between ice clouds and background
parameters [see, e.g., Lübken et al., 2009, where run no. 3 was used]. We have
repeated these studies with LIMA-II including solar cycle variations with and with-
out CO2 and O3 trends. The correlation coefficients and slopes vary somewhat for
different runs, but some important results are unchanged. For example, in all runs
we find a very high correlation between NLC altitudes and temperatures at 83 km
(see Fig. 18.8). The correlation coefficient is close to one and is highly signifi-
cant. This result allows to use historical altitude measurements of NLC heights
to constrain temperature trends (see Sect. 18.5). Strong positive correlations are
also found for occurrence rates versus brightness. Weaker positive correlation ex-
ists for occurrence and brightness versus water vapor concentration. More examples
for (anti-)correlations are presented in the literature stated above. We will discuss
the dependence of background and ice cloud parameters on Lyα in more detail in
Sect. 18.4.

We have performed sensitivity studies for NLC altitude, occurrence frequency,
and brightness by varying water vapor (by ±25 %), temperatures (by ±1 K), and so-
lar activity (max, min) relative to a mean state. More details are presented in Lübken
et al. [2009]. Roughly speaking, NLC altitudes vary mostly with temperatures and
are rather insensitive to H2O change. Occurrence rates and brightness vary with all
three parameters (H2O, T, Lyα) and none of the influences is small compared to
the others. This implies that a given variation of occurrence or brightness cannot
unambiguously be related to a change of one of the three background conditions.
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Fig. 18.9 Solar cycle effect on temperatures for run no. 2 as a function of pressure (left panel) and
geometric altitude (right panel). The mean temperature difference (in Kelvin) of solar maximum
minus minimum for July is shown

18.4 Solar Cycle Variations

Solar Cycle Effect on Temperatures and H2O In Fig. 18.9 the effect of Lyα-
radiation on temperatures in July is shown (run no. 2). In pressure coordinates tem-
peratures are generally higher during solar maximum compared to minimum by
approximately 1–3 K in the MLT region. At mesopause altitudes the difference in-
creases with latitude. The temperature increase is mainly due to increased heating
caused by photo-dissociation of molecular oxygen by Lyα . To a smaller extent vari-
able solar activity also alters the strength of solar absorption from the near infrared
to the UV. Heating generally increases with altitude up to the thermosphere. The
maximum heating around 93–95 km in Fig. 18.9 (left panel) is due to very low tem-
peratures and consequently large number densities leading to a local enhancement
of optical thickness. The effect of solar radiation on the thermal structure in the
polar summer MLT region is more structured in geometric altitudes (right panel of
Fig. 18.9). Even negative values occur at ∼90–95 km at high latitudes (i.e., colder
during solar maximum). This is explained by an expansion of the atmosphere below
these altitudes which leads to an increase of geopotential altitudes (inverse to the
effect of increased greenhouse gases discussed later).

We have compared the solar cycle effects on temperatures in LIMA with results
from general circulation and climate models such as HAMMONIA7 and WACCM8

which include fully coupled chemistry [Schmidt et al., 2010; Marsh et al., 2007;
Tsutsui et al., 2009]. In general we find good agreement. We note that LIMA ignores
any feedback of solar irradiance on chemistry. However, fully coupled chemistry-
climate models indicate that e.g. ozone changes due to solar variation are on the
order of few percent only which has only little effect on the thermal structure. At

7HAMburg MOdel of the Neutral and Ionized Atmosphere.
8Whole-Atmosphere Community Climate Model.
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Fig. 18.10 Water vapor
concentration at 83 km in
ppmv (color coded, see
legend) as a function of
temperatures at 83 km and
Lyα for run no. 5. Years 1975
and 1976 are marked for
reasons explained in the text

lower latitudes (44°N) and altitudes (<75 km) solar cycle temperature variations
from LIMA agree with lidar observations [Keckhut et al., 2005].

In summary, stronger solar activity increases MLT temperatures by a few de-
grees in the ice domain and cools the atmosphere just above the mesopause. The
magnitude of this effect is in the same order as natural year-to-year variability. It is
therefore not surprising that the correlation between temperatures at 83 km and Lyα
is poor (r = 0.34) because natural variability counteracts the influence of Lyα .

Solar radiation destroys water vapor by photo-dissociation. Furthermore, H2O
is modified by freeze-drying which in turn is temperature dependent. These effects
are taken into account in LIMA/ICE (note that the initial water vapor is fixed in
LIMA/ICE). More precisely, enhanced photo-dissociation during solar maximum
leads to less water vapor available for ice formation. Furthermore, higher temper-
atures reduce freeze-drying which leaves less water vapor from ice sublimation at
∼83 km. In total, one would expect an anti-correlation between H2O and Lyα for al-
titudes around 83 km. Indeed, there is a tendency for high (low) water vapor concen-
trations to appear at low (high) Lyα values (see Fig. 18.10). However, temperatures
and Lyα only partly control the amount of water vapor at 83 km. Other mechanisms
such as natural variability, non-linear interaction in ice formation (causing freeze
drying), and vertical/horizontal winds are of comparable importance. These effects
destroy a clear anti-correlation of H2O and Lyα . For example, at low Lyα values
(3.5–4) a large range of H2O values can appear (see Fig. 18.10).

Lyα Effects on Ice Layers Since in LIMA/ICE NLC brightness and occurrence
rates are closely correlated with water vapor, a variation of these ice cloud parame-
ters with solar cycle and temperatures looks similar to Fig. 18.10. This means that
we cannot expect a simple anti-correlation between ice cloud parameters and Lyα .
We have studied the effects of water vapor and temperatures (both modified by Lyα)
on ice cloud parameters in more detail. The effect of Lyα on H2O alone causes
some correlation between occurrence rates and Lyα (r = −0.44, run no. 4) which
increases if the Lyα effect on temperatures is added (r = −0.59, run no. 5). Re-
sults are similar for occurrence rates: the H2O effect alone causes some correlation
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Fig. 18.11 NLC occurrence
rates observed at ALOMAR
(69°N) for brightness
thresholds of βmax > 13
(green solid line) and
βmax > 4 (blue line). The Lyα
activity is shown for
comparison (red line, right
axis). Results for LIMA/ICE
run no. 5 are shown for strong
NLC (green dashed line)

(r = −0.33, run no. 4) which increases if solar effects on temperatures are included
(r = −0.51, run no. 5). Including CO2 increase does not significantly modify these
values, as expected (r = −0.55 for brightness, and r = −0.48 for occurrence, re-
spectively). Since NLC altitudes zNLC barely depend on water vapor, the Lyα effect
on H2O has basically no effect on zNLC . Only if the temperature effect is included,
we find some correlation (r = +0.42).

In summary, solar activity only partially influences NLC/PMC brightness and
occurrence rates. This result is confirmed by observations. In Fig. 18.11 we show
lidar measurements of NLC at ALOMAR (69°N). A total of 4224 hours of obser-
vations with 1023 hours of NLC contribute to this plot [see Fiedler et al., 2011,
for a recent update on NLC from ALOMAR]. Occurrence rates are shown for two
different thresholds of NLC brightness: βmax > 13 (‘strong’) and βmax > 4 (‘long
term’). The latter represents the instrumental sensitivity when measurements started
in 1997. Fiedler et al. [2011] studied in detail the potential influence of sampling on
NLC brightness, occurrence rates, and altitudes for various β-thresholds. An impor-
tant conclusion is that the main characteristics of ice clouds at ALOMAR are most
likely not severely hampered by sampling issues. As can be seen from Fig. 18.11
there is a tendency for occurrence rates of strong NLC (βmax > 13) to be lower
during solar maximum, i.e., in the years 2000 to 2003, as expected. However, oc-
currence rates were also very low in 2007 when solar activity was close to its record
minimum. Occurrence rates with long term threshold (βmax > 4) also show no clear
anti-correlation with Lyα . For example, occurrence rates decreased(!) from 2004 to
2007/2008 during the declining phase of solar cycle 23. On the other hand, we ob-
served almost maximum occurrence rates in 2010 when solar activity was still low,
which is in line with expectations based on the simple scenario outlined above. The
comparison between LIMA/ICE and ALOMAR in Fig. 18.11 generally shows nice
agreement with some deviations, in particular in the late 2000s. We have not yet
identified a specific reason for these differences and speculate that perhaps water
vapor abundance was different in these years compared to LIMA/ICE (note that we
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assume the same May profile of H2O in all years varying throughout the season due
to Lyα and transport).

NLC observations at mid latitudes in Kühlungsborn (54°N) show a similar non-
coherent picture: in 2009 we observed record high NLC brightness and occurrence
rates, whereas one year earlier (i.e., still during solar minimum) the activity was very
low. Visible observations of NLC and satellite measurements of PMC also show
little correlations with solar cycle. Kirkwood et al. [2008] analyzed 43 years of NLC
data from ground based observers from the UK and from Denmark. They found
correlation coefficients of typically r = 0.45–0.55 depending on which selection of
NLC was analyzed (strong/faint, part of the season only etc.). We note that most
of the year-to-year variation, namely 70–80 %, cannot(!) be explained by solar flux
variability.

The longest record of PMC observations (28 years) comes from SBUV instru-
ments on various satellites. The data set has been intensively analyzed for trends
and solar cycle variations [see DeLand et al., 2007; Shettle et al., 2009, for some
recent results]. A solar cycle modulation and an increase of PMC albedo and occur-
rence rates was identified. However, the correlation coefficients are on the order of
r = 0.5 only, i.e., again the majority of the variation (75 %) cannot be explained by
solar influence.

As will be shown in Sect. 18.5 the long term temperature trend at NLC altitudes
led to minimum temperatures in the mid 1990s which accidentally coincides with
a period of solar minimum. This combination of low temperatures and low Lyα led
to strong and frequent ice clouds detected in basically all long term records of NLC
and PMC. This accidental coincidence over-emphasizes the solar signal in short
time series of ice cloud observations. For example, an analysis of PMC data from
HALOE from 1993 to 2005 shows comparatively large correlation between solar
cycle and extinction with values up to r ∼ −0.8 [see Fig. 4 in Hervig and Siskind,
2006]. But the first years of this data set is from the mid 1990s where the accidental
coincidence mentioned above creates many and strong PMC. We conclude that too
short time series may lead to misinterpretations of the importance of solar influence
on mesospheric ice layers.

18.5 Trends

Water Vapor Trends Any temperature trend in LIMA induces trends in H2O
in LIMA/ICE due to freeze drying. More precisely the collection of water vapor by
freezing ice particles is more effective for lower temperatures. Therefore, the release
of water vapor around 83 km during sublimation is larger for lower temperatures.
The inverse is true in the region of water vapor collection, namely above the subli-
mation regime. In total, a negative temperature trend causes a negative water vapor
trend at ∼84–92 km, and a positive trend at ∼81–84 km. We note that the freeze
drying efficiency depends on the degree of saturation (i.e. on temperature) which
introduces a NH/SH asymmetry in water vapor trends and subsequently in ice layer
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Fig. 18.12 Temperatures at
83 km (black line) and at
42 km (red line) at 69°N from
run no. 6, i.e., including solar
cycle effects and CO2
increase. Note the different
scales. The blue lines
represent straight line fits.
The Lyα activity is shown for
comparison (green line, right
axis)

trends [see Fig. 10 in Lübken and Berger, 2011]. From observations little is known
about water vapor trends in the polar summer MLT region [von Zahn et al., 2004].
Some comparison of water vapor profiles from LIMA with measurements has been
presented in the literature [Lübken et al., 2009; Hartogh et al., 2010]. In general,
LIMA water vapor profiles agree with observations. In the future we intend to in-
corporate water vapor trends in LIMA/ICE from observations (if available), or from
other models [e.g., Grygalashvyly et al., 2009].

Temperature Trends and Influence of the Stratosphere In Fig. 18.12 we
show seasonal (19 June–29 July) mean temperatures at 83 km for the ALOMAR
station at 69°N from run no. 6, i.e., including solar cycle effects and CO2 in-
crease. Temperatures decrease in the period ∼1961–1997 at a rate of approximately
−0.80 K/decade, and increase thereafter. This implies that temperature trends in the
mesosphere are not uniform in the last 50 years, but may even change sign. It is
therefore important to specify the time period for which a trend is determined. This
behavior is also seen in run 5 (constant CO2 and O3) and run 7 (trends in CO2 and
O3) but with different magnitude. This suggests that a major source for the trend
(and its reversal in the mid 1990s) is located in the stratosphere which is implicitly
taken into account in LIMA in all runs. This speculation is further supported by
comparing temperatures at 83 km with temperatures in the stratosphere (42 km, see
Fig. 18.12). The similarity of both curves indicates that trends in the stratosphere im-
pact mesospheric temperatures and ice layers. We note that ECMWF temperatures
in 1975 and 1976 are considerably higher compared to the general trend which is
due to a bias in satellite temperatures [Gleisner et al., 2005]. These spurious tem-
peratures appear both in the stratosphere and mesosphere, which highlights the cou-
pling between stratosphere and mesosphere. We have shown in detail that shrinking
of the stratosphere is an important mechanism causing mesospheric cooling and
ice layer enhancement [Lübken et al., 2009; Lübken and Berger, 2011]. Our tem-
perature trends in the lower stratosphere at high latitudes agree with other studies
based on radio sonde measurements (see Fig. 1 in Lübken and Berger, 2011, which
is based on Randel et al., 2009). This agreement is perhaps not surprising since
LIMA adapts ECMWF data at these altitudes. Also, model results of mesospheric
temperature trends at mid-latitudes for summer have been recently compared with
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Fig. 18.13 Temperature trends (in K/decade) in the summer mesopause region for July consider-
ing increase of CO2 and O3 (run no. 7). Trends are determined in the period 1979–2009. Left: as a
function of pressure, right: as a function of geometric altitude

lidar observations of temperatures at 44°N, phase height measurements at 51°N, and
temperature trends derived from SSU9 satellite data (channel 47X). In general there
is excellent agreement between trends from LIMA and observations [Berger and
Lübken, 2011]. We realize that little is known about the cause of long term trends
in the stratosphere at polar latitudes in summer. Furthermore, for the mesosphere no
direct multi-decadal measurements of temperatures by satellites are available. Pre-
sumably, greenhouse gas increase and ozone trends play an important role in this
context. The latter is particularly intriguing since the curves in Fig. 18.12 show a
change of trends in the mid 1990s, perhaps related to stratospheric ozone recovery
where a change of trends also occurs in the mid 1990s [Jones et al., 2009]. Our
model results suggest that the differences of mesospheric temperature trends at an
altitude of 83 km in the periods 1961–1997 and 1997–2009 originate from long
term ozone changes in the upper stratosphere. A potential influence of stratospheric
ozone on mesospheric ice layers was recently suggested also for the southern hemi-
sphere [Smith et al., 2010].

Temperature trends were determined from all runs listed in Table 18.1. Here we
discuss results from run 7 only which includes CO2 increase and stratospheric O3
change. In Fig. 18.13 we show temperature trends in K/decade for the time period
1979–2009 as a function of pressure and altitude. This period was chosen because
ozone trends measured by SBUV satellites are available since 1979 [WMO, 2011].
Furthermore, PMC measured by SBUV are also available in this period. As can be
seen from this figure, temperature trends are positive in the summer mesopause
region which is mainly caused by infrared radiative effects of CO2 [see Fig. 3
in Akmaev et al., 2006]. If plotted as a function of geometric altitude, tempera-
ture trends at polar latitudes are positive in a narrow region around the mesopause
only (more precisely from ∼86 to 92 km) with maximum values of approximately

9Stratospheric Sounding Units.
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Fig. 18.14 Similar to Fig. 18.13 but for sub-periods, namely 1979–1997 (left) and 1997–2009
(right panel)

Fig. 18.15 Temperature trends from LIMA at 69°N for 3 scenarios regarding trends in meso-
spheric GHG: CO2 + O3 fixed (run no. 5, black lines), CO2 increase (run no. 6, blue lines), and
CO2 plus O3 change (run no. 7, red lines). Similarly to Fig. 18.14 trends are shown for two dif-
ferent time periods, namely 1979–1997 (solid lines) and 1997–2009 (dashed lines). Temperature
trends are shown as a function of pressure (left) and geometric altitude (right). Note that trends
coincide below 40 km because of adaption to ECMWF

+2–2.5 K/decade. This is in the same order of magnitude as other model studies
[Garcia et al., 2007]. It is important to notice that both negative and positive tem-
perature trends occur in the ice particle regime, depending on altitude.

We noted earlier that temperature trends are not uniform (see Fig. 18.12). In or-
der to highlight this effect further we show in Fig. 18.14 temperature trends from
run 7 for sub-periods, namely 1979–1997 and 1997–2009. This facilitates compari-
son with lidar measurements and SBUV observations of PMC. Trends are largest
around the mesopause in the 1979–1997 period with maximum values of up to
+4–5 K/dec. Thereafter, trends are rather small and distributed more uniformly. It
is tempting to associate this change of trends with the stratospheric ozone recovery.

In Fig. 18.15 we show temperature trends from LIMA at 69°N for 3 scenarios
regarding trends of mesospheric greenhouse gases (see figure legend). Tempera-
ture trends generally increase if GHG increase is included, but the differences are
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Fig. 18.16 NLC altitudes
from LIMA at 69°N for
runs 5 (blue), 6 (red), and
7 (black). For comparison,
mean NLC altitudes from
ALOMAR are shown for
βmax > 1 (dots). A typical
variability throughout the
season of ±1 km is indicated
by dotted lines. The Lyα
activity is shown for
comparison (green line, right
axis)

comparatively small in the ice layer domain. We note that for the 1979–1997 pe-
riod trends are fairly large (up to −(3–5) K/dec) in the mesosphere, and are much
less (and even positive) for the later period. We compared temperature trends from
LIMA with lidar measurements at a mid latitude lidar station, namely Observatoire
Haute Provence (44°N) [see Fig. 10 in Keckhut et al., 2011]. For the time period
analyzed in that paper, namely from 1979–1997, we find similarly large trends and
good agreement in the altitude dependence of the trends.

Ice Layer Trends The altitudes of NLC from LIMA/ICE show only very little
variation over the last 50 years and agree nicely with ALOMAR (Fig. 18.16). This
is basically true for all long term runs, i.e., whether or not solar cycle and CO2/O3
trends are included. We have shown in Fig. 18.8 that there is a very strong corre-
lation between NLC altitudes and temperatures at 83 km. For run no. 6 we arrive
at a slope of 0.212 km/K corresponding to a temperature change of 4.7 K/km. The
observed altitude change from the late 1890s to today is only ∼350–670 m [see
Lübken et al., 2009, and references therein]. Using the altitude/temperature corre-
lation from above, this corresponds to a temperature change of only 1.6–3.2 K in
nearly 120 years. This is an extremely small temperature trend and imposes a strin-
gent constraint on all modeling of trends in the middle atmosphere. We note that
the slopes given in Lübken et al. [2009] were slightly different (0.263 km/K) since
LIMA-I was used for that study. However, this has no influence on the main conclu-
sion outlined above. The cooling trend as inferred from NLC altitudes is somewhat
smaller compared to the trends shown in Fig. 18.13 which suggests that trends were
smaller in the earlier part of the 20th century.

We have determined albedo values from LIMA/ICE applying Mie scattering cal-
culations with conditions very similar to SBUV, i.e. using the same wavelength
(λ = 252 nm) and applying scattering angles which vary for each instrument. Albe-
dos were calculated in three different latitudes bands as given in DeLand et al.
[2007], namely 56–64°N, 64–74°N, and 74–82°N. Seasonal mean values were de-
termined considering only those PMC which have albedos larger than thresholds of
5.5, 6.5, and 7.5 × 10−6/sr for the three latitude bands given above. This is again
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Fig. 18.17 Comparison of LIMA/ICE albedos from run no. 7 with satellite observations from
SBUV. Albedos of polar mesospheric clouds (PMC) from the LIMA model (solid lines) for three
latitude bands: 56–64°N (red), 64–74°N (green), and 74–82°N (blue), similar to the bins chosen
for SBUV observations (symbols) presented by DeLand et al., 2007. The LIMA curves represent
multiple regression fits consisting of straight lines plus a solar cycle function. These fits were de-
termined using LIMA values calculated with similar parameters as in SBUV observations, namely
a wavelength of 252 nm and varying scattering angles, depending on instrument and time of ob-
servation. Zonal and seasonal mean values are determined applying albedo thresholds of 5.5, 6.5,
and 7.5 × 10−6, again similar to constraints imposed by the SBUV instruments

similar to the data analysis applied for SBUV where the sensitivity of detecting PMC
decreases with increasing latitude. Note that we have determined albedos from βmax
assuming that the maximum backscatter at visible wavelengths contributes most to
the backscatter at UV wavelengths. As can be seen from Fig. 18.17 SBUV albedos
and their variation with latitude are nicely reproduced by LIMA.

18.6 Discussion and Conclusion

We present results from the MLT region based on the LIMA model which adapts to
real conditions (ECMWF) in the troposphere/lower stratosphere. A Lagrangian ice
particle model (LIMA/ICE) is included which allows to study the morphology of ice
clouds in the summer mesopause region. In general there is good agreement between
LIMA/ICE and the characteristics of ice clouds observed from the ground (e.g., by
lidars) and from satellites. This concerns, for example, cloud altitude, brightness,
occurrence frequencies, variation with latitude and season, interhemispheric dif-
ference, cumulative frequency distribution etc. The formation, sedimentation, and
sublimation of ice particles causes a horizontal and vertical redistribution of H2O
(‘freeze drying’) which significantly impacts the distribution of H2O and thereby af-
fects photochemistry. We note that this effect should be taken into account in GCM
models. LIMA/ICE results are now available for all years since 1961 and for vari-
ous scenarios: with and without Lyα effect on temperatures, with and without trends
of CO2 and O3, etc. (see Table 18.1). We have not yet considered trends in water
vapor from the lower atmosphere since too little is known about such trends in the
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summer MLT region. We note that H2O trends are observed in LIMA/ICE caused
by temperature-dependent freeze drying.

We have studied interhemispheric differences in detail in Lübken and Berger
[2007, 2011]. Generally speaking, ice layers in the southern hemisphere are weaker
and less frequent compared to the northern hemisphere. Apart from the southern
MLT region being slightly warmer, freeze drying is less effective, which contributes
significantly to the interhemispheric differences of ice layer morphology.

Solar radiation leaves a major impact on H2O (through photo-dissociation) and
on temperatures. In general it is warmer during solar maximum, but there is a small
height region around the mesopause where it is colder during solar maximum. This
complicates the forecast of solar cycle effects on ice layers, since the first stage
of ice particle growth (around the mesopause) is supported during solar maximum
(because it’s colder), whereas the later stage of growth is hampered. Therefore, a
complex model like LIMA/ICE is needed to take these counteracting effects into
account. The magnitude of the solar cycle effect is ∼1–3 K which is on the same
order of magnitude as natural year-to-year variability. Consequently, there is only a
moderate solar cycle signal in temperatures and in ice layers. This is in agreement
with long term observations of ice clouds where only a small fraction of variability
can be accounted for by solar cycle influence.

We have studied long term effects in MLT temperatures and ice layers. Temper-
ature trends at NLC altitudes are partly caused by stratospheric trends (‘shrinking
effect’) without any direct effects of GHG effects in the mesosphere. Trends are gen-
erally negative, as expected, but are very small or even positive in the mesopause
region. Considering the ice particle regime from roughly 80 to 95 km, trends are
negative in the lower part and positive in the upper part. This complicates a pre-
diction of the effect of temperature trends on ice layers. Again, a complex model
like LIMA/ICE is needed. Adding CO2 and O3 trends enhances temperature trends
in the mesosphere but has comparatively small effects in the ice regime. We ap-
ply the strong correlation between ice layer altitudes and temperatures at 83 km to
observations made nearly 120 years ago. This gives negligible temperature trends
at this altitude over this time period. For the time period of satellite measurements
(1979–2009) LIMA/ICE predicts trends in ice cloud brightness and occurrence rates
consistent with satellite observations.

It turns out that temperature trends are not uniform in time but are stronger in the
period from 1961 to the mid 1990s, and weaker (even positive) thereafter. In a re-
cent study Berger and Lübken [2011] showed that in the summer period 1979–1997
at mid-latitudes strong cooling of up to ∼3–4 K/decade occurs in the middle meso-
sphere, in the period 1961–1979 the middle atmosphere cools significantly less, and
for the period 1997–2009 they find a warming of ∼1 K/decade. For the first time,
modeled temperature trends confirm the extraordinarily large temperature trends
observed at mid-latitudes during the period 1979–1997 derived from lidar measure-
ments, satellite data, and phase height measurements. The differences in temperature
trends in the mesosphere originate from the evolution of stratospheric ozone in the
past 50 years, e.g. the observed reversal of both stratospheric and mesospheric tem-
perature trends in the mid 1990s is caused by the recovery of stratospheric ozone
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[see Figs. 2.2 and 4.8 in WMO, 2011]. We note that lowest temperatures acciden-
tally coincided with solar minimum in the mid 1990s which gave strong appearance
of NLC/PMC. This accidental coincidence over-emphasizes the importance of solar
activity on ice layers and implies that too short time series may lead to misinterpre-
tations of the importance of solar influence on mesospheric ice layers.

Our results from the SOLEIL project show that it is important to consider the time
period and the height range when studying temperature and ice clouds trends in the
MLT. For example, temperature trends can be negative or positive in the ice particle
regime, depending on altitude. Temperature trends can be very large (in agreement
with some observations) or small, depending on the time period considered. We
intend to continue our studies on trends in the MLT region including potential water
vapor trends and more observations. We will also investigate potential implications
for the entire atmosphere taking into account various coupling mechanisms.
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Chapter 19
Charged Aerosol Effects on the Scattering
of Radar Waves from the D-Region

Markus Rapp, Irina Strelnikova, Qiang Li, Norbert Engler, and Georg Teiser

Abstract Charged aerosol particles are an important contributor to the D-region
charge balance and affect the scattering of radar waves. Among these particles are
meteoric smoke particles (MSP) which occur at all D-region altitudes and all sea-
sons, and mesospheric ice particles whose occurrence is confined to altitudes of
∼80–90 km at polar latitudes during summer. We argue that it is the modification
of electron diffusion by the heavy charged aerosol particles which is the prime ef-
fect leading to clearly detectable signatures in both incoherent and coherent radar
backscatter. In the case of incoherent scatter, it is shown that the presence of charged
aerosol particles modifies the incoherent scatter spectrum. Corresponding observa-
tions with the EISCAT UHF radar and the Arecibo radar have been used to detect
both MSP and ice particles at D-region altitudes and characterize their radii and
number densities. In the case of coherent scatter, it is argued that the modified dif-
fusion properties of the D-region electrons lead to small scale structures at the radar
Bragg wavelength due to turbulent mixing in combination with a large Schmidt
number. To test this theory, calibrated echo strengths of polar mesosphere summer
echoes have been measured with the EISCAT radars at Tromsø (69°N) and Sval-
bard (78°N) and collocated 53 MHz radars, thus covering frequencies of 53 MHz,
224 MHz, 500 MHz, and 933 MHz. Importantly, the vast majority of these observa-
tions show excellent agreement with the corresponding theoretical predictions thus
providing strong support for this theory. This theory was subsequently applied to the
same data sets in order to derive ice particle radii. Corresponding results are in ex-
cellent agreement with independent data sets from satellite-borne and ground-based
optical observations. Finally, some suggestions for future investigations are given.
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19.1 Introduction

In recent years, the mesospheric (∼50–100 km) science community has undertaken
significant efforts to study two types of mesospheric aerosol particles and related
phenomena. Among these are mesospheric ice particles which form under the ex-
treme thermal conditions of the polar summer mesopause, i.e., at heights between
80–90 km and at latitudes poleward of ∼55° where mean mesopause temperatures
of about 130 K are regularly reached during the summer months [Lübken, 1999].
These ice particles reach typical radii between ∼2–100 nm and can even be visu-
ally observed from the ground as so-called noctilucent clouds (NLC) when Mie-
scattering by particles with radii �30 nm directs photons from the twilight sun into
the field of view of an observer on the post-sun set side of the Earth. Besides these
visual observations, various passive and active optical techniques have been ap-
plied over the past decades and allowed us to collect a wealth of information on the
properties of these clouds [e.g., DeLand et al., 2006; Baumgarten et al., 2008]. In
addition, these ice particles also modify the ambient plasma of the D-region (i.e.,
the lowest part of Earth’s ionosphere at ∼70–90 km altitude) by acquiring a net
charge such that they further lead to strong radar echoes from the HF to the UHF
wavelength range [e.g., Cho and Röttger, 1997; Rapp and Lübken, 2004]. These
radar echoes are today known as polar mesosphere summer echoes or PMSE. Since
both NLC and PMSE are easily observed from the ground they allow us to per-
form precise measurements of physical processes around the mesopause which are
hardly accessible otherwise. Among these processes are the effects of waves from
the planetary scale to a few kilometers [e.g., Merkel et al., 2003; Hoppe and Fritts,
1995] as well as chemical effects initiated for example by the precipitation of high
energetic particles from the Sun [von Savigny et al., 2007]. Most importantly, how-
ever, it was already realized in the late 1980s that the highly non-linear nature of
ice microphysics should amplify minute changes of temperature and water vapor at
these altitudes. Hence, it was proposed that observations of NLC brightness and oc-
currence frequency should be ideally suited for the detection of corresponding long
term changes [Thomas et al., 1989]. Indeed, global satellite observations going back
to 1979 appear to indicate trends in both of these parameters [DeLand et al., 2007;
Shettle et al., 2009], even though some issues regarding this data set (like local time
dependence or the homogeneity of the data set) are still under debate [Stevens et al.,
2010; von Zahn, 2003; Thomas et al., 2003].

The second type of mesospheric aerosol particles is known as meteoric smoke
particles (MSP). MSP are thought to be secondary meteor ablation products [Hunten
et al., 1980]. I.e., it is assumed that a significant part of the ∼10–100 tons/day,
which are deposited in the altitude range between ∼70–110 km by meteor abla-
tion, re-condense into tiny sub-nanometer scale particles. These particles may then
grow to sizes of about 1–10 nm by Brownian coagulation and are being distributed
throughout the entire atmosphere by means of sedimentation and dynamical trans-
port processes [Hunten et al., 1980; Gabrielli et al., 2004; Megner et al., 2008].
MSP are closely related to mesospheric ice clouds since it has long been assumed
that they serve as corresponding ice nuclei [see Fig. 19.1 for illustration and Rapp
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Fig. 19.1 Schematic of the most important processes leading to the formation of meteoric smoke
particles (MSP, left part) and layers of mesospheric ice particles (right part). To the right, altitude
ranges are indicated over which different optical and radar phenomena are observed. See text for
more details

and Thomas, 2006, for a detailed discussion]. Besides their prominent role in meso-
spheric ice microphysics, it is further thought that MSP modify the charge balance
of the D-region [e.g., Rapp, 2009] and subsequently cause so far unexplained radar
echoes from the mid-mesosphere, i.e., so called polar mesosphere winter echoes or
PMWE [La Hoz and Havnes, 2008]. In addition, it has been proposed that MSP are
the form in which meteoric matter ultimately reaches the ground and is today found
in geophysical archives like ice cores [Gabrielli et al., 2004]. Finally, it has recently
been proposed that MSP might also be involved in the formation of a special class of
polar stratospheric clouds (so-called NAT PSC = polar stratospheric clouds consist-
ing of nitric acid trihydrate particles) which play an important role in the formation
of the Antarctic ozone hole [Voigt et al., 2005].

In spite of this large scientific interest, numerous fundamental properties of these
particles and/or related processes are only poorly known. In consequence, high qual-
ity observations of both mesospheric ice particles as well as MSP are needed. This
book chapter reviews the major results of a 6-year project funded by the German
Science foundation in the frame of the CAWSES priority program. The major aim
of this project was to unravel the effect of charged mesospheric aerosol particles on
the scattering of radar waves and in turn utilize such radar observations to charac-
terize the properties of mesospheric aerosol particles. The structure of this report
is as follows: In Sect. 19.2 we review our view of the current theoretical under-
standing of the effect of charged aerosol particles on the scattering of radar waves
where we distinguish between incoherent scatter (Sect. 19.2.1) and coherent scat-
ter (Sect. 19.2.2). Section 19.3 describes the experimental facilities used and the
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Fig. 19.2 Schematic illustrating the diffusion properties of different plasmas: left for the ambipolar
case and right for the case with an additional charged constituent being much heavier than the other
ionic component

data sets considered which is followed by two major parts describing our results
concerning aerosol signatures in incoherent scatter data (Sect. 19.4) and coherent
scatter data (Sect. 19.5). The chapter concludes with a summary of our main results
and an outlook for future work (Sect. 19.6).

19.2 The Effect of Charged Aerosol Particles on the Scattering
of Radar Waves

In general, radar waves are scattered from variations in the corresponding refractive
index which is mainly determined by the electron density for the frequencies and the
mesospheric altitude range considered in this chapter. In this subsection, we start
with a short review of what we consider the prime effect of charged mesospheric
aerosol particles on the free electron gas, i.e., the occurrence of a diffusion mode
of the electrons which is controlled by the properties of the heavy charged aerosol
particles [Hill, 1978; Cho et al., 1992; Rapp and Lübken, 2003].

The general mechanism behind this process is depicted in the schematic shown
in Fig. 19.2. This figure distinguishes two cases. The first (left side) illustrates the
diffusion of a plasma consisting of positive ions and electrons only. In this case the
plasma diffusion is characterized by the so-called ambipolar diffusion coefficient
which is given by twice the diffusion coefficient of the positive ions. However, in
the more complicated case (right side) with a plasma consisting of electrons, posi-
tive ions, and negatively charged aerosol particles (i.e., in our case ice particles or
MSP), the Coulomb interaction between all charged species gives rise to a multi-
polar polarization electric field and hence leads to the occurrence of two distinct
diffusion modes [see Rapp and Lübken, 2003, for details]. These two modes can be
interpreted as being due to the Coulomb interaction of the electrons with the posi-
tive ions (which is hence close to ambipolar diffusion) and the Coulomb interaction
between the electrons and the charged heavy particles. It is for the latter mode that
the corresponding electron diffusion coefficient asymptotically approaches the dif-
fusion coefficient of the heavy aerosol particles. The latter, in turn, can be described
in the frame of a hard sphere collision model and is hence inversely proportional to
the square of the particle radius [Cho et al., 1992; Rapp and Lübken, 2003].
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Fig. 19.3 ISR spectra (Panel a) and corresponding autocorrelation functions (ACF, Panel b) with-
out (black lines) and with the presence of charged MSPs (blue lines for particles with rp = 1 nm,
red for rp = 2 nm) based on the theory by Cho et al. [1998]. This figure is reproduced after Strel-
nikova et al. [2007]

In the following two subsections, we will briefly summarize which effect the
occurrence of these two diffusion modes has on the properties of incoherent and
coherent scatter, respectively.

19.2.1 Incoherent Scatter

We first consider the effect of the above described two diffusion modes on incoher-
ent scatter. Incoherent scatter, also called Thomson scatter, was originally thought to
arise from thermal irregularities in the electron gas [Gordon, 1958]. These are statis-
tically uncorrelated by nature hence justifying the term ‘incoherent’. However, soon
after the availability of incoherent scatter radars (ISR) in the 1950s, it was found that
the observed Doppler spectrum was much narrower than anticipated from pure ther-
mal motions of the electrons but is rather determined by ion motion [Bowles, 1958].
It was then understood that the scatter is only then from free electrons when the
radar wavelength is much smaller than the Debye-length (i.e., the shielding length
of the plasma). Since the latter is in the order of centimeters, and today available in-
coherent scatter radars have wavelengths of tens of centimeters, the scattering is in
fact from different types of plasma waves, i.e., ion acoustic waves, electron plasma
waves, and ion cyclotron waves [see e.g. Bauer, 1973, for more details]. In the D-
region, i.e., at altitudes below about 90 km, these waves are efficiently damped by
the frequent collisions with neutral molecules such that the spectrum is dominated
by highly damped ion acoustic waves. It is the shape of this D-region ion line of the
spectrum which we will consider here in more detail.

Figure 19.3 shows calculations of ISR spectra and corresponding autocorrelation
functions (ACFs) using the fluid theory-approach described in Cho et al. [1998].
This figure illustrates that the presence of charged MSPs leads to the occurrence of
a narrow central line on top of the broad Lorentzian background of the spectrum
which is due to the highly damped ion acoustic waves introduced above [Dougherty
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and Farley, 1963; Tanenbaum, 1968; Mathews, 1978]. The additional narrow line
in the presence of charged MSPs is a consequence of the aforementioned second
diffusion mode in the plasma due to the Coulomb coupling between the electrons
and charged MSPs. Figure 19.3b shows corresponding ACFs which are derived by
taking the (inverse) Fourier transforms of the spectra. In the absence of charged
MSPs the Lorentzian spectrum corresponds to a single exponential decay while the
presence of MSP roughly leads to a superposition of two such exponentials, i.e., one
owing to positive ions and one owing to charged particles [Strelnikova et al., 2007].
It is this shape of the ACF which we will use further down to identify the presence
of charged aerosol particles in ISR spectra and derive parameters like their number
density and radii where possible (see Sect. 19.4).

19.2.2 Coherent Scatter: The TWLS Theory

The other type of radar scattering that we consider here is termed ‘coherent’ scatter
since it arises from refractive index variations (= electron density irregularities, see
above) which are statistically correlated. From the troposphere up to the D-region,
the most prominent and best studied source for such irregularities is neutral air tur-
bulence. In this case, the mixing of electron density over a gradient leads to small
scale fluctuations which may reach the radar Bragg wavelength (= half the radar
wavelength for a monostatic radar, see Tatarskii [1961]) and hence lead to scatter-
ing of the electromagnetic wave. Consequently, such coherent radar measurements
have been used for decades to perform measurements of neutral atmosphere dynam-
ics [Woodman and Guillen, 1974; Hocking, 2011]. Noteworthy, the corresponding
theory is well developed [Tatarskii, 1961; Hocking, 1985] and the volume reflectiv-
ity η (=scattering cross section per observing volume) is given by

η(k) = π

2
k4Φn(k) (19.1)

where k = 4π/λR is the Bragg wavenumber of the radar, λR is the radar wavelength,
and Φn(k) is the power spectral density of the refractive index field n at the Bragg
wavenumber k.

Hence, it is not surprising that PMSE were initially attributed to the same scatter-
ing process [Balsley et al., 1983]. Closer inspection, however, reveals that this would
require unrealistically large turbulent energy dissipation rates such that it was soon
recognized that these echoes could not be attributed to regular turbulent scatter [see
e.g., Rapp and Lübken, 2004, for further quantitative explanation].

This problem is also visualized in Fig. 19.4 which shows theoretical values of
the volume reflectivity for various electron densities, electron density gradients, and
turbulent energy dissipation rates. In this figure the solid curves show the results
for pure turbulent scatter and the gray vertical bar indicates the range of volume
reflectivities observed with radars operating at 50 MHz at the corresponding Bragg
wavelength of 3 m. Evidently, these observed values are never reached in the purely
turbulent case which is because the radar Bragg wavelength already lies in the so-
called viscous subrange of turbulence, i.e., at spatial scales where any irregularity
in the neutral gas is efficiently destroyed by molecular diffusion.
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Fig. 19.4 Left: Calculated volume reflectivities for turbulent backscatter for a turbulent energy
dissipation rate of 0.1 W/kg and electron number densities Ne and electron number density gra-
dients dNe/dz indicated in the insert. Solid, dashed and dashed-dotted lines were calculated for
Sc = 1, 50, and 1000, respectively. The gray vertical bar indicates the range of values observed by
the ALWIN radar (Bragg wavelength of 3 m) in the period 28.06.–05.07.2006. Right: Same as left
panel, but for different values of the turbulent energy dissipation rate ε and fixed electron number
density Ne and electron number density gradient dNe/dz. This figure is reproduced from Rapp et
al. [2008]

The breakthrough in our understanding of this phenomenon was subsequently
achieved by Kelley et al. [1987] who proposed that electrons under PMSE-
conditions are low diffusivity tracers, or—in other words—that the Schmidt number
Sc (=the ratio between the kinematic viscosity of neutral air and the electron diffu-
sion coefficient) is significantly larger than unity. It was already shown by Batchelor
[1959] that such large Schmidt number tracers extend their power spectrum to much
smaller scales than for the Sc = 1-case (which applies to the neutral gas). This is
also depicted in Fig. 19.4 with the dashed and dashed-dotted lines which show
theoretical values of the volume reflectivity for Sc = 50 and Sc = 1000, respec-
tively. In both of these cases the theoretical values of the volume reflectivities reach
the observed values such that this so-called turbulence with large Schmidt number
(TWLS)-theory may indeed explain the observations—provided that Sc is indeed
significantly enhanced beyond 1, i.e., that the electron diffusivity is significantly
reduced. As explained above, this is exactly the effect of the presence of charged
aerosol particles on the electrons. I.e., one of the diffusion modes of the electrons is
close to the aerosol particle diffusion coefficient which in turn is much smaller than
the neutral air diffusion coefficient or kinematic viscosity owing to the large particle
size compared to molecular dimensions [Cho et al., 1992; Rapp and Lübken, 2003].
In the course of the work described in this review article, the TWLS theory has both
been tested and applied to observations to derive microphysical particle parameters.
Corresponding results are presented below in Sect. 19.5.

19.3 Experimental Facilities and Data Sets

Measurements have been conducted with various incoherent and coherent scatter
radars. Among these are the EISCAT VHF and UHF radars located at Tromsø,
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Table 19.1 Radar system parameters

EISCAT VHF EISCAT UHF ESR SSR ALWIN Arecibo

Frequency (MHz) 224 933 500 53.5 53.5 430

Wavelength (m) 1.34 0.32 0.6 2.8 2.8 0.7

Peak power (MW) 1.2 1.2 0.8 0.004 0.036 2.0

3 dB-beam width (°) 1.2 × 1.7 0.5 1.23 5.0 6.0 0.15

Range-resolution (m) 300 300 300 300 300 150

Geogr. coord. (°) 69N, 19E 69N, 19E 78N, 16E 78N, 16E 69N, 16E 18N, 66W

Northern Norway [Baron, 1986; Folkestad et al., 1983], the ALWIN VHF radar at
Andenes, Northern Norway [Latteck et al., 1999], the EISCAT Svalbard radar (ESR)
and the SOUSY Svalbard radar (SSR) at Longyearbyen on Svalbard [Wannberg et
al., 1997; Röttger, 2001], and the Arecibo radar in Puerto Rico [e.g., Janches et
al., 2006]. Some important technical parameters of these radars are summarized in
Table 19.1.

During the project period, several extended dedicated campaigns were conducted
with these radars. In addition, we also analyzed already existing data where appro-
priate. Hence, we will here not provide a complete list with all observations. Instead
we will mention observation periods and further experimental details in the appro-
priate result sections or we will refer to our corresponding original publications.

19.4 Aerosol Signatures in Incoherent Radar Echoes

As described above, the presence of charged aerosol particles is expected to change
the shape of ISR spectra (or ACFs) and should hence allow us to obtain informa-
tion on these particles. In the following two subsections, we will summarize our
corresponding results. To start with, however, we shortly describe a new method to
characterize the shape of ACFs which was originally introduced for the characteri-
zation of auroral backscatter and which we subsequently applied to the incoherent
scatter from the D-region in order to distinguish different scattering regimes [Jackel,
2005; Rapp et al., 2007; Strelnikova and Rapp, 2010].

The key idea behind this method is that D-region spectra owing to coherent,
‘regular’ incoherent (i.e., in the absence of charged aerosol particles), or incoherent
scatter in the presence of charged particles are expected to have very different spec-
tral shapes, i.e., they should possess a Gaussian, a Lorenzian, or a “charged dust”
spectrum (see Fig. 19.3 and the corresponding text for details), respectively. After
conversion to ACFs, these three different spectral types may be identified by means
of one single parameter. This is because the magnitude of all these ACFs can be
approximated as

ACF(τ ) = ACFτ=0 · exp
{−(τ/τe)

n
}

(19.2)
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Fig. 19.5 Left: Different types of spectra: Gaussian (black), Lorentzian (blue), and for the presence
of charged dust particles (red). Right: corresponding ACFs [Strelnikova and Rapp, 2010]

where τ is the time lag at which the ACF is evaluated, τe is a correlation time of
the ACF, and the parameter n describes the shape of the ACF. Lorentzian and Gaus-
sian shapes correspond to n = 1 and n = 2, respectively, whereas n < 1 reflects
the presence of charged dust particles [Rapp et al., 2007]. Examples of these ACFs
are shown in the right panel of Fig. 19.5. We note that this method is applicable to
altitudes between roughly 70–90 km. Below this altitude range, spectra might be ad-
ditionally modified by the presence of negative ions, and above classical incoherent
scatter theory predicts much more complicated features than a simple Lorentzian
since the motion of electrons and ions is no longer collisionally dominated.

19.4.1 Meteoric Smoke Results

The above described method was first applied to observations obtained with the EIS-
CAT UHF radar on January 15th, 2005 in search for the presence of charged MSPs.
The corresponding results have been described in detail in Rapp et al. [2007]. These
authors found altitude regions with n <1 in an altitude range between ∼72 km and
82 km which were indicative of charged MSP. However, at that time the authors
also noted the rather poor signal-to-noise ratio of their ACFs as well as the missing
independent confirmation of the presence of charged MSPs. In more recent EISCAT
observations conducted in parallel to a major sounding rocket campaign in Decem-
ber 2010, however, much better data could be obtained. A corresponding example
is presented in Fig. 19.6 which shows the height-time variation of the observed
electron density (left panel) and a profile of the n-parameter for a selected time win-
dow from 11-12:45 UT on December 14th, 2010 (right panel). This reveals a clear
and unambiguous region with n <1 below about 85 km and hence gives evidence
for the existence of charged MSPs. Importantly, this altitude range with the occur-
rence of charged MSPs is independently confirmed by rocket observations with a
Faraday-cup type particle detector [see Rapp et al., 2010, for more details] which
was launched only 1 day before these particular radar observations.

Hence, the shape of ISR spectra is indeed suitable for the detection of charged
MSPs. In an additional effort, further observations were also conducted with the
Arecibo radar in Puerto Rico. This radar is generally deemed the most sensitive
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Fig. 19.6 Left: Height-time-intensity plot of echo power observed with the EISCAT VHF radar on
December 14th, 2010. Right: Altitude profile of the spectral parameter n for the time and altitude
range marked in red in the left panel

Fig. 19.7 Observed spectrum (panel a) and corresponding ACF (panel b) at an altitude of 88.2 km.
Green lines indicate the best fit to the data for a single Lorentzian. Red lines show the sum of two
Lorentzians (dark and light blue lines). This figure is reproduced from Strelnikova et al. [2007]

existing ISR and should hence be ideally suited for the detection of such subtle
signals. Figure 19.7 shows a sample spectrum and corresponding ACF as observed
on September 10, 2006 (see Strelnikova et al. [2007] for details regarding these
observations). Indeed both the spectra as well as the ACF clearly revealed the fea-
tures anticipated as the signatures of charged MSPs in the ISR spectrum. Owing
to the excellent signal to noise ratio of these observations, Strelnikova et al. [2007]
did not only use them to establish the presence of charged MSPs but also to infer
quantitative parameters, i.e., their particle radius and charge number density. This
result was obtained by fitting the observed ACF with two exponentials (see dark
and light blue lines in Fig. 19.7, respectively) which was shown to be a reasonably
good approximation to the full ISR theory described in Cho et al. [1998]. Corre-
sponding altitude profiles of MSP radii and charge number densities are presented
in Fig. 19.8. Radii are in the range between 0.8–1 nm which agrees well with predic-
tions by microphysical models [Hunten et al., 1980]. Number densities (assuming
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Fig. 19.8 Altitude profiles of retrieved radii (left panel) and number densities (right panel) of
charged meteoric smoke particles. The blue lines are 3-point running means of the original data.
This figure is reproduced from Strelnikova et al. [2007]

singly positively charged particles—see Rapp [2009] for a discussion of the MSP
charge state) are in the range between 10–1000 cm−3 which is also in reasonable
agreement with model predictions.

19.4.2 Mesospheric Ice Results

As a next step, it was further investigated whether similar features in the ISR spec-
trum could also be detected for the case of charged mesospheric ice particles. In
this case, however, it must be noted that much more care in the selection of suit-
able data is needed since the subtle ISR-signatures that we are interested in here are
likely masked by coherent contributions to the radar signal, i.e., PMSE. Hence, a
case was selected for which the presence of PMSE observed with the VHF radar
provided proof for the presence of charged ice particles. At the same time, however,
the ISR signal which was simultaneously detected with the EISCAT UHF radar was
required to show no signature of PMSE but instead revealed the narrow spectral fea-
ture illustrated in Fig. 19.3 above. We note that a combination of such observations
corresponds to a situation where the coherent PMSE scatter is much larger than the
incoherent scatter background at the frequency of the VHF radar but well below this
background at the frequency of the UHF radar [see also Fig. 1 and the corresponding
discussion in Strelnikova and Rapp, 2010, for more details]. The spectra and ACFs
for such a case are presented in Fig. 19.9. This reveals all the characteristics antici-
pated for such a case: The VHF spectrum and ACF clearly show a Gaussian shape
indicative of coherent scatter, i.e., PMSE. Unlike that, the UHF spectrum clearly
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Fig. 19.9 The example of ACF (left) and spectra (rights) measured by VHF (upper panel) and
UHF (lower panel). The measurements were done on 11 August 2007 at 08:00 UT and 83.7 km
altitude. Reproduced from Strelnikova and Rapp [2010]

shows a narrow central component indicative of the presence of charged ice parti-
cles contributing to the ISR spectrum [Strelnikova and Rapp, 2010]. As discussed
in detail in this paper, these measurements reveal the presence of charged ice parti-
cles with radii in excess of about 5 nm and underline the suitability of such spectral
investigations for the detection and characterization of charged mesospheric aerosol
particles.

19.5 Aerosol Signatures in Coherent Radar Echoes

We next turn to the case of coherent radar scatter due to the presence of charged
aerosol particles. In the next subsections we will first summarize the most important
results of a case study involving calibrated PMSE observations at three frequencies
and then turn to simultaneous calibrated PMSE observations at the frequency pairs
of 53 MHz and 500 MHz as well as 224 MHz and 933 MHz, respectively. These
observations are used to first test the TWLS theory which is subsequently applied
to the data to infer microphysical properties of the aerosol particles involved.

19.5.1 A Case Study: PMSE-Observations at 3 Frequencies

We start with a case study using the ALWIN radar in Andenes, Northern Norway
and the EISCAT VHF and UHF radars in Tromsø, Northern Norway, which is lo-
cated approximately 130 km to the North-East. The left panel of Fig. 19.10 shows
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Fig. 19.10 Panel a: Volume reflectivities measured with the ALWIN radar (black lines), and the
EISCAT VHF and UHF radars (blue and red lines) on July 5th, 2006. EISCAT measurements
were obtained at 12:45 UT. ALWIN data are shown as mean plus/minus one standard deviation of
the signal measured in the period from 13:15–13:45 UT. Panel b: Comparison of measured (red
symbols) and calculated volume reflectivities for Schmidt numbers of 500, 2500, and 5000 (blue,
black, and green lines), respectively. The corresponding thin lines indicate the uncertainty in the
theoretical expression for the volume reflectivity owing to uncertainties in the Richardson number
and the turbulent Prandtl number. The black horizontal line indicates the volume reflectivity due
to incoherent scatter for comparison. Both panels are reproduced from Rapp et al. [2008]

altitude profiles of the volume reflectivities observed on July 5th, 2006, with these
three radars. Note that the observations with the EISCAT radars are for 12:45 UT
whereas the ALWIN data are for 13:15–13:45 UT. These different times were cho-
sen because of the spatial separation of the two radar sites and taking into account
the horizontal wind (taken from independent observations) which was assumed to
passively advect the PMSE structures from one site to the other. A more detailed dis-
cussion of this issue can be found in Rapp et al. [2008]. For the summary of results
presented here, we just add that we attempted to take the inherent uncertainty due
to the spatial separation of the measurements into account by considering a rather
large time window for the ALWIN observation which we subsequently character-
ized by the corresponding mean reflectivity and its standard deviation. Having this
caveat in mind, Fig. 19.10 reveals a tremendous frequency dependence of the PMSE
volume reflectivity with values in excess of ∼10−12 m−1 at 53 MHz, ∼10−14 m−1

at 224 MHz, and ∼10−17 m−1 at 933 MHz.
In order to compare these observations to predictions from the TWLS theory,

Rapp et al. [2008] derived a closed expression for the volume reflectivity as a func-
tion of turbulence-, electron density- and aerosol particle properties. According to
their work, the volume reflectivity η may be expressed as

η = 8π3 · fα · q ·Ri

P rt
·
√
εν

N2
· M̃e

2 · r2
e · 1

k3
· exp

(
−2η2

K

Sc
· k2

)
(19.3)

where ε is the turbulent energy dissipation rate, ν is the kinematic viscosity, N is the

buoyancy frequency, k = 4π/λ is the Bragg wavenumber of the radar, ηK = (ν3/ε)
1
4

is the Kolmogorov microscale, re is the classical electron radius, and Sc = ν/De is
the Schmidt number introduced above. M̃e is the reduced potential refractive index
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gradient, i.e., M̃e = NeN2

g
− dNe

dz
− Ne

Hn
which depends on the electron number density

Ne, the buoyancy frequency, and the density scale height Hn. Finally, fα , q , Ri and
Prt are all ‘constants’ (i.e., they are constant for a given event) derived from either
theory or by comparison with observations (see Appendix A in Rapp et al. [2008]
for more details).

Importantly, except for the Schmidt number, all critical parameters like the elec-
tron density and its gradient and the turbulent energy dissipation rate can be di-
rectly derived from the ISR-observations. Hence, only one free parameter remains
which may be derived from adjusting the theoretical spectrum to match the observa-
tions. Such comparisons are presented in the right panel of Fig. 19.10. This reveals
that the absolute level of the volume reflectivities is surprisingly well described by
the theoretical expression. Furthermore, it also reveals that a Schmidt number of
about 2500–5000 is required to match theory and observations at all frequencies.
Based on the physical model of the Schmidt number introduced above, it can be
shown that this corresponds to particle radii in the range between 20–30 nm. This
lies in the range of particle radii which may reasonably be expected to occur at
such altitudes based on both modeling and independent observations [e.g., Rapp
and Thomas, 2006; Baumgarten et al., 2008].

It hence appears that this case study is indeed consistent with the TWLS theory
and that the comparison of theory and calibrated observations at a minimum of
two frequencies allows us to derive particle radii. However, in order to arrive at
more robust statements a much better statistics of such observations—and even more
important—a confirmation of derived aerosol radii by an independent method are
needed. This will be presented in the next subsections.

19.5.2 PMSE-Properties at High Frequencies: Statistical Results

In order to test the TWLS theory more rigorously and see whether multi-frequency
PMSE observations are indeed a suitable tool for the derivation of ice particle pa-
rameters, two major data sets were investigated: One is from observations conducted
in June 2006 with the ESR and SSR (see also Table 19.1) which are both located at
Longyearbyen on Svalbard [see Li et al., 2010, for more details]. The other data set
is from observations with the EISCAT VHF and UHF radars in Tromsø which were
conducted in the years 2004 and 2005 [see Li and Rapp, 2011, for more details].

To start with, occurrence rates of PMSE at all four frequencies were derived and
are presented in Fig. 19.11. This reveals that PMSE at 500 and 933 MHz occur
much less frequently (16 % and 5 %) than PMSE at 53 MHz and 224 MHz (95 %
and 85 %), respectively. In all cases, PMSE at the higher frequency occurred in
the presence of PMSE at the lower frequency. In absolute numbers this amounts to
about 300 min (380 min) of simultaneous PMSE observations with the SSR/ESR
(EISCAT-VHF/UHF radars).

At this point we need to note, however, also a general problem with the com-
parison of occurrence rates. Inherently, these values also depend on radar system
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Fig. 19.11 Left: Comparison of PMSE occurrence rates at 500 MHz (blue) and 53.5 MHz (red and
green) respectively derived from the ESR and SSR observations in June 2006. The red histogram
shows the PMSE occurrence rate during 9–13 UT, i.e., during the period when the ESR was run
whereas the green histogram is for all SSR observations. Reproduced from Li et al. [2010]. Right:
Comparison of PMSE occurrence rate at 930 MHz (in blue) and 224 MHz (in red), respectively,
derived from the EISCAT UHF and VHF observations in July 2004 and 2005. Reproduced from Li
and Rapp [2011]. Total occurrence rates (TOR) are indicated in the insert

Fig. 19.12 Histograms of volume reflectivities observed with the SSR and ESR (left panel) and
the EISCAR VHF and UHF radars (right panel), respectively. This figure is modified after Li et al.
[2010] and Li and Rapp [2011]

parameters which are in fact very different for the different radars used in this study
(see Table 19.1). Hence, beyond the qualitative measure of occurrence rates, we
also considered corresponding statistical distributions of the volume reflectivities.
A comparison of these distributions is presented in Fig. 19.12. This reveals values
in the range 2.5 × 10−19−1 × 10−17 m−1 for the ESR, 5 × 10−16−6 × 10−12 m−1

for the SSR, 2 × 10−19−7 × 10−18 m−1 for the EISCAT UHF radar, and finally
1.4 × 10−18−1.6 × 10−14 m−1 for the EISCAT VHF radar, respectively. This in-
dicates that PMSE not only have an impressively strong frequency dependence but
also that the dynamical range of volume reflectivities at all considered frequencies
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Fig. 19.13 Histograms of
reflectivity ratios from
simultaneous observations
with the ESR/SSR (upper
panel) and the EISCAT
VHF/UHF radars (lower
panel), respectively. The red
vertical lines indicate the
lower threshold from
Eq. (19.4). This figure is
modified after Li et al. [2010]
and Li and Rapp [2011],
respectively

is very large. This in turn implies that a meaningful comparison of PMSE observa-
tions at different frequencies must be conducted simultaneously and in a common
volume.

Next, we return to the question whether these volume reflectivities are consistent
with expectations from the above described TWLS theory. For this purpose, his-
tograms of reflectivity ratios from such simultaneous and common volume observa-
tions with the SSR/ESR and EISCAT VHF/UHF were determined and are presented
in Fig. 19.13. In these figures we have also marked a lower theoretical threshold for
these ratios as expected from Eq. (19.3), i.e.,

η(1)

η(2)
≥ k3

2

k3
1

= f 3
2

f 3
1

(19.4)

where η(i) is the volume reflectivity at frequency i, and ki and fi are the cor-
responding wave numbers and frequencies, respectively. Applying this criterion
to our observations, the TWLS theory requires that η(SSR)/η(ESR) ≥ 816 and
η(VHF)/η(UHF) ≥ 72. Indeed, Fig. 19.13 reveals that these criteria are met by
94 % of the SSR/ESR-data and even 99 % of the VHF/UHF-data. The few cases vi-
olating these criteria can likely be explained by slightly different observing volumes
of the corresponding radars [see Li et al., 2010; Li and Rapp, 2011, for detailed
discussions].

We note that we further checked whether the simultaneously observed PMSE also
complied with the additional requirement that corresponding spectral widths were
identical after conversion to Doppler-velocities. This should be the case because
based on the TWLS theory one would expect that the spectral widths are a measure
of turbulent velocity fluctuations in the medium which should be independent of
the radar frequency [e.g., Hocking, 1985]. Indeed, Li et al. [2010] and Strelnikova
and Rapp [2011] were able to show that this criterion is fulfilled for both data sets
after spectral broadening effects like wave and beam broadening (stated in order of
importance) were taken into account.
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In all, our studies strongly support the view that TWLS theory can explain PMSE
at all considered frequencies. In the next subsection, this theory will hence be ap-
plied to the same data sets to derive aerosol parameters.

19.5.3 Microphysical Parameters from Observations at Two
Frequencies

The method to derive ice particle radii from PMSE observations at two frequencies
was first described in Li et al. [2010] and is briefly reviewed here: Using Eq. (19.3),
the following expression for the Schmidt number may be derived from taking the
ratio of volume reflectivities η(1)/η(2) where η(i) again denotes the volume reflec-
tivity at frequency i:

Sc = 2η2
K(k

2
2 − k2

1)

ln( η(1)
η(2) · k3

1
k3

2
)

. (19.5)

Note that this equation only depends on known quantities or quantities which may
be easily derived, i.e., the measured volume reflectivities, the radar Bragg wave
numbers, and the Kolmogorov-microscale ηK . ηK can be calculated using the tur-
bulent energy dissipation rate estimated from spectral width measurements [Hock-
ing, 1985] and an estimate of the kinematic viscosity using Sutherland’s formula
and densities and temperatures from the MSIS-climatology [Picone et al., 2002].
Taking further into account that the Schmidt number can be expressed in terms of
the properties of the charged ice particles, corresponding ice particle radii can be
derived from the following relation

rA =
√

Sc

6.5
(19.6)

where the radius rA is in nm [Lübken et al., 1998]. We note that this simple relation
was derived under the assumption that the electron diffusion coefficient equals the
aerosol particle diffusion coefficient. A more rigorous analysis presented in Rapp
and Lübken [2003] shows that the electron diffusion coefficient is given by the
‘slow’ diffusion mode introduced above which depends on both the aerosol particle
radius and the so-called Havnes-parameter Λ = |ZA|NA/Ne, i.e., the ratio between
the charge number density of the aerosol particles |ZA|NA and the electron density
Ne. Since |ZA|NA is usually not known (except for the case of rocket observations)
we nevertheless have used Eq. (19.6) to derive radii. The corresponding error of the
particle radius can be quantified by comparison of Schmidt numbers derived from
the full theory described in Rapp and Lübken [2003] with those from the simple re-
lation in Eq. (19.6). This reveals that for typical values of Λ ≤0.5 [Blix et al., 2003]
the relative error in Sc is at most 20 % implying a relative error in the particle radius
of less than 10 % from this error source alone.

In a next step, Fig. 19.14 shows contours of particle radii as a function of vol-
ume reflectivity ratios at two frequencies and the turbulent energy dissipation rate ε.
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Fig. 19.14 Particle radii derived from Eqs. (19.5) and (19.6) as a function of volume reflectivity
ratios for various frequencies and turbulent energy dissipation rates. The red contours indicate
errors (in percent) due to uncertainties in the reflectivity ratios and turbulent energy dissipation
rates

This reveals that different frequency combinations are sensitive to different ranges
of particle radii. I.e., for the case of the two data sets presented here (namely 53 and
500 MHz as well as 224 and 933 MHz, see panels a and b) radii between 10 nm and
100 nm can be derived reliably. For even larger particle sizes, the contours converge
and separation between two different values is not longer possible. Going back to
Eq. (19.3) we see that this is the case when η is asymptotically described by a k−3-
dependence which happens in the case of large Schmidt numbers. Fig. 19.14 further
shows that the determination of particle radii smaller than ∼10 nm requires other
frequency combinations like the combination of 53 MHz and 224 MHz (panel c)
with which radii in the range of ∼5–40 nm should be accessible. With the combi-
nation of 32.5 MHz (frequently used for meteor radars) and 53 MHz even much
smaller particle sizes, i.e., 1–10 nm, can be reached. Figure 19.14 further shows that
typical errors due to uncertainties in the determination of the reflectivity ratios and
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Fig. 19.15 Distribution of ice particle radii derived from radar (in dark blue) and optical observa-
tions from the SOFIE instrument on the AIM satellite (in red) and from the ALOMAR RMR lidar
(in light blue) for altitudes below (lower panel) and above 85 km (upper panel). The left panels are
for the SSR/ESR radar combination and are reproduced from Li et al. [2010]. The right panels are
for the EISCAT VHF/UHF radar combinations

the turbulent energy dissipation rate are less than 30 % except for the region where
the contour lines converge [see Li et al., 2010, for a more in-depth discussion of
errors].

Next we present histograms of particle radii derived from our observations with
the SSR/ESR and the EISCAT VHF/UHF radars in Fig. 19.15. For both cases we
have divided the data set in a population of ‘low’ altitude values and ‘high’ altitude
values where the border between these two populations was chosen based on the
specific altitude distribution of corresponding data [see Li et al., 2010; Li and Rapp,
2011, for more details]. In both cases, particle sizes at the lower altitudes are larger
than at the upper altitudes as expected from microphysical modeling and indepen-
dent observations. More importantly, we have also compared our radar-based par-
ticle size estimates to independent optical observations from the SOFIE instrument
on the AIM satellite and the ALOMAR RMR lidar [Hervig et al., 2009; Baum-
garten et al., 2008]. Figure 19.15 reveals that these different statistical distributions
agree amazingly well given the very different underlying techniques. Even more to
that, we have further compared the mean altitude profiles of particle radii from both
SOFIE and the two radar combinations as shown in Fig. 19.16. Again, an excellent
agreement between these different data sets is found.

Finally, we stress that this new technique to derive ice particle radii cannot only
be used to derive mean values of ice particle radii, but that it can also be applied
to single cases and that even the time development of particle radii can be studied.
One corresponding example is presented in Fig. 19.17 which shows ice particle radii
with a time resolution of 1 min in the altitude range where both the EISCAT VHF
and UHF radars observed PMSE. Data like this enable us to study the short term
variation of mesospheric ice microphysics for example in relation to gravity waves.
This will be a subject for more in-depth studies in the future.
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Fig. 19.16 Mean altitude
profiles of particle radii
derived from observations
with two different radar
combinations and the
SOFIE-instrument on AIM.
Grey shading, thin lines, and
error bars mark the standard
deviations of the
corresponding means

Fig. 19.17 Lower panel: The
colored pixels show ice
particle radii derived from
simultaneous PMSE
observations with the
EISCAT VHF and UHF
radars. The black contour line
indicates the altitude range in
which the EISCAT VHF
radar observed PMSE. Upper
panels: Mean ice particle
radius-profiles for 5 min of
observations each

19.6 Summary and Outlook

In the current manuscript we have reviewed the major results of a project dealing
with the investigation of the effect of charged particles on the scattering of radar
waves from the D-region. Based on the assumption that the main effect of charged
aerosol particles on the ambient plasma is the generation of a ‘slow’ diffusion mode,
consequences for both incoherent as well as coherent scattering were discussed and
corresponding measurements were analyzed. The major results of this study may be
listed as follows:

1. Based on the theoretical work of Cho et al. [1998] it was argued that the presence
of charged MSPs or ice particles should lead to an additional narrow line in the
ISR spectrum such that the shape of such spectra should be a suitable measure
of the presence of such particles. Indeed, such features could be identified for
both MSPs [Rapp et al., 2007] and ice particles [Strelnikova and Rapp, 2010] in
measurements with the EISCAT UHF radar. In addition, measurements with the
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Arecibo radar were conducted which yielded an improved signal to noise ratio as
compared to the EISCAT observations and allowed us to derive both MSP radii
and number densities from these observations [Strelnikova et al., 2007]. This
method has since been further applied to additional Arecibo measurements hence
yielding insight into the seasonal variation of MSPs at that particular location
[Fentzke et al., 2009].

2. Applying the methods for the characterization of spectral shapes of incoher-
ent scatter data from the D-region to so-called polar mesosphere winter echoes
(PMWE) with the EISCAT VHF radar it was found that the spectra revealed a
clear Gaussian shape [Lübken et al., 2007] and were hence not just enhanced
incoherent scatter (i.e., enhanced ion acoustic waves) as proposed previously.
Whether or not this also implies the involvement of charged aerosol particles in
the generation of these echoes will be subject to future investigations.

3. For the case of coherent scatter, the TWLS theory was tested versus calibrated
observations of simultaneous and common volume observations of PMSE at
multiple frequencies. For this purpose, a case study on PMSE observations with
the EISCAT VHF and UHF radars and the ALWIN radar were analyzed as well
as 300 min of simultaneous PMSE observations with the SSR and ESR on Sval-
bard, and 380 min of simultaneous PMSE observations with the EISCAT VHF
and UHF radars [Rapp et al., 2008; Li et al., 2010; Li and Rapp, 2011]. In ad-
dition, the same data sets were also used to test the theoretical prediction that
spectral widths should be independent of radar frequency after conversion to
Doppler velocities [Rapp et al., 2008; Li et al., 2010; Strelnikova and Rapp,
2011]. Importantly, all these tests revealed excellent agreement between theory
and observations hence providing support for the applied theoretical concept.

4. Subsequently, the TWLS theory was applied to the same multi-frequency data
sets to infer ice particle radii from the radar measurements. Acquired ice particle
radii were in excellent agreement with independent values from optical observa-
tions with the SOFIE instrument on the AIM satellite and the ALOMAR RMR
lidar [Li et al., 2010, and this study]. On the one hand, this demonstrates the fea-
sibility of the quantification of mesospheric ice parameters with radars and hence
paves the way for future studies on the short term variation of mesospheric ice
microphysics driven, for example, by gravity waves. On the other hand, this ex-
cellent agreement provides further very strong support for the overall correctness
of the applied theory.

In summary, it hence appears that a solid understanding of the effect of charged
aerosols on the scattering of radar waves from the D-region has been achieved. For
the future, the most obvious point for the continuation of related research should be
in our view the utilization of corresponding measurements for the characterization
of the background atmosphere, e.g. for the study of waves and turbulence on all
accessible spatial scales, as well as related dynamical processes. Nevertheless, the
investigation of some still unexplored fundamental processes (like the generation
mechanism of the aforementioned PMWE) should continue and will likely give us
new and unexpected surprises and challenging research tasks for the future.
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Chapter 20
Impact of Short-Term Solar Variability
on the Polar Summer Mesopause
and Noctilucent Clouds

Christian von Savigny, Charles Robert, Nabiz Rahpoe, Holger Winkler,
Erich Becker, Heinrich Bovensmann, John P. Burrows, and Matthew
T. DeLand

Abstract The Earth’s middle atmosphere is affected by short-term solar variabil-
ity in a variety of ways. This chapter focuses on the investigation of two different
short-term solar effects on the polar summer mesopause region and on noctilucent
clouds (NLCs). First, the effect of solar proton events (SPEs) on the thermal condi-
tions near the polar summer mesopause and consequently on NLCs is discussed. An
analysis of the SBUV(/2) time series to identify examples of NLC depletion due to
SPEs shows that NLCs are probably frequently affected during strong SPEs. As part
of this study a physical mechanism explaining a dynamically induced warming at
the polar summer mesopause during and after SPEs is investigated using model sim-
ulations with the Kühlungsborn Mechanistic General Circulation Model (KMCM).
A second aspect related to the effect of SPEs on NLCs is on the SPE-induced ion-
chemical conversion of H2O to HOx , leading to a possible sublimation of NLCs.
However, this effect was found to be of minor importance compared to the dynami-
cally induced temperature effect. Second, we discuss the recently discovered 27-day
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solar cycle signature in NLCs, which was identified in SCIAMACHY as well as
SBUV satellite observations of NLCs using cross correlation analysis and the super-
posed epoch method. NLC occurrence rate and albedo anomalies are anti-correlated
with Lyman-α anomalies with a time-lag of 1 day at most. The sensitivities of the
NLC albedo anomalies to Lyman-α forcing in terms of the 27-day and the 11-year
solar cycle were found to agree within their uncertainties. This finding suggests that
the same underlying physical mechanism drives the 27-day as well as the 11-year
solar cycle signature in NLCs. The exact mechanism is still unknown, however.

20.1 Introduction

Noctilucent clouds (NLCs) or Polar mesospheric clouds (PMCs) are optically thin
H2O ice clouds occurring at mid and polar latitudes in the summer hemisphere
around summer solstice. With an altitude of about 83 km they are the highest clouds
in the terrestrial atmosphere.

Despite the fact that NLCs were first reported well over one hundred years ago
[e.g. Leslie, 1885], they are still a major focus of upper atmosphere research. This
is partly because NLCs are discussed as being early indicators of global change,
as their growth and existence depends sensitively on the mesopause temperature
field and on the ambient amount of H2O. It has been argued that enhanced CO2
concentrations—caused by burning of fossil fuels—will lead to increased radia-
tive cooling in the middle atmosphere, where CO2 is the major radiative cooling
agent [e.g. Roble and Dickinson, 1989]. Interestingly, the change in radiative cool-
ing due to increasing CO2 abundances assumes a minimum at the polar summer
mesopause—due to the low temperatures—and may even by negative [Akmaev et
al., 2006]. Recent model simulations with the LIMA (Leibniz-Institute Middle At-
mosphere) model [Lübken et al., 2009] show a temperature trend of −0.8 K/decade
at 83 km and a latitude of 69°N between 1961 and the mid 1990s, when considering
the northern summer period from June 6 to July 21 only.

Furthermore, anthropogenically elevated levels of atmospheric CH4 may lead
to an enhanced H2O abundance in the middle atmosphere [Thomas et al., 1989].
Both processes—increased radiative cooling and increasing H2O abundances—may
lead to more favorable conditions for the formation and existence of NLC parti-
cles. Long-term satellite observations with the nadir viewing SBUV(/2) instruments
indeed show a long-term increase in the NLC albedo in the UV-C spectral range
[DeLand et al., 2003]—apart from a pronounced 11-year solar cycle variation. The
LIMA model simulations by Lübken et al. [2009] are able to reproduce the long-
term trend in NLC occurrence rate present in the SBUV NLC time series.

Many processes affecting the formation and existence of NLCs and their long-
term variation are still not well understood. This chapter deals with the investigation
of the effects of short-term solar variability on the polar summer mesopause region
and on NLCs in particular. Two different aspects are discussed in detail. First, the
effect of solar proton events (SPEs) on NLCs and on the thermal and dynamical
structure of the upper atmosphere in general. Second, the effect of the 27-day solar
rotational cycle on NLCs and temperatures in the middle atmosphere.
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20.2 Brief Description of NLC Data Sets

20.2.1 NLC Observations with SCIAMACHY on Envisat

SCIAMACHY, the Scanning Imaging Absorption spectroMeter for Atmospheric
CHartography [Bovensmann et al., 1999] onboard Envisat was launched on
March 1, 2002 into a polar sun-synchronous orbit with a descending node at 10:00
local time. SCIAMACHY essentially is an 8-channel grating spectrograph perform-
ing nadir, solar/lunar occultation as well as limb-scatter observations in the 220–
2380 nm spectral range. NLCs are detected in SCIAMACHY limb radiance profiles
in the UV spectral range, where they produce anomalous enhancements in limb
radiance near 83 km tangent height. SCIAMACHY limb observations were exten-
sively used in recent years to study for example variability in NLCs and to retrieve
NLC particle sizes [e.g. von Savigny et al., 2007a, 2009; Robert et al., 2009, 2010].

20.2.2 NLC Observations with the SBUV Instrument Series

SBUV, the Solar Backscatter UltraViolet instrument was first deployed on the
Nimbus-7 satellite in 1978, measuring backscattered atmospheric radiance and so-
lar irradiance at 12 discrete wavelengths between 252 nm and 340 nm. Improved
versions of the instrument (SBUV/2) were since flown on a series of NOAA satel-
lites, providing a continuous data set since 1978. Although the main purpose of
the SBUV(/2) observations is the retrieval of stratospheric ozone profiles and total
ozone columns, the observations can also be used to identify NLCs when exploiting
the small contribution of scattering by NLC particles to the total UV backscatter
signal, as first demonstrated by Thomas et al. [1991]. More information on the algo-
rithm employed to produce the SBUV NLC data set used in this study can be found
in DeLand et al. [2003].

20.3 Effect of Solar Proton Events on NLCs

Energetic solar particles, particularly protons, electrons and α-particles are ejected
by the sun during coronal mass ejections (CMEs). This particle stream may be di-
rected towards Earth. The energetic and charged particles are then guided by the
Earth’s magnetic field lines and they can enter the terrestrial atmosphere in the polar
cap regions at magnetic latitudes exceeding about 60° in both hemispheres. De-
pending on their energy, highly energetic protons can penetrate down to different
altitudes in the atmosphere. Protons with energies of a few MeV will deposit most
of their energy in the upper mesosphere, energies of 30 MeV are sufficient to reach
the stratopause and energies of several hundred MeV are required to reach the lower
stratosphere. The protons lead to ionization of the atmospheric constituents and the
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Fig. 20.1 NLC occurrence
rate measured by
SCIAMACHY/Envisat for
two different latitude bins
during the 2004/2005 NLC
season in the southern
hemisphere (blue and gray
lines). The red line shows the
calculated ionization rate due
to precipitating solar protons
at an altitude of 82 km.
Figure adapted from von
Savigny et al. [2007a]

resulting ion chemical reactions followed by neutralization reactions lead (a) to the
conversion of H2O to HOx species [Swider and Keneshea, 1973; Solomon et al.,
1981], i.e., H and OH, and (b) to the formation of nitric oxide (NO) [Crutzen et
al., 1975], which is part of the NOx (NO, NO2) family. The formation of HOx in-
volves the production of intermediate H2O cluster ions. Both families—HOx and
NOx—participate in catalytic ozone destruction cycles, with HOx being important
above about 50 km and NOx becoming important below about 50 km altitude. The
effect of highly energetic solar particles on ozone in the middle atmosphere at polar
latitudes is fairly well established, and model simulations show good qualitative and
even quantitative agreement with observations [e.g. Jackman et al., 2005; Rohen et
al., 2005].

However, the effects of solar energetic protons on the thermal and subsequently
dynamical conditions of the middle atmosphere are less well understood. In this
context von Savigny et al. [2007a] reported a rapid decrease in NLC occurrence
rate based on SCIAMACHY limb scatter observations at southern polar latitudes
during the January 2005 SPE (see Fig. 20.1). The NLC occurrence rate is defined
as the ratio of the number of SCIAMACHY limb-scatter observations with detected
NLC signatures and the total number of observations in a given latitude band. For
the 70°S–80°S latitude band the NLC occurrence rate decreased from about 75 %
during a period of 4 weeks before the SPE to about 15 % during the period with
the enhanced ionization caused by precipitating solar protons (blue solid line in
Fig. 20.1). For the 70°S–80°S latitude range the NLC occurrence rate does not reach
the values before the SPE anymore. This is due to the fact that the temperature in
this latitude range and around NLC altitude—despite some variability—remains at
a higher level than before the SPE, as can be seen in Fig. 3 of von Savigny et al.
[2007a].

The close temporal coincidence of the enhanced ionization and the decrease in
NLC occurrence frequency suggests a causal relationship. Simultaneous observa-
tions of the polar summer mesopause temperatures carried out with the Microwave
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Limb Sounder (MLS) on the Aura satellite showed an increase in zonally averaged
temperatures of about 10 K during the SPE [von Savigny et al., 2007a], which is
sufficient to produce the observed effect in NLCs. MLS observations of H2O in
the southern polar summer mesopause region do not show any obvious signatures
during the January 2005 SPE.

The obvious question is, what physical mechanism(s) may lead to the apparent
increase in polar summer mesopause temperatures and the subsequent depletion of
NLCs during the SPE. Two recent modeling studies [Krivolutsky et al., 2006; Jack-
man et al., 2007] suggest that dynamically induced heating—caused by reduced adi-
abatic cooling—in the polar summer mesopause region may lead to significant tem-
perature perturbations during solar proton events. However, neither of these stud-
ies fully identified the underlying physical mechanism. The following hypothetical
chain of effects was proposed by Becker and von Savigny [2010] to eventually cause
the polar summer mesopause warming during solar proton events:

1. Catalytic destruction of ozone in the lower and middle polar mesosphere caused
by SPE-produced HOx . Catalytic ozone losses of up to 70 % between 50 and
70 km altitude are frequently observed during strong SPEs [e.g. Jackman et al.,
2005; Rohen et al., 2005].

2. Reduced diabatic heating due to reduced absorption of solar radiation by ozone
in the illuminated polar summer mesosphere. Diabatic heating rates associated
with absorption of solar radiation by ozone in the summer middle atmosphere
range from 1 K/day to about 10 K/day [Mlynczak, 1996].

3. The reduced diabatic heating in the polar mesosphere leads to a reduction in the
meridional temperature gradient which drives the zonal wind according to the
thermal wind balance.

4. The reduced zonal wind affects the filtering of gravity waves, and thereby the
gravity wave driven meridional circulation, leading to reduction in the vertical
motion in the polar summer mesopause region.

5. Reduced upwelling is associated with reduced adiabatic cooling, i.e., an apparent
warming.

Step 1 has to be considered well understood; the same is valid for step 2. Inter-
estingly, experimental verification of the reduced diabatic heating caused by SPE
driven ozone loss is still missing. In order to investigate whether the dynamical part
of the proposed chain of effects (steps 3–5) is correct, we used simulations with the
Kühlungsborn Mechanistic General Circulation Model (KMCM) [Becker, 2009].

20.3.1 Model Simulations of the Dynamical Effects Associated
with SPE Induced Ozone Depletion

In a time-slice sensitivity experiment with the KMCM, Becker and von Savigny
[2010] have confirmed the aforementioned dynamical mechanism by which the di-
abatic cooling in the lower summer polar mesopause can lead to a strong dynamical



370 C. von Savigny et al.

warming of the mesopause region above. The sensitivity experiment was designed
as follows. An arbitrary snapshot from a simulation for permanent January condi-
tions was used as initial conditions and the model was integrated forward in time
with an additional diabatic cooling of up to 2.5 K/day concentrated in the lower
mesosphere above the summer pole. The SPE-induced chemical ozone loss in the
mesosphere is driven by HOx and is essentially limited to the period with enhanced
ionization, because HOx is quickly converted back to H2O as soon as the anomalous
ionization stops. Typical durations of SPEs are several days. After five model days,
the diabatic cooling perturbation was switched off and the integration extended for
another 10 days. The resulting 15-day time series then constituted an SPE-related
perturbation simulation when compared to the corresponding 15-day time series
of the unperturbed January simulation. This procedure was repeated 5 times for
other arbitrarily chosen initial conditions. Averaging all day series for the unper-
turbed as well as the SPE cases then yielded statistically averaged composite time
series.

Figure 20.2 shows the zonal and temporal mean differences between the SPE
and the unperturbed case as colored contours. The black lines correspond to the
unperturbed composite. Figure 20.2 clearly shows that an SPE-induced heating with
a maximum around the polar summer mesopause is well simulated. Considering the
temperature response together with that of the zonal wind and the gravity wave drag
reveals the following mechanism: As a result of the temporary diabatic cooling in the
lower polar mesosphere in the SPE composite, the averaged temperature response
amounts to about −3 K in this region. The zonal wind response (Fig. 20.2b) shows
the effect of this cooling by an increased vertical shear below 80 km and a resulting
positive anomaly in zonal wind in the summer MLT up to 90 km. This gives rise to
shorter vertical wavelengths of the eastward propagating gravity waves and induces
dynamical instability at lower altitudes, as reflected by a downward shift of the
gravity-wave drag (Fig. 20.2). Becker and von Savigny [2010] demonstrated that
this downward shift is indeed mainly balanced by a downward shift of the residual
circulation and that it therefore induces an anomalous large-scale dynamic warming
around and below the mesopause. In this context it is also interesting to mention
that radar wind observations during the July 2000 SPE show a change in zonal wind
consistent with the mechanism proposed here (see Chap. 16).

20.3.2 Modeling Temperature and Ion Chemical Impacts of the
January 2005 Solar Particle Event on Noctilucent Clouds

The growth and sublimation rates of icy NLC particles depend on the imbalance
of the ambient water vapor pressure and the saturation pressure over the particles.
The latter significantly increases with temperature. Therefore, it is reasonable to at-
tribute the observed disappearance of NLCs after the solar particle event (SPE) in
January 2005 to the observed temperature increase at the same time [von Savigny et
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Fig. 20.2 Model response in the summer MLT (mesosphere/lower thermosphere) region to the
SPE perturbation. Differences (color shading) in the SPE composite from the unperturbed January
composite for (a) temperature, (b) zonal wind, and (c) gravity-wave drag. The control composite
is indicated by black contours (interval 20 K, 20 m s−1, and 40 m s−1d−1 with the zero contours
omitted). Figure adapted from Becker and von Savigny [2010]

al., 2007a]. Besides the temperature impact on NLCs, there is an additional possi-
ble effect of SPEs: Reactions of positive water-cluster ions lead to a conversion of
H2O into H + OH [Solomon et al., 1981]. This water depletion reduces the local
water vapor pressure and in turn potentially affects the growth or sublimation of
icy particles. However, while the abundance of water-cluster ions below ∼80 km is
large, the positive ion chemistry at higher altitudes is dominated by molecular ions
such as O+

2 and NO+ [e.g. Brasseur and Baets, 1986]. The transition from cluster
molecules to molecular ions takes place in the NLC altitude region [e.g. Friedrich
and Torkar, 1988]. As a result, the SPE induced water depletion decreases drasti-
cally in that height region [Solomon et al., 1981]. Therefore, an assessment of the
SPE impacts on water and subsequently on NLCs requires a detailed consideration
of the ion chemical processes.
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In order to study the effect of the SPE in January 2005 on NLCs, a basic ice
particle model has been used in combination with a one-dimensional chemistry, ion
chemistry and transport model of the altitude region 75–90 km. Only a brief model
description and summary of results is given here. Details are going to be published
elsewhere [Winkler et al., 2012]. The model’s photochemistry and ion chemistry is
based on Winkler et al. [2009], some information on the University of Bremen Ion
Chemistry (UBIC) model can be found in Chap. 16.2.3 of this book. The transport
processes considered are: Advection and eddy diffusion of trace gases and spherical
icy particles as well as sedimentation of the latter. The vertical wind is assumed to
increase linearly from 1.5 cm/s at 75 km to 4 cm/s at 85 km, and then decreases
linearly to 2 cm/s at 90 km. This resembles the vertical wind profile of Rapp and
Thomas [2006]. The growth and shrinkage of the icy particles is calculated by an
approach similar to the model of Toon et al. [1988]. The nucleation rate of the icy
particles is calculated using classical droplet nucleation theory [e.g. Pruppacher and
Klett, 1997]. In order to get a realistic representation of the temperature fields, the
model uses zonally averaged daily mean temperature measurements for the 70°S–
80°S latitude range from the MLS/Aura instrument [Schwarz et al., 2008]. At the
lower model boundary at 70 km, MLS/Aura water measurement data [Read et al.,
2007] are used to prescribe the water mixing ratio. The ionization rates due to pre-
cipitating protons and electrons originate from the AIMOS model, see Wissing and
Kallenrode [2009] and Chap. 13.

Figure 20.3 shows model simulations of the concentration of NLC particles with
radii exceeding 24 nm during January 2005. The Figure demonstrates that the tem-
perature increase after the solar particle event in January 2005 is the main driver for
the depletion of NLCs. The simple particle model (dashed blue line) reproduces the
observed drop in NLC abundance due to the temperature increase, although it over-
estimates the peak depletion. If the ion chemical depletion of water is considered
(solid blue line), there is some additional reduction of NLCs. But this effect is of
minor importance compared to the temperature impact on NLCs. The model simu-
lations show that there is an immediate depletion of H2O during the SPE at altitudes
below the NLCs. At 80 km the H2O decrease is about 1 ppmv on January 18, 2005.
However, at altitudes above 80 km the positive ion chemistry is dominated by O+

2
and NO+ rather than the water ion clusters and the depletion of H2O becomes inef-
ficient. Due to the upward transport of H2O, the water amounts at higher altitudes
decrease with some delay, but compared to the impact of the temperature increase
this is only a second-order effect.

Both model runs shown in Fig. 20.3 qualitatively reproduce the 2 minima also
seen in the SCIAMACHY NLC occurrence rate around days 22 and 27, which ap-
pear to be related to 2 local maxima in the MLS temperature measurements. We note
that the ionization rate time series at an altitude of 82 km shown in Fig. 20.1 and
in von Savigny et al. [2007a] exhibits two local maxima. This led to the conclusion
that the 2 minima in SCIAMACHY NLC occurrence rates may be related to the 2
maxima in the ionization rate time series.
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Fig. 20.3 Impact of the January 2005 solar particle event on noctilucent clouds in the southern
polar region. Upper panel: Daily averaged mean MLS/Aura temperature for latitudes 70°–80°S and
AIMOS ionization rates at 75°S. Both quantities are averaged over the 80–90 km altitude range.
Lower panel: SCIAMACHY NLC occurrence rates (70°–80°S, solid black line), and modeled
number density of NLC particles with radii larger than 24 nm between 80–90 km. The dashed blue
curve shows the result of the NLC model without considering ion chemistry, and the solid blue line
the simulation with the ion chemistry model UBIC. Figure adapted from Winkler et al. [2012]

20.3.3 Is NLC Depletion Frequently Observed During SPEs?

Rahpoe et al. [2011] recently investigated whether the NLC depletion observed dur-
ing the January 2005 SPE is an unusual phenomenon, or whether similar effects
are frequently observed during SPEs. For that purpose the SBUV(/2) NLC time
series covering the period from 1978 to 2008 was used in combination with pro-
ton flux measurements with the SEM (Space Environment Monitor) instruments
on the GOES (Geostationary Operational Environmental Satellites) series (GOES
5–GOES 12)—available since 1986. The NLC occurrence rate and albedo time se-
ries retrieved from SBUV(/2) measurements were correlated with the proton flux
time series using SEM channels 2–7, covering proton energies between 5 MeV and
about 100 MeV. These energies correspond to energy deposition altitudes ranging
from about 75 km to about 30 km. For a detailed description of the analysis and
the determination of the statistical significance we refer to Rahpoe et al. [2011].
Here we only summarize the main results of the analysis. The number of SPEs that
occurred during the NLC seasons in the northern or southern hemisphere is quite
limited, because (a) SPEs are rare phenomena, and (b) the core NLC seasons (here
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defined as ranging from day 0 to 40 with respect to solstice) cover only about 3
months per year. The analysis was limited to the core season in order to avoid spu-
rious correlations caused by the typically rapidly changing NLC occurrence rate or
albedo time series at the beginning and end of the NLC season. Since 1986 only 12
SPEs occurred during the core season in the northern hemisphere, and only 8 SPEs
in the southern hemisphere. For the majority of these SPEs statistically significant
negative correlations between the NLC and the proton flux time series at time lags
of about 3–5 days were found, while only a few cases were found with statistically
significant positive correlations (see Rahpoe et al. [2011] for more details). This
asymmetry may be evidence—despite the high intrinsic variability in NLCs mak-
ing the analysis of these effects difficult – that the effect of the January 2005 SPE
on NLCs was not exceptional. We also note that for the July 2000 (Bastille day)
SPE and the January 2005 SPE—which are by far the two strongest SPEs during
the NLC core seasons analyzed—NLC occurrence rate reductions of about 50 %
and about 70 % were observed, respectively, averaged over the 60°S–90 °S latitude
range [Rahpoe et al., 2011].

20.4 Evidence for a 27-Day Solar Cycle Signature in NLCs

The solar body continuously performs a differential rotation with a period of about
25 days near the poles and about 30 days at low heliospheric latitudes, leading to an
effective rotational period of about 27 days. In the presence of sunspots this solar
rotation can lead to measurable modulations of solar spectral irradiance, particularly
in the UV spectral range. Essentially all solar activity proxies such as the Lyman-α
flux, the MgII index (which is the core-to-wing ratio of the Mg+ Fraunhofer-line at
280 nm in the solar irradiance spectrum) and the F10.7 radio flux exhibit periodic
variations caused by the sun’s differential rotation. Interestingly, the Lyman-α vari-
ations associated with strong 27-day cycles are of the same order of magnitude as
the Lyman-α variation associated with the 11-year solar cycle.

Solar driven 27-day signatures have been identified in several middle and up-
per atmospheric parameters, notably in stratospheric ozone and temperatures [e.g.
Hood, 1986; Dikty et al., 2010], thermospheric density [Rhoden et al., 2000], and
total electron content in the ionosphere [Oinats et al., 2008]. Several studies also
showed evidence for solar 27-day signatures in mesospheric and mesopause tem-
peratures [Keating et al., 1987; Hood, 1991]. Höppner and Bittner [2007] recently
reported on a 27-day modulation of the fluctuations of OH∗(3–1) rotational temper-
ature measurements. An 11-year solar cycle signature in NLCs [Thomas et al., 1991;
DeLand et al., 2003] and mesopause temperature [Hervig and Siskind, 2006]—not
only at polar latitudes during summer [Beig et al., 2008]—is well established, al-
though the mechanisms leading to these signature are not well known.

During the DFG-CAWSES projects WAVE-NLC I and II, a 27-day signature
in NLCs was identified for the first time, and was successfully demonstrated to
be a consequence of a similar signature in polar summer mesopause temperatures
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[Robert et al., 2010]. In the following the main results of these investigations are
summarized and new results regarding the sensitivity of NLC albedo changes to
solar Lyman-α changes are presented.

The occurrence of a 27-day solar cycle signature in NLCs was found in SCIA-
MACHY NLC occurrence rate time series, as well as in SBUV(/2) measurements
of NLC albedo and occurrence rate. The statistical analysis techniques applied to
identify the solar signature included cross-correlation of NLC (albedo or occur-
rence rate) anomalies and Lyman-α anomalies, as well as the more sophisticated
superposed epoch analysis method. The anomaly time series were determined by
subtracting a 35-day running mean from the original time series. In the following
only the results for the superposed epoch analysis will be summarized. More de-
tailed information can be found in Robert [2009] and Robert et al. [2010].

20.4.1 Superposed Epoch Analysis

The superposed epoch analysis method first introduced by Chree [1912] is highly
suited to identify weak signatures in time series affected by different sources of vari-
ability. The method requires the definition of so-called epochs in the response time
series based on events in the forcing time series. In this application the Lyman-α
anomaly time series is the forcing time series and the NLC occurrence rate or
albedo anomaly time series are the response time series. The epochs are defined
as 61-day periods around the maxima (or minima) of the Lyman-α anomaly time
series, i.e., ranging from 30 days before until 30 days after the extremum in the
Lyman-α anomaly time series. The basic idea of the technique is to average the
corresponding data points of the response time series (e.g., day 2 with respect to
the presumed forcing) for all available epochs. If a 27-day solar signature is indeed
present in the NLC time series, it should emerge after averaging a sufficient number
of epochs, while all other effects may be expected to be of random nature and will
generally disappear. The analysis was applied to NLC occurrence rate time series
measured with SCIAMACHY as well as to NLC albedo and occurrence rate times
series observed with the SBUV(/2) instrument series, as described in Robert et al.
[2010]. Figure 20.4 shows as an example the superposed epoch analysis result for
the SBUV occurrence rate time series in the two hemispheres for both maxima and
minima in the Lyman-α anomaly time series as forcing dates. The analysis is based
on 66 epochs of northern hemispheric data and 62 epochs of southern hemispheric
data. Apparently the averaged NLC anomalies show a pronounced minimum near
a time lag of 0 days for the Lyman-α maximum analysis, as well as minima near
± 27 days. Furthermore, maxima in Lyman-α correspond to minima in the NLC
anomaly—and vice versa—with a time lag of a few days at most. These findings
are clear evidence for the existence of a 27-day signature in NLC occurrence rate,
which is apparently driven by solar variability. Similar results were obtained for
SCIAMACHY NLC occurrence rate as well as for SBUV NLC albedo time series.
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Fig. 20.4 Superposed epoch analysis of the SBUV NLC occurrence rate response to the Lyman-α
forcing for the northern (left panel) and southern (right panel) hemisphere. NLC anomalies were
calculated using zonally averaged NLC occurrence rates for the 60° to 80° latitude range. The
epochs are centered around maxima (red solid line) and minima (blue dashed line) of the Lyman-α
anomaly time series. Figure adapted from Robert et al. [2010]

The statistical significance of the results was tested with the modified bootstrap-
ping method developed by Ebisuzaki [1997], which uses a statistical ensemble pro-
duced by adding a random phase in Fourier space followed by a Fourier transform
back to physical space. The advantage of the method is that the randomly created
representations of the time series have the same auto-correlation as the original
time series, because adding a random phase does neither affect the power spectrum
nor the auto-correlation function, according to the Wiener-Khintchin-Theorem. As
shown in Table 20.1, the 27-day signatures identified in the different NLC time se-
ries are all highly significant, except for the SCIAMACHY NLC occurrence rate
times series in the southern hemisphere, which is only significant at the 82 % confi-
dence level.

The obvious question is what process is responsible for the 27-day solar cycle
signature in NLC properties. Such a signature may be caused by a similar signa-
ture in polar summer mesopause temperatures or in the abundance of H2O or by a
combination of both. In order to investigate the causes further, Robert et al. [2010]
used mesospheric temperature and H2O profile measurements with the Microwave
Limb Sounder (MLS) on NASA’s Aura satellite. Both, temperature and H2O abun-
dance show a 27-day signature in the mesosphere, and the effects are particularly
pronounced in the polar summer mesopause region [Robert, 2009]. However, the
amplitude found in H2O was only about 0.1 ppm at most, which is most likely

Table 20.1 Level of significance of the NLC response to the epochs around maxima and minima
in the 27-day Lyman-α variation for different NLC data sets and both hemispheres

Data set Northern hemisphere Southern hemisphere

Min Max Min Max

SCIAMACHY occurrence rate 97 % 96 % 82 % 98 %

SBUV occurrence rate 99.9 % 99.2 % 98.7 % 99.3 %

SBUV albedo 99.6 % 97.3 % 98.7 % 99.3 %
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Fig. 20.5 Scatter plots of the SBUV albedo responses determined from the superposed epoch
analysis as a function of the mean Lyman-α anomaly for the northern (left panel) and the south-
ern (right panel) hemisphere. The correlation coefficients between the albedo and the Lyman-α
anomalies are −0.992 for the northern and −0.974 for the southern hemisphere

not sufficient to explain the signature in NLC properties. The 27-day signature in
temperature reaches amplitudes of up to 1 K, strongly indicating that the 27-day
signature in summer mesopause temperatures is the main driver for the 27-day so-
lar cycle signature in NLCs. MLS observations of temperature fluctuations near the
polar summer mesopause on the order of a few K caused by the quasi 5-day wave
were shown to cause significant variations in NLC occurrence rates observed with
SCIAMACHY [von Savigny et al., 2007b].

20.4.2 Sensitivity of NLC Anomalies to Solar Forcing

The average response of the NLC time series to the solar 27-day forcing can be
investigated quantitatively using the results of the superposed epoch analysis pre-
sented above. Figure 20.5 shows scatter plots of the NLC albedo anomaly derived
from SBUV observations and the Lyman-α anomaly for the time period of ± 8 days
around the local maxima in Lyman-α. Apparently, the two anomalies are highly anti-
correlated, which is not surprising given the result of the superposed epoch analysis
shown in Fig. 20.4. The sensitivity of the NLC time series to the solar forcing is
then determined as the slope of a linear function fitted to the points in Fig. 20.5,
and it corresponds to the mean change in the NLC anomaly for a certain change in
Lyman-α anomaly. The derived sensitivities for the SBUV NLC albedo time series
are presented in Table 20.2 together with similar sensitivity parameters derived by
DeLand et al. [2003] for the 11-year solar cycle. Surprisingly, the sensitivities of the
NLC albedo for the 27-day and the 11-year solar cycle agree within the combined
uncertainties. This remarkable finding may suggest that the same underlying phys-
ical mechanisms are responsible for the 27-day and the 11-year signature observed
in NLCs.

Considering the similar sensitivities of NLC albedo to the 27-day and 11-year so-
lar cycle variations in combination with the essentially negligible 27-day signature
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Table 20.2 Sensitivity of the SBUV albedo to the 27-day and 11-year solar variation. Values of
the sensitivities of the 11-year solar cycle were taken from DeLand et al. [2003] for corresponding
latitudes. Sensitivity unit: 10−6 sr−1/(1011 photons cm−2 s−1)

Hemisphere 27-day 11-year

North −0.61 ± 0.11 −0.71 ± 0.02

South −0.46 ± 0.12 −0.41 ± 0.02

in H2O at the polar summer mesopause [Robert et al., 2010] suggests that the tem-
perature effect is the driving force for both solar signatures in NLCs.

Although the exact connections between the upper tropical stratosphere and the
polar summer mesopause are not clear, Fioletov [2009] recently found that the sen-
sitivities of tropical ozone in the upper stratosphere with respect to the 27-day and
the 11-year solar cycle signature are similar as well. Fioletov [2009] used the ozone
sensitivity for the 27-day solar cycle to model the amplitude of the 11-year solar cy-
cle signature in tropical upper stratospheric ozone and found good agreement with
experimental results based on SBUV(/2) stratospheric ozone profile retrievals. It is
conceivable that the 27-day solar cycle signature in polar summer mesopause tem-
perature is dynamically driven by the diabatic heating changes caused by the 27-day
solar cycle signature in middle atmospheric ozone. A potential mechanism may be
analogous to the dynamically induced warming of the polar summer mesopause
during SPEs explained above: Ozone changes cause changes in the meridional tem-
perature gradient, affecting the zonal wind according to the thermal wind balance;
this in turn affects the propagation of gravity waves and ultimately the upper meso-
spheric meridional circulation along with the adiabatic cooling near the polar sum-
mer mesopause. The validity of this concept should be tested in the future. Prelimi-
nary results show that the sensitivity of middle atmospheric temperatures to Lyman-
α forcing maximizes near the polar summer mesopause which may be an indication
for a dynamically driven mechanism. In this context the superposed epoch analysis
was also applied to the MLS temperature data set. Figure 20.6 shows the results of
the superposed epoch analysis of the available MLS temperature measurements in
the northern hemisphere during the northern hemisphere NLC seasons (left panel)
together with the derived sensitivities (right panel) in K/(1011 photons cm−2 s−1).
Evidently there is a clear correlation between the temperature and the Lyman-α
anomalies with a time-lag near zero days in the upper mesosphere. The amplitude
of the temperature variation is about 0.5 K. The sensitivity reaches its maximum
values at the highest latitudes and altitudes between 80 and 90 km.

Other possible mechanisms contributing to a solar driven 27-day cycle in upper
mesospheric temperatures may in principle be changes in diabatic solar heating due
to absorption by ozone and O2 in the upper mesosphere. However, in terms of O3,
Hood et al. [1991] found that ozone was negatively correlated to solar irradiance at
205 nm around 70 km altitude (essentially at all latitudes), while temperature was
positively correlated to the irradiance at 205 nm. This implies that near 70 km the
changes in diabatic heating due to the 27-day signature in ozone are unlikely the
cause for the 27-day signature in temperature. Furthermore, heating by exothermic
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Fig. 20.6 Superposed epoch analysis of MLS temperature measurements in the northern hemi-
sphere. Left panel: altitude-lag cross section of the temperature response to the solar forcing for
latitudes between 60°N–80°N. Right panel: Sensitivity of the temperature response to the mean
Lyman-α anomaly variation (unit: K/(1011 photons cm−2 s−1))

chemical reactions (e.g. H + O3 −→ OH∗ + O2) whose reactants show a 27-day
signature may also contribute to a 27-day signature in temperature. However, par-
ticularly near the polar mesopause small changes in the mesospheric meridional
circulation may be the main driver for the a 27-day solar cycle signature in tem-
perature. Further research is required to improve the understanding of the relevant
processes.

20.5 Conclusions

Two aspects related to the impact of short-term solar variability on Earth’s upper
mesosphere region and NLCs in particular were the main foci of this contribu-
tion. First, the effect of solar proton events on middle atmospheric temperature and
dynamics in the summer hemisphere—and subsequently on NLCs—were investi-
gated. A hypothetical chain of effects leading from reduced diabatic heating in the
polar middle mesosphere to a dynamically induced warming near the polar sum-
mer mesopause was tested with the Kühlungsborn Mechanistic General Circulation
Model (KMCM). The ion-chemical removal of H2O at NLC altitude following the
ionization by highly energetic solar protons during the SPE was found to have only
a minor effect on NLCs. The second part of the study was devoted to a solar driven
27-day signature in NLCs, which is most likely caused by a similar signature in
mesopause temperature. Interestingly, the sensitivities of the NLC albedo response
(derived from SBUV observations) to the Lyman-α forcing have similar values
for the 27-day and the 11-year solar cycle, suggesting similar mechanisms. How-
ever, the underlying mechanism leading to the 27-day signatures in polar summer
mesopause temperatures is not yet established. The fact that temperature sensitivity
with respect to Lyman-α forcing maximizes near the polar summer mesopause may
suggest a dynamically driven effect which may be related to the well established
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27-day solar cycle signature in stratospheric ozone. Understanding these processes
and atmospheric coupling mechanisms is an important aspect of further research in
the area of solar impacts on the middle atmosphere.
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Chapter 21
Observations and Ray Tracing of Gravity
Waves: Implications for Global Modeling

Manfred Ern, Christina Arras, Antonia Faber, Kristina Fröhlich,
Christoph Jacobi, Silvio Kalisch, Marc Krebsbach, Peter Preusse,
Torsten Schmidt, and Jens Wickert

Abstract Vertical coupling by atmospheric waves is essential for the wind and tem-
perature structure of the middle atmosphere. In particular, momentum carried by
atmospheric gravity waves (GWs) governs the global circulation in the mesosphere
and is for instance the reason for the cold summer mesopause. However, the small
horizontal scales of GWs (tens to thousands of km) are challenging both global mod-
eling and observations from satellite. Further, due to the small scales involved, there
is a severe lack of understanding about GWs themselves, as well as dynamical phe-
nomena involving GWs. Until recently, global observations of GWs were sparse and
little was known about the global distribution of GWs, as well as their seasonal vari-
ation. Therefore, several projects in the priority program Climate And Weather of
the Sun-Earth System (CAWSES) of the Deutsche Forschungsgemeinschaft (DFG)
have addressed a number of the most pressing problems. Global distributions of GW
activity and momentum fluxes have been derived from observations with number of
satellite instruments, resulting in the first multi-year global data sets of GW parame-
ters, covering time scales from seasonal variations up to the duration of almost a full
11-year solar cycle. In addition, seasonal and tidal variations of sporadic E layers in
the ionosphere were studied in Global Positioning System (GPS) radio occultation
data. Satellite observations of GWs and sporadic E layers were complemented by
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ground-based observations (radar and low-frequency (LF) drift measurements). All
these observations, as well as accompanying modeling activities provided impor-
tant constraints for GW parameterizations. Further activities addressed important
aspects of GW propagation usually neglected in global modeling: GW ray tracing
studies revealed the importance of non-vertical propagation of GWs and first steps
were undertaken to develop an improved GW parameterization based on GW ray
tracing techniques.

21.1 Introduction

Vertical coupling by atmospheric waves is one of the main ingredients in atmo-
spheric dynamics. Fundamental understanding of this coupling is required for global
modeling of the atmospheric circulation and other atmospheric processes. Global
scale waves are resolved by the model grid of general circulation models (GCMs),
and their effect can therefore explicitly be modeled. Gravity waves (GWs), on the
other hand, are mesoscale waves with horizontal scales between tens and several
thousand kilometers, i.e., scales that are only partly resolved by most GCMs. There-
fore the effect of GWs on the global circulation has to be parameterized by gravity
wave drag (GWD) schemes. Usually at least two different schemes are used. One
covers the effect of GWs generated by large-scale flow over mountains (orographic
GWD scheme), and another one covers the effect of GWs generated by all other
source processes (nonorographic GWD scheme).

It is generally assumed that most GW sources are located in the troposphere,
GWs propagate upward, and deposit energy and momentum at higher atmospheric
levels where they break and interact with the background flow. This is why GWs are
an important vertical coupling mechanism, redistributing energy and momentum
between different altitude levels and locations in the atmosphere.

GWs play a significant role in atmospheric dynamics in the stratosphere, meso-
sphere and also at even higher altitudes. For example, the quasi-biennial oscillation
(QBO) of the zonal wind in the tropical stratosphere is mainly driven by GWs [e.g.,
Dunkerton, 1997; Ern and Preusse, 2009a, 2009b]. The QBO influences the strato-
spheric polar night jets [Holton and Tan, 1980] and by downward coupling has also
effect on the weather in the troposphere [e.g., Baldwin and Dunkerton, 2001; Mar-
shall and Scaife, 2009]. GWs are also important for the Brewer Dobson (BD) circu-
lation in the stratosphere, which is directed upward in the tropics, towards the poles
at midlatitudes, and downward over the poles. Recent simulations with a number of
GCMs predict an acceleration of the BD circulation in a warming climate [e.g., Gar-
cia and Randel, 2008; Li et al., 2008]. There are indications that large part of this
possible acceleration is related to mountain waves (i.e., GWs excited by large-scale
flow over mountains) [McLandress and Shepherd, 2009]. This implies that realistic
GW source distributions are needed in climate models, including both spatial and
temporal variations, to enable GCMs to provide more reliable climate predictions,
potentially even on regional scales.
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In the mesosphere GWs are even more important. They drive the residual meso-
spheric circulation from summer to winter pole, strongly influence the temperature
structure in the mesosphere and, via gradient wind balance, the mean zonal wind.
In particular, they are responsible for the cold summer mesopause. See also, for
example, Holton [1982, 1983].

Both global-scale waves and GWs are possible sources for the formation of iono-
spheric irregularities. For example, the importance of GWs [e.g., Hocke and Tsuda,
2001], as well as semidiurnal tides [Arras et al., 2009], has been pointed out for
the formation of sporadic E layers around 100 km altitude. These irregularities are
one of the error sources of GPS positioning systems. Therefore also the study of
sporadic E layers is of great interest.

The key quantity relevant for the interaction of GWs with the atmospheric back-
ground wind is the vertical flux of horizontal wave momentum due to GWs:

(Fpx,Fpy) = ρ(u′w′, v′w′). (21.1)

Fpx and Fpy are the vertical flux of zonal and meridional momentum, ρ is the
atmospheric density, (u, v,w) the atmospheric background wind vector with u the
zonal, v the meridional and w the vertical component, and (u′, v′,w′) the vector
of wind perturbations due to GWs. The overbar indicates temporal and/or spatial
averaging. The acceleration of the background flow due to GWs is given by the
vertical gradient of this momentum flux:

(X,Y ) = − 1

ρ

∂(Fpx,Fpy)

∂z
(21.2)

with X the zonal and Y the meridional acceleration. A more detailed discussion is
given, for example, in Fritts and Alexander [2003].

Since the 1980s most middle atmosphere GCMs agree on the strength of GWD
in the mesosphere/lower thermosphere (MLT) and also on the strength of the GW-
driven summer-to-winter-pole circulation in the mesosphere (leading, for example,
to reasonable mean temperature, zonal wind, and traveling planetary waves). This
was achieved by combining the theory by Lindzen [1981] with the TEM picture of
the general circulation and the data sets combined in the CIRA climatology [Flem-
ing et al., 1990]. In addition, observations at single measurement stations provided
first direct constraints for the representation of GWs in GCMs [e.g., Lübken, 1997;
Rauthe et al., 2006; Hoffmann et al., 2010]. Further improvements in the repre-
sentation of GWs in GCMs can be expected if direct observations of the global
distribution of GWs from satellite are also considered.

Nonorographic GWD schemes in GCMs [e.g., Hines, 1997a, 1997b; Warner and
McIntyre, 2001] usually launch GW momentum flux from a given fixed source level.
At this level source parameters have to be prescribed, for example, the momentum
flux amplitude, characteristic horizontal and/or vertical wavelengths, and the shape
of the GW spectrum. However, there are only very few global observations that
provide useful constraints for GWD schemes. In particular, until recently, global
observations of GW momentum fluxes that can directly be compared to fluxes pro-
duced by GWD schemes were completely missing. Therefore, source parameters



386 M. Ern et al.

of GWD schemes often are guessed or tuned for the desired model response, the
same GW source parameters are used for the whole globe (independently of geolo-
cation and direction of the source momentum flux), and seasonal variations of the
GW sources are neglected. Recently, this situation has however started to improve:
Some attempts have been made to couple nonorographic GW momentum fluxes at
the source altitude to physical processes, like GW generation by fronts [e.g., Char-
ron and Manzini 2002; Richter et al., 2010], or GW excitation by convection in the
tropics and subtropics [e.g., Song and Chun, 2008; Richter et al., 2010].

Not all aspects of GW propagation are covered by standard GWD schemes. For
example, in most approaches GW propagation is considered only in a vertical col-
umn. Thereby the horizontal redistribution of GW momentum with altitude, as well
as the horizontal refraction of waves, are neglected. Another assumption is that GWs
propagate quasi-instantaneously from their sources to the regions where they dissi-
pate. These idealizations could be relaxed, for example, by ray tracing of GWs.

To provide global experimental data sets of GW parameters and to inves-
tigate the effect of simplifications made in standard GWD schemes, the three
projects GW-CODE, GW-EXCITES and GRAPES were proposed in the priority
program Climate And Weather of the Sun-Earth System (CAWSES) of the Deutsche
Forschungsgemeinschaft (DFG).

GW-CODE:
The project GW-CODE was a cooperation of the three institutes Forschungs-
zentrum Jülich (FZJ), Geoforschungszentrum Potsdam (GFZ), and the Insti-
tute of Meteorology at the University of Leipzig (LIM).
One part of the project GW-CODE provided global long-term data sets of GW
potential energies from Global Positioning System (GPS) radio occultations
in the stratosphere, as well as global climatologies of sporadic E layers in the
altitude region around 100 km (GW-CODE/GFZ). In addition, GW tempera-
ture variances were derived from Sounding of the Atmosphere using Broad-
band Emission Radiometry (SABER) satellite data and screened for seasonal
variations (GW-CODE/FZJ). Further, a long-term data set of GW wind vari-
ances was derived in the MLT region from low-frequency (LF) electron drift
measurements and winds and temperatures were derived from meteor radar
observations (GW-CODE/LIM).
Another part of the project GW-CODE was focused on GW modeling. Based
on global satellite observations of GW momentum fluxes derived from Cryo-
genic Infrared Spectrometers and Telescopes for the Atmosphere (CRISTA)
temperature data, constraints were deduced for the source distribution of the
Warner and McIntyre [2001] (WM01) GWD scheme (GW-CODE/FZJ). The
WM01 GWD scheme was implemented in the simple GCM COMMA-LIM
(GW-CODE/LIM). Further, in COMMA-LIM simulations for solar maximum
and solar minimum conditions of the 11-year solar cycle, possible differences
in the propagation of GWs and planetary-scale waves were investigated (GW-
CODE/LIM).
In a third part of the project, ray tracing simulations were carried out to
model the global distribution of GWs, based on the experiences with the
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WM01 GWD scheme and global SABER temperature observations. A global
GW launch distribution was derived, and weaknesses of conventional GWD
schemes were studied by GW ray tracing (GW-CODE/FZJ).

GRAPES:
The GW ray tracing study was continued in the DFG project GRAPES. In this
project the GW ray tracing approach is used to provide GW drag for compar-
ison with observations and GCM results.

GW-EXCITES:
The work to provide experimental constraints for GWD schemes was contin-
ued. In the DFG project GW-EXCITES, GW momentum fluxes were derived
from the newly available three years (2005–2007) of High Resolution Dynam-
ics Limb Sounder (HIRDLS) high spatial resolution satellite data. During the
project it turned out that this was also possible from the nine years of SABER
data (2002–2010) available to date. These data sets now provide information
about seasonal and longer-term variations of GW parameters, in particular GW
momentum fluxes, up to time scales of almost a full 11-year solar cycle in both
strato- and mesosphere.

The remainder of this paper is structured as follows. In Sect. 21.2 we briefly
introduce the experimental data sets used in our studies. In Sect. 21.3 we discuss
observed seasonal and in Sect. 21.4 observed longer-term variations. Constraints for
standard GWD schemes derived from the observations are discussed in Sect. 21.5.
Section 21.6 summarizes the results obtained from global modeling with the GCM
COMMA-LIM. GW ray tracing simulations showing the importance of effects of
GW propagation that are neglected in standard GWD schemes, as well as first steps
toward the development of a new GWD scheme based on GW ray tracing techniques
are presented in Sect. 21.7. Finally, a summary is given in Sect. 21.8.

21.2 Experimental Datasets

For comparison with global modeling by GCMs it is required to provide global
observations of GWs over a large altitude range. Coverage is needed from the tro-
posphere, where most GWs sources are located, up to the mesosphere and lower
thermosphere, where GWs are the main driver of the global circulation. Further,
temporal variations from seasonal changes up to timescales of the 11-year cycle of
solar activity have to be covered to obtain information about GW source variations,
as well as variations in the interaction between GWs and the mean atmospheric cir-
culation. Observations should ideally cover a broad range of the GW spectrum, i.e.
ranges of horizontal and vertical wavelengths as broad as possible. Of course, no
single observing system is capable to fulfill all these requirements [e.g., Alexander
et al., 2010]. Therefore a combination of both ground- and space-based measure-
ment techniques is required. The latter must consist of different instruments. The
data sets used in our studies are briefly discussed in the following.
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21.2.1 GPS Radio Occultations

High precision altitude profiles of atmospheric temperatures were derived from data
of GPS receivers onboard satellites in low Earth orbit (GW-CODE/GFZ). These al-
titude profiles are measured when one of the transmitter satellites of the GPS system
is rising or setting at the Earth’s horizon as seen from a receiver satellite. This mea-
surement method is called GPS radio occultation. Temperatures are derived in the
altitude range between about 5 and 35 km with an excellent vertical resolution of
about 1 km. GPS radio occultations are not affected by clouds and therefore they
are one of the few data sets providing global temperature observations in the tropo-
sphere under all weather conditions. In addition, ionospheric irregularities (layers
of enhanced ion density, so called sporadic E layers) can be detected at altitudes
80–120 km.

Radio occultations of the German Challenging Minisatellite Payload (CHAMP)
satellite are the first long-term GPS radio occultation data set, starting from May
2001 with about 150–200 measured altitude profiles per day. The CHAMP mission
ended on 19 September 2010 when the satellite re-entered the Earth’s atmosphere.
Also data from other GPS satellites were used in our studies. In particular, since
April 2006 the six-satellite constellation COSMIC provides a much higher number
of about 2000 radio occultations per day. For more details see also Wickert et al.
[2006, 2009] (GW-CODE/GFZ).

21.2.2 Infrared Limb Sounding

Another space-based measurement technique is infrared (IR) limb sounding from
satellites in low Earth orbit. High vertical resolution temperature altitude profiles
can be derived from atmospheric IR emissions. In our studies we use temperature
observations of three IR limb sounders: CRISTA, HIRDLS and SABER.

During two one-week missions in November 1994 and in August 1997 CRISTA
measured high spatial resolution global temperature distributions in the strato-
sphere using three viewing directions simultaneously [e.g., Riese et al., 1999]. The
HIRDLS instrument onboard the EOS-Aura satellite measured global temperature
distributions in the stratosphere with very short distances of about 100 km between
subsequent altitude profiles along the measurement track. These short along-track
distances are very useful for the study of mesoscale atmospheric structures like
GWs. HIRDLS data are available from January 2005 until December 2007. The
SABER instrument onboard the TIMED satellite provides global temperature mea-
surements over a very large altitude range of about 15–125 km, i.e., in the strato-
sphere, mesosphere and lower thermosphere. SABER observations start in January
2002 and are still ongoing at the time of writing. The vertical resolution of measured
temperature altitude profiles is ∼1 km for HIRDLS, ∼2 km for SABER, and ∼3 km
for CRISTA.
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All three instruments provide observations with short distances between subse-
quent altitude profiles along the measurement track. From single altitude profiles
only GW amplitudes and vertical wavelengths can be determined. But, given the
short-distance along-track sampling of all three instruments, also horizontal wave-
lengths and GW momentum fluxes can be estimated for pairs of altitude profiles
[Ern et al., 2004]. There is however no information about the true propagation di-
rection of an observed GW, and derived momentum fluxes are only absolute values,
i.e., no directional information is available [see also Preusse et al., 2009a]. In par-
ticular, GW amplitudes and vertical wavelengths were derived from SABER data in
GW-CODE/FZJ and GW amplitudes, vertical and horizontal wavelengths, as well
as GW momentum fluxes from SABER and HIRDLS data in GW-EXCITES (see
also below).

21.2.3 Ground-Based Observations

No satellite data set suited for the analysis of GWs is long enough to cover more
than about one 11-year solar cycle. Longer data sets are only available from ground-
based observations. One of those longer data sets are low-frequency drift measure-
ments at Collm (51.3°N, 13.0°E), covering more than two 11-year solar cycles. In
the altitude range 80–95 km zonal and meridional winds as well as wind fluctuations
due to GWs are derived from daily radio drift and reflection height measurements
using the ionospheric reflection of the sky wave of commercial radio transmitters
(location of the reflection point: 52°N, 15°E).

For more details see Jacobi et al. [2006] (GW-CODE/LIM). At the same
measurement location, wind and temperatures in the altitude range of about 80–
100 km are also obtained from meteor radar observations [Stober et al., 2008 (GW-
CODE/LIM)].

21.3 Observed Seasonal Variations of Gravity Wave Activity

Until recently, long-term data sets providing information about the global distribu-
tion of GWs were not available. Therefore one of the main aims in our studies was to
deduce seasonal variations of the global GW distribution. These observations could
be used in the future to improve the source distributions of GWD schemes used in
GCMs. The main findings are summarized in the following.

21.3.1 GPS Observations of Sporadic E Layers

Both global-scale waves and GWs are believed to play an important role in the
formation of sporadic E layers. Therefore, seasonal variations in sporadic E occur-
rence frequencies might provide information about differences in the atmospheric



390 M. Ern et al.

Fig. 21.1 Sporadic E occurrence frequencies derived from GPS radio occultations. (a) Occur-
rence frequencies derived from CHAMP, GRACE and COSMIC radio occultations for the months
Sep.–Nov. 2006 (upper left), Dec.–Feb. 2006/2007 (upper right), March–May 2007 (lower left),
and June–Aug. 2007 (lower right). (b) Latitude-time cross section of sporadic E zonally aver-
aged occurrence frequencies measured by CHAMP from January 2002 until December 2007.
Fig. 21.1a was adapted from Fig. 3 in Arras et al. [2008], Fig. 21.1b from Fig. 2 in Arras et al.
[2008] (GW-CODE/GFZ). Reproduced/modified from “Arras, C., J. Wickert, G. Beyerle, S. Heise,
T. Schmidt, and C. Jacobi, A global climatology of ionospheric irregularities derived from GPS ra-
dio occultation, Geophys. Res. Lett., 35, L14809, 2008.” Copyright [2008] American Geophysical
Union. Reproduced/modified by permission of American Geophysical Union

propagation conditions for GWs. From CHAMP and COSMIC radio occultations
it has been found that sporadic E layers exhibit a pronounced seasonal cycle with
high occurrence frequencies in the summer hemisphere [Arras et al., 2008 (GW-
CODE/GFZ)]. This is illustrated in Fig. 21.1. Particularly high occurrence frequen-
cies are found in the northern hemisphere during June–August and in the southern
hemisphere during December–February (see Fig. 21.1a). In a follow-up study it has
been found that the formation of sporadic E layers is governed by atmospheric tides
rather than by GWs [Arras et al., 2009 (GW-CODE/GFZ)]. Further studies about
the role of GWs in the formation of sporadic E layers are however required.

21.3.2 Gravity Wave Potential Energies and Momentum Fluxes
Derived from GPS Radio Occultations

Observations of GWs in the lower stratosphere close to levels where they are excited
are very important for constraining GW parameterizations. For the identification of
GW-related temperature variations in temperature altitude profiles usually tempera-
ture variations over an altitude range (e.g. 10 km) are investigated. In the tropopause
region, temperature altitude profiles are however dominated by the strong temper-
ature variations related to the tropopause, and the separation of GW-related tem-
perature variations from background temperature profiles is complicated. Therefore
several studies were carried out: A climatology of multiple tropopauses was derived
by Schmidt et al. [2006] (GW-CODE/GFZ), and potential errors in GW potential en-
ergies observed by GPS radio occultation were studied by de la Torre et al. [2010]
(GW-CODE/GFZ). In addition, Schmidt et al. [2008] showed that it is possible to
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Fig. 21.2 GW potential energies derived from GPS radio occultations for vertical wave-
lengths of 4–10 km. (a) Latitude/time cross section of potential energies in the altitude interval
25–35 km, (b) altitude/time cross section of GW potential energies averaged over the latitude band
10°S–10°N. White contour lines in (b) indicate the zonally averaged zonal wind in m/s obtained
in the latitude band 10°S–10°N from the global radiosonde network. Figure 21.2a was adapted
from Fig. 1f, and Fig. 21.2b from Fig. 2a in de la Torre et al. [2006a] (GW-CODE/GFZ). Re-
produced/modified from “de la Torre, A., T. Schmidt, and J. Wickert, A global analysis of wave
potential energy in the lower stratosphere derived from 5 years of GPS radio occultation data with
CHAMP, Geophys. Res. Lett., 33, L24809, 2006.” Copyright [2006] American Geophysical Union.
Reproduced/modified by permission of American Geophysical Union

derive GW potential energies from GPS radio occultations even in the tropopause
region.

The first multi-year data set of GW potential energies from GPS radio occul-
tations was derived by de la Torre et al. [2006a, 2006b (GW-CODE/GFZ)]. Fig-
ure 21.2a shows a latitude/time cross section of GW potential energies derived from
CHAMP radio occultations for the altitude range 25–35 km and GWs with verti-
cal wavelengths between 4 and 10 km. High potential energies are found at high
latitudes during the winter season of the respective hemisphere. In addition, high
potential energies are found in the tropics. The potential energies in the tropics ex-
hibit a quasi-biennial variation rather than a strong seasonality.

It is known for a long time that the QBO of the zonal wind in the equatorial re-
gion is a wave-driven circulation [Lindzen and Holton, 1968; Holton and Lindzen,
1972] and that GWs are one of the main drivers [Dunkerton, 1997]. In Fig. 21.2a
the observed variations of GW potential energies in the tropics reflect this strong
interaction of GWs with the QBO. This is further illustrated in Fig. 21.2b in an
altitude-time cross section of GW potential energies averaged over the latitude band
10°S–10°N. The white zonal wind contour lines highlight the close relationship
between GWs and equatorial zonal wind: Enhanced GW potential energies are ob-
served particularly during the QBO transition from westward to eastward winds,
and not during the reverse transition. This might be related to the fact that zonal
wind vertical gradients are much stronger during the westward-eastward transition,
causing large part of the GW spectrum to dissipate at about the same altitude. In
addition, differences in the phase speed spectrum between eastward and westward
propagating GWs could also play an important role.
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It should however be noted that these GPS analyses use a vertical wave-
length separation (vertical wavenumber high-pass filtering) in order to distinguish
between global-scale waves and GWs. Therefore in the tropics potential energies
derived from CHAMP radio occultations are a mixture of both mesoscale GWs and
global-scale waves [de la Torre et al., 2006a (GW-CODE/GFZ)]. This could also
partly contribute to the enhanced GW potential energies during the QBO westward
to eastward transition.

The previous findings are based on GW potential energies. GW momentum
fluxes, however, are more directly relevant for atmospheric dynamics (see also
Sect. 21.1). In addition, GW momentum flux is one of the main parameters directly
simulated by GWD schemes. Therefore, GW momentum flux distributions are es-
pecially suited for a comparison of observations with GWD schemes. In particular,
since global distributions of GW momentum flux are very different from global
distributions of, for example, GW variances or potential energies. This is the case
because also GW horizontal and vertical wavelengths vary significantly depending
on geolocation and season, and are also relevant for the momentum flux distribution
[e.g., Ern et al., 2004, 2011].

Therefore, the attempt was made to derive, for a first time, seasonal variations
of GW momentum flux absolute values from GW potential energies observed by
CHAMP and SAC-C [Fröhlich et al., 2007 (GW-CODE/LIM)]. For this purpose
the global distribution of GW horizontal wavelengths, which could not be obtained
from the GPS observations alone, was estimated from the two one-week snapshots
of global GW distributions derived from CRISTA observations [see also Ern et al.,
2004, 2006; Preusse et al., 2006 (GW-CODE/FZJ)]. Main findings are especially
high values of GW momentum flux in the polar night jets of the winter hemisphere,
and indications of enhanced GW momentum fluxes over regions with deep convec-
tion in the subtropics of the summer hemisphere. Of course, because of the assump-
tions made, the distributions of GW momentum fluxes derived by Fröhlich et al.
[2007] are subject to large uncertainties and need to be verified by other satellite
observations (see also the next subsection).

21.3.3 Infrared Limb Sounding

While GPS radio occultations have a more irregular sampling pattern, limb sound-
ing of infrared (IR) emissions from satellite provides a regular sampling pattern with
short distances between subsequent altitude profiles along the measurement track.
If along-track distances are shorter than about 300 km, horizontal wavelengths of
observed GWs can be derived from pairs of subsequent altitude profiles. This tech-
nique introduced by Ern et al. [2004] resulted in the first global distributions of GW
momentum fluxes observed from satellite. However, since the propagation direction
of an observed wave cannot be deduced from a single measurement track, the de-
rived values of GW momentum flux are only absolute values, i.e., no information
about the direction of momentum flux is provided.
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These first observed GW momentum flux distributions were derived from only
two one-week global snapshots of CRISTA measurements. Therefore, studies of
GW seasonal variations from IR limb sounding were initially carried out for GW
squared temperature amplitudes and not GW momentum fluxes. Seasonal varia-
tions of observed SABER GW squared amplitudes were investigated in detail by
Krebsbach and Preusse [2007], and Preusse et al. [2009b] (both GW-CODE/FZJ).
Later, following first case studies based on HIRDLS GW momentum fluxes [e.g.
Alexander et al., 2008; Wright et al., 2010], the method by Ern et al. [2004] has
been applied systematically to the whole HIRDLS and SABER temperature data
sets [Ern et al., 2011 (GW-EXCITES)], and seasonal variations of GW momentum
fluxes were derived. Further, global multi-year climatologies of GW amplitudes,
vertical and horizontal wavelengths were obtained. In addition, a first attempt was
made to estimate GWD directly from the observed momentum fluxes [Ern et al.,
2011 (GW-EXCITES)].

In Ern et al. [2011] an improved removal of the global-scale temperature back-
ground is used, replacing the methods used before (for example, the Kalman filter
method used in Ern et al. [2004] or the S-transform used in Alexander et al. [2008]).
The new method developed by Ern et al. [2011] is based on a two-dimensional
Fourier decomposition in longitude and time and can be applied to the more regular
sampling pattern of IR limb sounders (e.g., HIRDLS and SABER). Planetary-scale
waves with zonal wavenumbers as high as 6 and wave periods as short as 1–2 days
can be identified and removed as global temperature background. Since this method
is capable to remove even short-period global-scale waves, reliable estimates of
residual temperatures due to GWs, as well as GW momentum fluxes could even be
derived in the mesosphere for the first time [Ern et al., 2011 (GW-EXCITES)].

Figure 21.3 shows global distributions of GW momentum flux derived from
SABER temperatures at 25 km altitude, averaged over the years 2002–2006 for
the months of (a) January, (b) April, (c) July and (d) October. For a better compar-
ison with the previous estimates by Fröhlich et al. [2007], a vertical wavenumber
high-pass filter was applied to each SABER altitude profile such that only GWs with
vertical wavelengths between about 4 and 10 km are contained in the data. The time
period 2002–2006 of the averages shown in Fig. 21.3 is also about the same as for
Fig. 2 in Fröhlich et al. [2007]. It should however be mentioned that, unlike in the
GPS data used in de la Torre et al. [2006a, 2006b] and Fröhlich et al. [2007], the
global-scale temperature background has been removed in the SABER data prior to
the vertical wavenumber filtering. In Fig. 21.3 the characteristic seasonal variations
of the global distribution of GW momentum flux, indicated in Fröhlich et al. [2007]
can now be clearly identified. This shows that the assumption made in Fröhlich et al.
[2007] of a zonal average global GW horizontal wavelength distribution, common
for all months, is too simple.

The GW momentum flux distributions in Fig. 21.3 reveal a number of charac-
teristic seasonal features. High values of GW momentum flux can be found in the
polar night jets during January (Fig. 21.3a) and July (Fig. 21.3c). In addition, in Jan-
uary and July, several well localized maxima of GW momentum flux are found in
the subtropics of the respective summer hemisphere. In the northern hemisphere en-
hanced GW activity is found above the Gulf of Mexico, North Africa, and Southeast
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Fig. 21.3 Global distributions of GW momentum flux derived from SABER temperature at 25 km
altitude, averaged over the years 2002–2006 for the months of (a) January, (b) April, (c) July and
(d) October. Values represent the GW vertical wavelength range of about 4–10 km (GW-EXCITES)

Asia. In the southern hemisphere high GW activity is found above South America,
South Africa, and Australia and the Pacific. In the intermediate seasons in April
(Fig. 21.3b) and October (Fig. 21.3d) GW momentum fluxes are strongly reduced
and the global distribution is less structured.

As has been pointed out before [e.g., Jiang et al., 2004a, 2004b], GWs seen at
different geolocations can often be attributed to different source processes. For ex-
ample, the high values of GW activity observed in the summer hemisphere subtrop-
ics are likely due to GWs generated by deep convection. On the other hand, GWs
observed above mountain ridges during periods of strong zonal wind jets are likely
mountain waves. Some hot spots known for enhanced mountain wave activity are,
for example, the Southern Andes and the Antarctic Peninsula in the southern hemi-
sphere, the Rocky Mountains, Greenland, and Scandinavia in the northern hemi-
sphere. Especially over the Southern Andes and the Antarctic Peninsula high values
of GW momentum flux can be seen in Fig. 21.3 for all months except January.

21.3.4 Ground-Based Observations

Low-frequency electron drift measurements at the Collm observatory (52.1°N,
13.2°E) provide wind data in an altitude range of about 80–95 km. Over the 20-
year period 1984–2003 observed wind variances due to GWs show a clear annual
cycle with maximum GW wind variances in spring/summer [Jacobi et al., 2006
(GW-CODE/LIM)]. There are also measurement locations where the seasonality
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of derived GW variances is dominated by semiannual variations [e.g., Gavrilov et
al., 1995]. This change in the observed seasonality could be related to changes in
the zonal wind depending on geolocation, as well as differences in the parts of the
whole GW spectrum seen by the different instruments. A recent study about the
seasonal cycle observed in the mesosphere/lower thermosphere at northern mid and
high latitudes is given, for example, by Hoffmann et al. [2010].

These findings show that global observations of GW variances and momentum
fluxes in the mesosphere are very important to provide a global picture and they
can help to explain these observed differences. One data set which could be useful
in future studies are the GW distributions derived in the mesosphere by Ern et al.
[2011] (GW-EXCITES), which are based on SABER satellite data.

The meteor radar at the Collm observatory has started its operation in August
2004. At first, the observed temperatures in the mesopause region were validated by
comparing with temperatures derived from SABER satellite data, as well as tem-
peratures derived from OH airglow observations at Wuppertal University (51.3°N,
7°E). This comparison shows very good agreement over the whole year 2005. In
addition, first analyses of the dominant atmospheric tides were started [Stober et
al., 2008 (GW-CODE/LIM)]. These results indicate that the data obtained from the
meteor radar at Collm are also well suited for the analysis of GWs and first analyses
have been carried out [e.g., Placke et al., 2011]. However, at the time when the DFG
project GW-CODE finished, it was too early to start these investigations.

21.4 Observed Longer-Term Variations of Gravity Wave Activity

Until recently, there was only little information about observed seasonal variations
of the global distribution of GWs. There are even fewer observations addressing
longer-term variations of global GW activity. In our studies we investigated varia-
tions of GW activity related to the quasi-biennial oscillation (QBO) in the tropics,
as well as variations potentially related to the 11-year solar cycle.

21.4.1 Variations Related to the Quasi-Biennial Oscillation (QBO)

The importance of GWs for driving the QBO in the tropics was discussed in
Sect. 21.3.2 [see also de la Torre et al., 2006a (GW-CODE/GFZ)]. A more detailed
study by Krebsbach and Preusse [2007] (GW-CODE/FZJ) based on four years of
SABER GW squared temperature amplitudes addressed annual, semi-annual, and
also quasi-biennial variations. This study shows that QBO-related variations of the
global distribution of GWs are found not only in the tropical stratosphere. There are
also indications for QBO-related variations of GW amplitudes in the mesosphere
above about 60 km.

Figure 21.4 shows a latitude/time cross section of zonally averaged GW momen-
tum flux absolute values at 25 km altitude derived from SABER temperatures. The
most striking features governing the global distribution are the enhanced values in
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Fig. 21.4 Latitude-time cross section of zonal average GW momentum fluxes for the GW vertical
wavelength range 4–25 km derived from SABER temperatures at 25 km altitude (GW-EXCITES)

the polar night jets on the winter hemisphere, as well as the enhanced momentum
fluxes in the subtropics of the summer hemisphere, centered at about 20°S during
austral summer and 20°N during boreal summer. Especially in the subtropical mo-
mentum flux maxima a quasi-biennial variation is clearly visible [see also Ern et al.,
2011 (GW-EXCITES)].

Other observations show significant QBO-related variations even in the exo-
sphere at altitudes as high as 400 km [e.g., Oberheide et al., 2009]. GWs could
play an important role in conveying those QBO-related variations to higher alti-
tudes, which underlines the importance of the observations made by de la Torre et
al. [2006a], Krebsbach and Preusse [2007], and Ern et al. [2011].

21.4.2 Variations Potentially Related to the 11-Year Solar Cycle

Evidence for variations of GW activity on time scales of the 11-year solar cycle
is quite contradictory. For example, observations in the MLT region by Gavrilov
et al. [1995, 2002, 2004] indicate both positive and negative correlations between
GW activity and solar activity during an 11-year solar cycle. In particular, 20 years
(1984–2003) of LF drift observations by Jacobi et al. [2006] indicate a positive
correlation between GW wind variances and solar activity, consistent with a decadal
change of mesospheric GW filtering through the zonal wind jet (GW-CODE/LIM).
Possible reasons for those contradictory observations could be related to differences
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in the local meteorological conditions at different stations that might influence the
observed sign of the correlation.

This shows the need for longer-term global observations from satellites to obtain
also a global view of the decadal variations of GW activity. Long-term variations
on a decadal time scale are also visible in Fig. 21.4 and might indicate an anti-
correlation between solar activity and GW momentum fluxes. However, the SABER
data set is still too short to give reliable evidence [see also Ern et al., 2011 (GW-
EXCITES)].

21.5 Observational Constraints for Standard Nonorographic
Gravity Wave Drag Schemes

In standard nonorographic GWD schemes usually a number of simplifying assump-
tions are made for the GW source distribution. One assumption is a globally constant
GW momentum flux or GW potential energy source amplitude. Further, the GW
source distribution is assumed to be isotropic, i.e., the same amount of momentum
flux is launched in all directions used (usually 4 or 8, depending on implementa-
tion). In addition, assumptions are made about the spectral shape of the GW source
spectrum. This very simplified treatment of GWs in GCMs is widely used. There-
fore it makes sense to optimize the launch parameters of such a simplified global
GW source distribution by comparison with observations. In particular, results of
this kind can then be implemented in existing GWD schemes.

This is why Ern et al. [2006] (GW-CODE/FZJ) tried to constrain the launch pa-
rameters of the WM01 GWD scheme by comparison with the two one-week average
global distributions of CRISTA GW momentum fluxes [see also Ern et al., 2004].
The criteria were to obtain good agreement between observed and modeled GW
momentum flux, both for the horizontal global structures, as well as for absolute
values. For this comparison of modeled and observed GW momentum flux distri-
butions it is very important that the observational filter of the satellite instrument is
applied to the modeled GW momentum flux spectrum as has been shown by Ern et
al. [2005]. The main findings by Ern et al. [2006] (GW-CODE/FZJ) are:

1. Due to wind filtering of the GW source spectrum in the upper troposphere and
lower stratosphere good agreement of modeled and observed global GW mo-
mentum flux horizontal distributions can be achieved (even for a globally con-
stant and isotropic GW source distribution) if a low GW source level is selected
(at altitudes below about 8 km).

2. The characteristic vertical wavelength where the maximum of the GW vertical
wavenumber spectrum is attained should be in the range 2–4 km at the source
level.

3. The spectral slope of the vertical wavenumber spectrum at low vertical wavenum-
bers should be about 2.

Further, it has been found that simulated GW momentum flux values are much
too strong in the summer hemisphere and are not in agreement with the observations.
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This shows that a more sophisticated approach is required in the future to provide
more realistic results.

Recent studies by Ern et al. [2011] (GW-EXCITES) indicate that poleward prop-
agation of GWs generated in the summer hemisphere subtropics is an important ef-
fect and might contribute to the poleward tilt of the mesospheric westward wind jet
in the summer hemisphere, as well as to the rather semiannual than annual varia-
tions of GW activity observed at some midlatitude measurement stations (see also
Sect. 21.3.4). Another finding by Ern et al. [2011] is a stronger than expected de-
crease of observed GW momentum fluxes in the stratosphere, suggesting higher
than expected values of GWD already in the stratosphere, in particular in the polar
night jet in the southern hemisphere. This finding is currently still not understood
and might indicate either another shortcoming of current GWD schemes or aspects
of GW propagation still not understood.

The results obtained by Ern et al. [2006] have proven to be helpful for the setup
of nonorographic GWD schemes in GCMs. For example, the observational evidence
that a low launch level is more favorable for GWD schemes confirms earlier GCM
setups [e.g., Fomichev et al., 2002; Garcia et al., 2007]. Already these setups used a
low launch level for their nonorographic GWD schemes and benefited from wind
filtering at low levels, which made sure that a more realistic global momentum
flux distribution entered the stratosphere. This approach has also been used when
a nonorographic GWD scheme was included in the European Centre for Medium-
Range Weather Forecasts (ECMWF) global weather forecasting model to provide
an improved global circulation in the stratosphere [Orr et al., 2010].

21.6 GCM Modeling with COMMA-LIM

21.6.1 Testing a State-of-the-Art GWD Scheme with Launch
Conditions Adapted from Observations

The example of Orr et al. [2010] shows that observations can help to constrain the
launch distribution of a GW parameterization. However, GW dissipation is treated
differently in different GWD schemes [e.g., McLandress and Scinocca, 2005]. For
instance, the frequently used Hines scheme tends to produce a very sharp wind
tendency peak in the region of vertical wind shear. On the other hand, the semi-
empirical Warner and McIntyre [2001] (WM01) scheme generates a smoother ver-
tical structure of the wind tendencies and deposits notable momentum already in the
stratosphere and lower mesosphere. This is more consistent with the unexpectedly
strong vertical gradients of GW momentum fluxes found in satellite observations
already in the stratosphere, especially in the southern polar night jet [Ern et al.,
2011].

Therefore, the aim of the project GW-CODE/LIM was to study the performance
of a current GWD scheme, using the forcing of observationally derived launch spec-
tra. For this purpose a spectral GWD scheme (WM01) has been implemented into
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Fig. 21.5 Zonal average distributions of GW drag of the WM01 GWD scheme implemented in
COMMA-LIM for a stable model run under July conditions using the following GWD scheme
settings: launch level at 7 km, characteristic vertical wavelength of 2.3 km at launch level, spectral
slope of 2 for the unsaturated part of the GW launch spectrum (GW-CODE/LIM)

the GCM COMMA-LIM [Fröhlich et al., 2006 (GW-CODE/LIM)] and the GW
launch spectrum has been adapted following Ern et al. [2006]. In particular, to match
the observations, it was assumed that already the GW launch spectrum is saturated
at high vertical wavenumbers. A similar study carried out before by McLandress
and Scinocca [2005] resulted in GW momentum deposition over a larger altitude
range. This is qualitatively in good agreement with the results obtained in our study
(see Fig. 21.5), but different from standard setups in GCMs showing sharper peaks
of GWD in the mesopause region. In the study by McLandress and Scinocca [2005]
agreement with the standard setups could only be achieved by using very small
launch amplitudes, not in agreement with observations. This suggests that the ver-
tical structure of momentum deposition and resulting wind tendencies merit further
investigation.

21.6.2 Differences in Wave Propagation Conditions Between Solar
Maximum and Solar Minimum

Further simulations addressed differences in the vertical propagation conditions of
GWs and planetary-scale waves for solar maximum and solar minimum conditions.
For this purpose the GCM COMMA-LIM in its original configuration (i.e., using a
Lindzen-type GWD scheme) was nudged to an NCEP data set of 11-year averaged
(1992–2002) zonal mean temperature and geopotential fields for each year of the
month to prescribe realistic atmospheric conditions below about 30 km altitude [see
also Pogoreltsev et al., 2007 (GW-CODE/LIM)]

More enhanced GW momentum flux was found in the MLT region during so-
lar maximum conditions [Jacobi et al., 2006 (GW-CODE/LIM)]. This is the case
because during solar maximum the mesospheric jets are somewhat stronger [e.g.,
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Kodera et al., 2003] and therefore propagation conditions somewhat better for GWs
propagating in opposite direction to the prevailing background wind. It should how-
ever be noted that these simulations were carried out with fixed GW source strength
and also variations of the GW sources related to the 11-year solar cycle might be
important (see also Ern et al. [2011] and Sect. 21.4.2).

Figure 21.6a shows planetary wave zonal wind amplitudes for different wave
modes simulated with the GCM COMMA-LIM during solar maximum atmospheric
background conditions. In Fig. 21.6b differences of planetary wave amplitudes be-
tween solar maximum and solar minimum for the wave modes shown in Fig. 21.6a
are given (GW-CODE/LIM). It is found that planetary wave amplitudes are some-
what higher during solar minimum conditions, however, this is only a small effect.
The finding of somewhat enhanced planetary wave amplitudes during solar mini-
mum conditions is qualitatively in good agreement with the results of a recent study
by Powell and Xu [2011], who analyzed planetary wave amplitudes in NCEP and
ERA-40 reanalysis data, as well as satellite observations.

21.7 Gravity Wave Ray Tracing

Not all aspects of GW propagation are included in standard GWD schemes. In par-
ticular, only purely vertical propagation of GWs is considered. Simulations based
on ray tracing of GWs make use of a much more general approach and do not rely
on this strong assumption. Figure 21.7 shows the result of a GW ray tracing simula-
tion for 15 July 2003. GWs were launched at 0° longitude in eight directions from
a launch altitude at 5 km. The launch locations are indicated by gray asterisks. The
propagation paths of the different GWs are indicated by the colored lines. The color
indicates the altitude that a GW has reached during its upward propagation from the
source level. This simulation shows that GWs can travel large horizontal distances
before reaching an altitude of 100 km and that the assumption of purely vertical
propagation of GWs is too simple [Preusse et al., 2009b (GW-CODE/FZJ)].

Since GW ray tracing uses a more general physical approach, this technique can
be promising for obtaining more realistic global distributions of GWs and achieve
better agreement with observations than standard GWD schemes. In a first approach
Preusse et al. [2006] (GW-CODE/FZJ) derived an empirical source distribution con-
sisting of a limited number of single wave components launched at 5 km source alti-
tude. The source amplitude of the single wave components is the same for the whole
globe, and the same distribution of waves is launched in each of the eight direc-
tions used. This means that, similar to the standard nonorographic GWD schemes,
a global homogeneous and isotropic GW source distribution is assumed. With this
approach it was possible to reproduce the global distribution of GW squared tem-
perature amplitudes observed by the SABER instrument in August 2003.

This approach has been more refined in a follow-up study by Preusse et al.
[2009b] (GW-CODE/FZJ, GRAPES). Instead of an empirical set of single wave
components, amplitudes and intermittency of wave components used for the launch
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Fig. 21.6 Sensitivity of planetary wave amplitudes to the 11-year solar cycle studied in simu-
lations with the GCM COMMA-LIM. Shown are planetary wave zonal wind amplitudes for (a)
different wave modes during solar maximum atmospheric background conditions and (b) differ-
ences of planetary wave amplitudes between solar maximum and solar minimum conditions for
the wave modes shown in (a) (GW-CODE/LIM)

distribution were now determined by a least-squares approach minimizing the
differences between simulated and observed zonal average SABER GW squared
amplitudes for the single month of July. Even though the source distribution was
adapted to only one single month of observations, it was possible to reproduce not
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Fig. 21.7 Results of a GW ray tracing simulation for 15 July 2003. GWs are launched at 5 km
altitude and 0° longitude into eight directions. Propagation paths of the single waves are indi-
cated by colored lines, the color indicates the altitude that a GW has reached during its upward
propagation. Figure 21.7 was adapted from Fig. 1 in Preusse et al. [2009b], (GW-CODE/FZJ).
Reproduced/modified from “Preusse, P., S. D. Eckermann, M. Ern, J. Oberheide, R. H. Picard, R.
G. Roble, M. Riese, J. M. Russell III, and M. G. Mlynczak, Global ray tracing simulations of the
SABER gravity wave climatology, J. Geophys. Res., 114, D08126, 2009.” Copyright [2009] Amer-
ican Geophysical Union. Reproduced/modified by permission of American Geophysical Union

only the observed distribution in this single month, but also to qualitatively repro-
duce the seasonal variations during the whole year over a large altitude range. GW
activity in particular GW source regions is however underestimated. This is the case,
for example, in the subtropics in the summer hemisphere and over regions where
mountain wave activity is observed (e.g., the Southern Andes and the Antarctic
Peninsula).

By this GW ray tracing approach it was further possible to derive values of GW
drag and to quantify effects caused by non-vertical propagation of GWs that are ne-
glected in the standard GWD schemes. Figure 21.8a shows the resulting zonal and
Fig. 21.8b meridional accelerations. It is found that horizontal refraction of GWs
into strong wind jets, an effect that is not included in standard GWD schemes, is very
important for meridional accelerations of the background wind by GWs (GRAPES).
It is also found that meridional propagation of GWs cannot be neglected. This effect
is also not included in standard GWD schemes. This finding is further illustrated in
Figs. 21.8c and 21.8d, showing the average latitudinal propagation of GWs weighted
by the momentum flux carried by a GW (Fig. 21.8c), as well as by the acceleration
exerted by a GW (Fig. 21.8d). These results show that especially poleward propa-
gation of GWs from the subtropics in the summer hemisphere toward midlatitudes
is an important effect and poleward propagation of those GWs of about 15° latitude
between about 30 and 70 km altitude is indicated (GW-CODE/FZJ). This result is
in good agreement with the global GW momentum flux distribution derived from
SABER observations [Ern et al., 2011 (GW-EXCITES)].
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Fig. 21.8 In a global GW ray tracing simulation accelerations of the background wind have been
derived. Shown are: (a) zonal, (b) meridional accelerations in m/s/day. In addition, the latitudi-
nal shift of GWs can be deduced by GW ray tracing (c, d): Average latitudinal shift of GW rays
weighted by the (c) momentum flux carried, (d) wind acceleration exerted. Figures 21.8a and
21.8b were adapted from Figs. 12a and 12b in Preusse et al. [2009b] and Figs. 21.8c and 21.8d
were adapted from Figs. 13b and 13c in Preusse et al. [2009b] (GW-CODE/FZJ, GRAPES). Re-
produced/modified from “Preusse, P., S. D. Eckermann, M. Ern, J. Oberheide, R. H. Picard, R.
G. Roble, M. Riese, J. M. Russell III, and M. G. Mlynczak, Global ray tracing simulations of the
SABER gravity wave climatology, J. Geophys. Res., 114, D08126, 2009.” Copyright [2009] Amer-
ican Geophysical Union. Reproduced/modified by permission of American Geophysical Union

This shows that many assumptions made for standard GWD schemes are too
simple and large benefits could be expected from a GWD scheme based on GW ray
tracing techniques. Therefore in the DFG project GRAPES the attempt is made to
develop a GWD scheme based on GW ray tracing techniques and to include this
scheme in the GCM HAMMONIA.

21.8 Summary

Different global and ground-based data sets of GW observations created in the
framework of the German DFG priority program CAWSES produced a number
of important scientific results and they also provide valuable constraints for GWD
schemes used in GCMs. These data sets cover time scales from seasonal, over
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biennial, up to the 11-year solar cycle. In addition, a large altitude range is cov-
ered, starting in the tropopause region and reaching up to above 100 km altitude.

Satellite observations and GW ray tracing have revealed significant weaknesses
of standard GWD schemes. There are indications that under certain conditions the
GWD influence in the stratosphere is more important than expected. In addition, it
is found that non-vertical propagation of GWs, an effect not contained in standard
GWD schemes, is important to derive realistic zonal average distributions of zonal
GWD. Distributions of meridional GWD are dominated by non-vertical propagation
of GWs and by refraction of GWs into the strong mesospheric wind jets and likely
cannot be reliably modeled by standard GWD schemes. This shows the importance
to develop new GWD schemes based on ray tracing techniques, which has already
been started in the DFG-project GRAPES.

The relevance of the results obtained in the different projects summarized here
is reflected by the facts that constraints of nonorographic GWD schemes derived in
the project GW-CODE are now used in many GCMs and even in the ECMWF op-
erational weather forecasting model. Global distributions of GW momentum fluxes
derived in the project GW-EXCITES are currently being used in the Stratospheric
Processes And their Role in Climate (SPARC) gravity wave initiative and in an inter-
national gravity wave project organized by the International Space Science Institute
(ISSI)/Bern to further improve GWD schemes in GCMs and to validate high hori-
zontal resolution GCMs that explicitly resolve parts of the global GW distribution.
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Chapter 22
Atmospheric Coupling by Gravity Waves:
Climatology of Gravity Wave Activity,
Mesospheric Turbulence and Their Relations
to Solar Activity

Werner Singer, Peter Hoffmann, G. Kishore Kumar, Nicholas J. Mitchell,
and Vivien Matthias

Abstract Gravity waves (GW) are important for the coupling between the different
regions of the middle atmosphere. They are normally generated in the troposphere,
are filtered by the wind field in the stratosphere and lower mesosphere and dissipate
at least partly in upper mesosphere and lower thermosphere (MLT). The activity of
gravity waves, their filtering by the mean circulation, and the variation of GW activ-
ity with solar activity have been studied using long-term wind measurements with
Medium Frequency (MF) radars and meteor radars at high and middle northern lat-
itudes. The GW activity is characterized by a semi-annual variation with a stronger
maximum in winter and a weaker in summer consistent with the selective filtering
of westward and eastward propagating GWs by the mean zonal wind. The latitu-
dinal variation of GW activity shows the largest values in summer at mid-latitudes
between 65 km and 85 km accompanied with an upward shift of the height of wind
reversal towards the pole. Long-term observations of the MLT winds at mid lati-
tudes indicate a stable increase of westward directed winds below about 85 km and
an increase of eastward directed winds above 85 km especially during summer. The
observed long-term trend of zonal wind at about 75 km goes along with an enhanced
activity of GWs with periods of 3 to 6 hours at altitudes between 80 km and 88 km.
In addition, the mesosphere responds to severe solar proton events (SPE) with in-
creased eastward directed winds above about 85 km. The vertical coupling from the
troposphere up to the lower thermosphere due to gravity waves and planetary waves
is discussed for major sudden stratospheric warmings (SSW) for the winters 2006
and 2009.
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22.1 Introduction

During recent years the middle atmosphere (10 to 110 km) has been recognized as
an essential part of the climate system. The natural internal variability of the cli-
mate and its sensitivity to perturbations can only be understood when the middle
atmosphere is taken into account. The mesosphere (50 to 100 km) is of particular
importance because both short-term and long-term variations exceed those in the
troposphere (0–10 km) by an order of magnitude. To understand the general struc-
ture and dynamics of the atmosphere and its variability it is important to know the
coupling between different atmospheric regions from the troposphere up to the ther-
mosphere. Often changes caused by solar or non-solar sources are observed at height
regions which could be different from the origin of this effect. Important coupling
processes are radiative exchanges, transport of chemically active minor constituents
and dynamical processes. The dynamical coupling mainly includes forcing of differ-
ent atmospheric waves (GW, tides, and planetary waves), their propagation through
the atmosphere, the interaction between different waves and their impact upon the
mean circulation. The dynamical coupling is considered to be the most important
aspect of atmospheric coupling. Here especially the gravity waves play an essential
role.

Starting with the basic study of Hines [1960], many experimental and theoretical
investigations have been carried out concerning different aspects of GW sources,
propagation, interaction with other waves and the mean circulation, and their dis-
sipation and the creation of turbulence. Excellent reviews of the most important
results have been given by Fritts [1984] and Fritts and Alexander [2003]. As most
important GW sources have been detected: topographic generation [e.g., Nastrom
and Fritts, 1992], convection events [mainly in the tropics, e.g., Vincent and Alexan-
der, 2000], frontal systems and jet streams [Fritts and Nastrom, 1992]. A survey on
the characteristics and influences arising from various GW sources was given by
Fritts et al. [2006]. The propagation of GW is mainly controlled by the atmospheric
wind field. For the normal case of tropospheric sources the GW spectrum in the
mesopause region depends markedly on the filtering effect of the wind field in the
strato- and mesosphere [Lindzen, 1981] due to reflection and absorption of GW at
critical levels. Therefore, the observed GW signatures observed in the MLT region
contain information about their sources and also about the wind field between the
source and the observing region.

The chapter is organized as follows: In Sect. 22.2 our data base and methods are
described. Long-term variations of winds and GWs are presented in Sect. 22.3. Our
results of vertical coupling processes during SSWs are a summarized in Sect. 22.4,
whereas Sect. 22.5 presents the responses of the MLT wind field on SPE. Finally,
the main results are summarized in Sect. 22.6.

22.2 Experimental Techniques

Continuous measurements of winds in the mesosphere and lower thermosphere as
well as temperatures around the mesopause have been carried out with MF radars
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Table 22.1 Technical details of the MF and meteor radars at Juliusruh and Andenes
Juliusruh
55°N, 13°E

Andenes
69°N, 16°E

Radar MF Meteor MF Meteor MF Doppler

Frequency 3.18 MHz 32.55 MHz 1.98 MHz 32.55 MHz 3.17 MHz

Beam width ∼15° All-sky <60° ∼60° All-sky <60° 6.4°

Pulse length 27 µs 13 µs 27 µs 13 µs 10 µs

Sampling res. 2 km 2 km 2 km 2 km 1 km

Height range 70–94 km 80–100 km 70–94 km 80–100 km 60–94 km
Parameters winds

(FCA)
winds
(Doppler)

winds
(FCA)

winds
(Doppler)

electron density,
Doppler winds,
turbulence

Observations since 1990– 1999–2001 1998– 2001– 2003–

2007– Kiruna: 1999–

and meteor radars at Andenes (69°N, 16°E), and Juliusruh (55°N, 13°E). The basic
parameters of the radars are summarized in Table 22.1. Winds from the MF radars
at Juliusruh (3.18 MHz) and Andenes (1.98 MHz) are determined by the spaced-
antenna method [e.g., Briggs, 1984], details about these radars are given by Singer
et al. [1997], Keuer et al. [2007] and Hoffmann et al. [2011].

The all-sky meteor radars at Andenes and Juliusruh are classical meteor radars
[e.g., Hocking et al., 2001; Singer et al., 2003]. From each meteor the radial velocity
of the meteor trail due to its movement with the background wind is estimated.
The data are binned in height intervals of 3 km and time intervals of one hour to
determine horizontal winds between 82 and 98 km. Furthermore, at the peak of the
meteor layer at about 90 km (for 32.55 MHz) daily mean temperatures were derived
from the height variation of the meteor decay time in combination with an empirical
model of the mean temperature gradient at the peak altitude [for details see Singer
et al., 2004; Hocking et al., 2004].

The acquired time series from the MF and meteor radars with lengths up to
20 years allow studies of possible trends and solar cycle variations of the wind field
in the MLT region. Prevailing winds as well as diurnal and semidiurnal tides are ob-
tained from harmonic analysis of a sliding 4-day composite of hourly winds for each
radar [e.g. Singer et al., 2005]. If available, we combine the winds obtained by the
MF radars from 70–82 km and meteor radars from 82–95 km to get reliable winds
over an extended altitude range from 70–95 km at Andenes and Juliusruh [see also
Hoffmann et al., 2007, 2010]. The advantages of this method are obvious when com-
paring both panels in Fig. 22.1, showing an excellent agreement between both data
sets at 82–84 km, but also indicating differences at altitudes above 85 km where the
MF radar winds tend to be smaller than those recorded by the meteor radars. This
is in agreement with earlier works showing MF radar winds above about 85 km
were weak compared with winds measured by the UARS satellite [e.g. Burrage et
al., 1996]. Monthly medians of prevailing winds and tides are used for time series
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Fig. 22.1 Mean zonal winds observed at Juliusruh in 2009. Left panel: MF radar winds
(70–95 km); Right panel: combined MF radar (70–82 km) and meteor radar (82–95 km) winds

analysis, as medians are outlier-resistant [e.g. Weatherhead et al., 1998]. Ground-
based and satellite observations of tidal signatures in the MLT region during the
CAWSES tidal campaigns showed that satellite and ground-based tidal characteris-
tics are in good agreement and it could be proved for the first time that both types
of observations are consistent with each other [e.g., Ward et al., 2010].

Additional parameters, e.g. turbulence and electron density used in Sects. 22.4
and 22.5, were derived with the narrow beam Saura MF Doppler radar [Latteck et
al., 2005; Singer et al., 2008, 2011].

22.3 Climatology of Winds and Gravity Wave Activity

22.3.1 Trends and Solar Cycle Variation of Mean Winds

Ten years of meteor wind observations at Andenes cover nearly a complete solar
cycle. The data base could be extended to a full solar cycle adding the meteor radar
observations from Kiruna, Sweden [Mitchell et al., 2002] for the period August 1999
to August 2001. Both systems (270 km apart) use identical radar technology and a
comparison of the wind measurements demonstrated that both sites give representa-
tive information about the MLT dynamics over northern Scandinavia [Pancheva et
al., 2007]. The extended data set has been used to get an initial estimate of possi-
ble trends and solar activity variations of the MLT wind field although longer time
series would be preferable for a reliable separation of solar activity influence and
trend. The seasonal variation of the zonal mean wind for the period 1999 to 2010 is
dominated by the persistent feature of a strong westward directed jet below about
88 km and an eastward directed jet above that altitude in summer (Fig. 22.2).

The wind field is subject to strong variability in winter due to planetary waves
and associated sudden stratospheric warmings (see also Sect. 22.4). A solar activity
related wind variation is obvious for altitudes above 90 km in summer with larger
winds at high solar activity. The seasonal variation of zonal wind at 88 km is shown



22 Gravity Waves and Turbulence 413

Fig. 22.2 Height-time cross section of zonal winds derived from Meteor radar measurements at
Andenes and Kiruna between August 1999 and December 2010

Fig. 22.3 (a) Seasonal variation of zonal winds at Andenes (69°N, full lines) for 2003 (enhanced
solar activity) and 2007 (low solar activity) and at Juliusruh (55°N, dashed lines) for 2000 (solar
maximum) and 2008 (solar minimum) at 88 km. Mean zonal wind from 10-day composite analyses
are depicted. (b) Variation of the solar Lyman α radiation (units: 1011 ph. cm−2 s−1) between 1999
and 2010 basing on monthly mean values

for a year of enhanced solar activity (2003) and a year of low solar activity (2008)
in Fig. 22.3a. Enhanced eastward winds are evident in summer 2003 (June, July,
August) compared to summer at low solar activity whereas no clear signatures can
be seen in winter. The solar activity varied during cycle 23 by a factor 1.7 between
solar maximum and minimum as shown by the Lyman α radiation in Fig. 22.3b.
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Fig. 22.4 (a) Height variation of the partial regression coefficients b and c (see Eq. (22.1)) be-
tween zonal wind at Andenes and solar activity (left panel) and the trend of zonal wind at Andenes
(right panel) for summer (July, August). The significance level is marked by full dots, nonsignifi-
cant coefficients are marked by crosses. (b) Dependence of detrended zonal wind values on solar
activity at altitudes between 82 km and 94 km. The significance level ≥95 % is characterized by
red full lines, nonsignificant levels by red dashed lines. In addition, the regression coefficients b
(corresponding to Fig. 22.4a) are added

Solar activity variations and trends of the MLT wind field are studied using ro-
bust regression [e.g. Holland and Welsch, 1977; MATLAB, 2011]. The robust fitting
method is less sensitive than ordinary least squares to large changes in small parts
of the data. The influence of the solar activity on the wind field and trends in the
wind field are analyzed using the following twofold regression equation

u = a + b ×Lyα + c × year. (22.1)

Regression analyses have been done separately for the zonal and meridional
mean winds as well as for the tidal components at heights between 82 km and
98 km on the basis of seasonal median values. Summer median values are estimated
from the results of harmonic analyses of 4-day composites shifted by one day cov-
ering July and August in total of 62 days. The most significant partial regression
coefficients have been obtained for the zonal mean wind and summer conditions.
The solar activity variation and a possible trend will be discussed in the follow-
ing. Significantly increasing eastward directed winds are found between 88 km and
94 km with positive wind changes in the order of 4 to 5 m/s per Lyman α flux unit
(Fig. 22.4a).

This value is in good agreement with the wind variations of about 5 to 10 m/s pre-
sented in Fig. 22.3a for summer 2003/2007 if we consider the corresponding solar
activity variation by a factor of 1.3. The wind changes as a function of Lyman α flux
are presented in Fig. 22.4b. A significant but small negative trend in zonal wind has
been found only at 82 km with values around −1 m/s per year. This value agrees
well with the results obtained at mid-latitudes from MF radar wind measurements
at 3.18 MHz [Fig. 14 in Keuer et al., 2007]. Increasing eastward directed winds
with increasing solar activity are found at high latitudes between 88 km and 94 km
in comparison with decreasing eastward directed winds at mid-latitudes at 90 km
and below [Fig. 7 in Keuer et al., 2007]. This difference is possibly related to the
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Fig. 22.5 Mean seasonal variations of GW kinetic energy derived from wind variances periods
3–9 hours from MF and meteor radar observations at Andenes (69°N) and Juliusruh (55°N) during
2008. Adopted in a modified form from Hoffmann et al. [2010]

different measurement techniques, as MF radars estimate smaller wind magnitudes
above about 86 km–90 km compared to other techniques. Similar results are known
from other investigations [for details see also Hocking and Thayaparan, 1997; Man-
son et al., 2004; Jacobi et al., 2009; Engler et al., 2008]. Meteor radar observations
at Juliusruh during solar maximum (2000) and solar minimum (2008) showed a
smaller increase of zonal winds with solar activity compared to the high-latitudes
but the magnitudes at mid-latitudes are greater by a factor of about two (Fig. 22.3a).
Nonsignificant solar activity variations and trends were found in the MF radar winds
at 1.98 MHz at Andenes which are possibly related to the general weaker winds at
high-latitudes and additionally influenced by the reduced MF radar winds above
84 km compared to other methods.

22.3.2 Annual and Latitudinal Variations of Gravity Waves

Continuous observations of mesospheric MF and Meteor radar winds allow the in-
vestigation of GW, first shown by Manson and Meek [1986]. In the following we
use the kinetic energy derived by the sum of zonal and meridional wind variances
divided by two as a measure of the GW activity. First, mean winds and tidal vari-
ations averaged over 7 days are removed from the hourly wind values to reduce
the effects of background winds and tidal amplitudes on the GW activity. Then the
variances for defined period bands are derived by wavelet transforms applying the
Morlet mother wavelet of the 6-th order [for details see Torrence and Compo, 1998;
Serafimovich et al., 2005]. A detailed description of the method applied to the data
of one particular year is given in Hoffmann et al. [2010]. As an example, Fig. 22.5
shows the seasonal variation of the GW activity during 2008, as evaluated using the
combined MF and meteor radar winds at Andenes and Juliusruh.

At both latitudes, the observations show a semi-annual variation with strongest
GW energy during winter and a secondary maximum during summer. Minima of the
GW activity appeared during the equinoxes at altitudes of about 90 km [Hoffmann et
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al., 2010]. This semi-annual variation has been also found by the simulated annual
cycle using the GW resolving version of the mechanistic general circulation model
KMCM [for details of the model see Becker, 2009], and can be explained with the
selective filtering of westward and eastward GWs by the mean zonal wind in the
stratosphere and lower mesosphere following arguments of Lindzen [1981]. The
latitudinal dependence during summer [for more details see Hoffmann et al., 2010,
and Fig. 13 therein] is characterized by stronger GW energy below about 85 km at
middle latitudes compared to at polar latitudes, and a corresponding upward shift
of the wind reversal towards the pole. This is also reflected by the simulated GW
drag. A possible explanation is the reduced westward flow in the polar summer
stratosphere and lower mesosphere relative to middle latitudes, which results in a
reduced filtering of westward propagating GWs and a stronger damping of eastward
propagating waves.

22.3.3 Trends of Gravity Wave Activity

The seasonal variation of the GW activity as investigated in detail in [Hoffmann
et al. [2010] is based on radar data from one particular year and simulations with
the KMCM. However, using all data derived from observations with the MF radar in
Juliusruh from 1990–2010, the averaged annual cycle of GW activity [see Hoffmann
et al., 2011, and Fig. 1b therein] confirms the semiannual variation with minima dur-
ing the equinoxes, maxima during winter and slightly weaker during July/August.
As mentioned above, the variability of the GW activity is generally assumed to be
determined by the filtering due to the background winds in the stratosphere and
lower mesosphere. Therefore, in Hoffmann et al. [2011] we investigated the follow-
ing hypothesis: If there are trends in the background winds as e.g. shown by Keuer
et al. [2007] using the Juliusruh-MF radar winds from 1990–2005, then these trends
are considered to be responsible for long-term variations of gravity waves due to the
filtering effect.

At first, we extended the trend analysis to the years 1990–2010. We found, as
shown in Fig. 22.6a, stable negative trends of the zonal winds during summer, i.e.,
an enhancement of the westward directed summer jet, which dominates the seasonal
variation during all years (see also Fig. 22.1). Using monthly mean values for July
we found that the observed zonal wind trend at about 75 km goes along with an
enhanced activity of GW with periods between 3–6 hours at altitudes above 80 km
(Fig. 22.6b).

Indeed, also the year-to-year variation of maxima of the observed westward di-
rected winds at altitudes near 75 km and the GW activity at about 80 km are signif-
icantly correlated (Fig. 22.6c) thus stimulating the further study of long-term wind
changes and corresponding GW trends.
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Fig. 22.6 (a) Mean height-time cross section of the trend in the zonal wind at Juliusruh from
1990–2010. (b) Trend of kinetic energy of GW (3–6 h) at Juliusruh at 80, 84 and 88 km for July.
(c) Variation of GW—activity (kinetic energy, red line) at 80 km and westward directed jet strength
(∼75 km, blue line) during July at 55°N from 1998–2010 (no data during July 2000). Modified
version of Figs. 2, 4, and 5 in Hoffmann et al. [2011]

22.4 Vertical Coupling During Sudden Stratospheric Warmings

22.4.1 Sudden Stratospheric Warmings in Winters 2006 and 2009

Continuous MF and meteor radar observations have been used for detailed studies
of winds and temperatures in the upper mesosphere and lower thermosphere to un-
derstand the strong variability in winter 2006/07 due to enhanced planetary wave ac-
tivity and related stratospheric warming events [Hoffmann et al., 2007]. Such events
are considered as an exceptionally striking vertical coupling process between lower,
middle and upper atmosphere. It has been shown, that the strength of the observed
zonal wind reversal in the mesosphere during SSW is decreasing with latitude. There
are only weak longitudinal variations of zonal winds and temperatures at mesopause
heights during major warmings but stronger longitudinal variations of meridional
winds, as confirmed by comparisons to similar observations at Resolute Bay (75°N,
95°W) and Poker Flat (65°N, 147°W). The results during winter 1998/1999 and
2006/07 indicate the occurrence of a planetary wave 1 structure in the mesosphere.
The short term reversals of the mesospheric winds during SSWs are followed by
periods of intensified westerly winds connected with enhanced turbulent energy dis-
sipation rates below 85 km, as estimated with the narrow beam Saura MF radar, and
an increase of the gravity wave activity in the altitude range 70–85 km [more de-
tails about the winter 2006/2007 are given by Hoffmann et al., 2007]. The seasonal
variation of the gravity wave activity derived from the horizontal wind variability
for periods between 3–9 hours and the turbulent energy dissipation rates in 2006 are
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Fig. 22.7 Seasonal variation of horizontal wind variability for periods 3–9 hours (left panel) and
seasonal variation of turbulent kinetic energy dissipation rate (right panel) over Andenes in 2006

shown in Fig. 22.7. Enhanced turbulent energy dissipation rates in February and in
December go along with enhanced GW activity indicating that enhanced turbulence
at that time is related to GW dissipation. In addition, the seasonal evolution and
turbulence strength observed by the Saura MF radar is in general agreement with
in situ measurements at Andenes [Lübken, 1997]. In February, the enhanced gravity
wave activity and the intensified westerly winds are associated also with a period of
reduced planetary wave 1 activity in the stratosphere [Hoffmann et al., 2007].

22.4.2 Major Stratospheric Warming 2009—Downwelling of NO

The major stratospheric warming in January 2009 is accompanied by a jump of
the stratopause and its reformation at about 80 km in the first days of February as
shown in (Fig. 22.8) by zonal averaged temperatures (0°E–30°E) over Andenes from
the Microwave Limb Sounder (MLS) instrument on the NASA-EOS Aura satellite
[Livesey et al., 2007].

The stratopause returns to its normal level over a period of about six weeks. The
observed cooling of the lower mesosphere is associated with forced propagation of
eastward gravity waves during the enhanced zonal wind after wind reversal (see also
Fig. 22.10). The major stratospheric warmings in winters 2004 and 2006 showed a
similar behavior comparable to the descent of the stratopause in February 2009.
Also von Zahn et al. [1998] observed a descent of an elevated stratopause by about
30 km in January/February 1998 with lidar observations at Andenes.

The descent of the stratopause to its normal level brings down minor constituents
in the winter middle atmosphere which are present in the upper mesosphere/lower
thermosphere. One important trace species of the lower thermosphere is nitric oxide
NO which has a long life time in absence of sun light during the polar night. NO
will be immediately ionized by solar UV at solar zenith distances less than about
98° under production of free electrons. The downwelling of nitric oxide has been
studied using electron density as proxy measured with the Saura MF radar [Singer
et al., 2011] as local ionization of nitric oxide by precipitating energetic particles
should not happen under solar minimum conditions. Time series of electron density
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Fig. 22.8 MLS temperatures over Andenes (69°N, 16°E) around the major stratospheric warming
in January 2009, a zonal average for the longitudes between 0°E and 30°E is shown. The strato-
spheric warming is accompanied by a jump of the stratopause and its reformation at about 80 km

Fig. 22.9 Height-time cross-section of electron densities over Andenes at constant solar zenith
angles (sza) 86° and 104° in February/March 2009 during the reformation phase of the stratopause
after the stratospheric warming. The electron densities under sunlit conditions (sza = 86°) are de-
scending with a rate of about 300 m/day whereas nearly constant electron densities are observed
during night (sza = 104°) as indicated by dashed lines. The crosses mark geomagnetically dis-
turbed periods with possibly direct production of NOX by energetic particles (for details see text)

at constant solar zenith angles of 86° (sunlit conditions) and 104° (absence of sun
light) were analyzed over periods of three days and six days, respectively due to the
high background noise during polar night. Hight-time cross-sections of the observed
electron densities for the period February 6 to March 17 are depicted in Fig. 22.9.

Under sunlit conditions (right panel) a descent of the electron peak density was
found with a mean descent rate of about 300 m/day. During polar night a more or
less constant height of peak electron density was estimated (Fig. 22.9, left panel). In
both cases excursions are observed which are marked by crosses which are possibly
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Fig. 22.10 Mesospheric
electron density at 73 km
during local noon, global
geomagnetic activity Ap and
3-hourly K-index from
Tromsø, mean zonal wind at
85 km prior, during, and after
the stratospheric warming
event, mesopause
temperatures from MLS
measurements and meteor
decay times, and peak height
of the meteor layer for the
period January to March
2009. The red circles indicate
minor geomagnetic storms

related to the direct ionization of nitric oxide by precipitating energetic particles
from aurora or from the radiation belts. The variation of the global geomagnetic
index Ap (Fig. 22.10) and the variation of the 3-hourly K index with values equal
or greater five indicates the occurrence of minor geomagnetic storms on February
4 and 14/15 and on March 4 and 13/14 in agreement with the observed electron
density excursions.

The descent rate of day-time electron density of ∼300 m/day is not so differ-
ent from the NOX descent rate of about 700 m/day obtained by Salmi et al. [2011]
from a chemistry transport model (3-D FinRose) in connection with ACE-FTS (At-
mospheric Chemistry Experiment Fourier Transform Spectrometer) observations in
February/March 2009. WACCM simulations by Smith et al. [2011] showed that the
wave driven mean circulation is the dominating transport process bring down trace
species in the winter middle atmosphere. The downwelling phase in February is
accompanied with a cooling and shrinking of the middle atmosphere which is also
reflected by a lowering of the peak height of the meteor layer during that time as the
meteoroids descending on the upper atmosphere with the same entry velocities burn
up at the same pressure level (lowest panel of Fig. 22.10). In addition, the neutral
temperatures derived from meteor decay times at the peak height of the meteor layer
agree well with the temperatures from MLS measurements at 86 km in magnitude
and temporal evolution.

22.5 Mesospheric Response on Solar Activity Storms

During solar proton events (SPE) large fluxes of energetic protons impacted the
mesosphere and stratosphere causing ionization, dissociation, and excitation. Dras-
tic changes of the ionospheric plasma with excessive ionization enhancements down



22 Gravity Waves and Turbulence 421

Fig. 22.11 Solar proton events in October/November 2003: solar proton fluxes with energies
40–80 MeV from GOES 10 observations and variation of the peak height of the meteor layer, geo-
magnetic activity expressed by the 3-hourly K-index from Tromso indicating severe geomagnetic
storms (K = 9) after October 28, and ionospheric radio wave absorption of the imaging riometer
at Kilpisjärvi (beam 25 sampled the ionosphere over Andenes)

to altitudes of 60 km are well known against it measurements of dynamical and
structural changes during these perturbations are rare. The MF radar and meteor
radar observations at Andenes (69°N) and Juliusruh (55°N) have been used to study
the influence of the strongest four SPEs on the MLT dynamics occurring during the
last decade. These SPE events appeared in July 2000 (24000 pfu), October 2003
(29500 pfu), January 2005 (5040 pfu), and December 2006 (1980 pfu), the val-
ues in brackets characterize the strength of the event through the proton flux with
energies greater than 10 MeV: 1 pfu = 1 protons/cm2 s−1 sr. Special emphasis is
given to the observations during the strongest SPE in October 2003 as Jackman et
al. [2007] used the Thermosphere Ionosphere Mesosphere Electrodynamic General
Circulation Model (TIME-GCM) to study the mesospheric changes induced by the
October 2003 event.

The interactions of protons with air molecules and trace species resulted in the
production of odd hydrogen and odd nitrogen. The enhancements of these con-
stituents lead to a destruction of ozone via catalytic cycles resulting in a cooling
of the lower mesosphere below about 80 km due to reduced ozone heating. A weak
temperature increase was found above 80 km peaking around 95 km. The Joule heat-
ing rates were much less than the solar/chemical heating rates. Temperature changes
up to ±2.6 K and wind changes up to 20–25 % were obtained whereas the largest
response was located in the sunlit southern hemisphere.

MF and meteor radar winds cover the height range between 70 and 94 km dur-
ing the October 2003 SPE on the northern winter hemisphere. The proton event
started on October 28 and reached its maximum on October 29, the geomagnetic
field over northern Scandinavia was severely disturbed from October 29 onward
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Fig. 22.12 MF/meteor radar observations during the SPEs in October/November 2003: (a) mean
meridional winds, (b) mean zonal winds, (c) variances of horizontal wind disturbances for periods
3–9 hours

causing additional ionization due to precipitation energetic particles from the radia-
tion belts indicated by the excessive riometer absorption over Andenes (Fig. 22.11).
In addition, the peak altitude of the meteor layer was decreasing during the SPE by
up to about 1 km indicating a cooling and shrinking of the lower mesosphere below.
At the maximum of the event on October 29 (day 302) and a few days later a re-
versal of the meridional winds from equatorwards to polewards was observed above
82 km and the opposite situation below that altitude. At same time the zonal winds
are increasing above about 80 km and below 78 km (Fig. 22.12).

The increase of eastward directed winds is associated with enhanced GW activity
at these altitudes and above as eastward propagating GWs can dissipate at lower
altitudes (Fig. 22.12c).

An increase of the eastward directed zonal mean winds has been observed above
85 km for all SPEs studied here (Fig. 22.13). Below 85 km a positive zonal wind
response was found only in winter whereas no significant differences (less than
2–5 m/s) between undisturbed and disturbed wind fields appeared in summer and
autumn. Becker and von Savigny [2010] studied the mesospheric response on an
SPE during summer using a mechanistic general circulation model. They found
that the temporary ozone reduction during an SPE results in an positive zonal wind
response between 70 km and about 95 km in the order of 2–8 m/s what is in general
agreement with our observations during the July 2000 event.
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Fig. 22.13 Zonal mean winds (m/s) before the solar proton events (blue lines) and at the maximum
phase (red lines) of the events in July 2000, October 2003, January 2005, and December 2006.
Meteor radar observations at Andenes/Kiruna (full lines) and Juliusruh (dashed-dotted lines) as
well as MF radar (dashed lines) observations are depicted (the figures indicate the corresponding
days, note the different scales for summer and winter)

22.6 Summary

Long-term wind measurements by MF and meteor radars at high and middle lati-
tudes from 1990 to 2011 provide reliable data to study trends and apparent solar ac-
tivity related variations of the wind field between about 70 km and 95 km during the
measurement period. Significant trends with time and with solar activity are found
for the zonal wind preferred in summer. At mid-latitudes a negative zonal wind re-
sponse (decreasing strength of eastward winds) with time was found below about
82 km from MF radar observations whereas at high latitudes a negative zonal wind
response was determined in a height of 82 km from meteor radar observations in the
same order of about −1 m/s per year. A significant variation with solar activity was
observed at high latitudes in summer (July and August of the years 2000 to 2011)
at altitudes above 85 km with a positive zonal wind response (increasing strength of
eastward winds) in the order of 4 to 5 m/s per Lyman α flux unit. That is a first indi-
cation of an apparent solar activity induced wind variation but longer time series are
required to verify the finding. Keuer et al. [2007] obtained from MF radar measure-
ments at mid-latitudes for summer (April to September, 1990 to 2005) a negative
zonal wind response in the order of about 5 m/s per Lyman α flux unit for altitudes
below 90 km. In addition, a general positive zonal wind response was found dur-
ing the strongest solar proton events occurred between 2000 and 2006 for altitudes
above 85 km. No significant changes between disturbed and undisturbed conditions
have been seen below 85 km. The strong response of the upper mesosphere on se-
vere solar activity storms during all seasons indicates that also high levels of solar
UV radiation can possibly induce changes of the wind field above 85 km as found at
high latitudes for the period 2000 to 2011. A possible mechanism effecting the wind
field at altitudes below 85 km can be related to the influence of the global warm-
ing effect on the mesospheric circulation. Changes of the zonal wind field obtained
with the Hamburg Model of the Neutral and Ionized Atmosphere (HAMMONIA)
for doubling the CO2 content show qualitatively the same behavior of a decreasing
strength of eastward winds below 83 km in summer and increasing eastward winds
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above 83 km [Schmidt et al., 2006]. The analysis of 12 years of observations pro-
vides some evidence of possible trends and solar activity related variations of the
mesospheric wind field but at least 10 years more observations are needed to verify
the result.

The wind measurements have been used to study the seasonal and inter-annual
variations of GW at high and middle northern latitudes. The annual cycle of the
GW activity is characterized by a semi-annual variation with a stronger maximum
in winter and a weaker in summer consistent with the selective filtering of westward
and eastward propagating GWs by the mean zonal wind. Long-term changes of
the background winds influence the activity of upward propagating GWs at mid-
latitudes. The most significant long-term trend of zonal wind at about 75 km during
July goes along with an enhanced activity of GWs with periods of 3 to 6 hours at
altitudes between 80 km and 88 km. The direct relation between the maxima of the
westward directed winds at altitudes near 75 km and the enhanced GW activity at
about 80 km shows a significant anticorrelation and stimulates further studies of
long-term wind changes and corresponding GW trends.

The mesospheric response on major sudden stratospheric warmings and on solar
proton events looks quite similar. After SSWs and SPEs in winter a general increase
of the eastward directed winds associated with mesospheric coolings and an increase
of turbulence are observed but the reasons are different. Gravity waves play an im-
portant role in the coupling during SSWs as the mesospheric coolings associated
with SSWs are intensified by improved propagation of eastward directed gravity
waves due to enlarged eastward background winds. The mesospheric coolings and
related wind changes after SPEs result from reduced ozone heating due to ozone
destruction by energetic protons.
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Chapter 23
Infra-red Radiative Cooling/Heating
of the Mesosphere and Lower Thermosphere
Due to the Small-Scale Temperature
Fluctuations Associated with Gravity Waves

Alexander A. Kutepov, Artem G. Feofilov, Alexander S. Medvedev,
Uwe Berger, Martin Kaufmann, and Adalbert W.A. Pauldrach

Abstract We address the effect of an additional infrared radiative cooling/heating
of the mesosphere and lower thermosphere (MLT) in the infrared bands of CO2,
O3 and H2O due to small-scale irregular temperature fluctuations associated with
gravity waves (GWs). These disturbances are not well resolved by present general
circulation models (GCMs), but they alter the radiative transfer and cooling rates
significantly. A statistical model of gravity wave-induced temperature variations
was applied to large-scale temperature profiles, and the corresponding direct ra-
diative calculations were performed with accounting for the breakdown of the local
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thermodynamic equilibrium (non-LTE). We show that temperature fluctuations can
cause an additional cooling of up to 4 K day−1 near the mesopause. The effect is
produced mainly by the fundamental 15 µm band of the main CO2 isotope 12C16O2
(626). A simple parametrization has been derived that computes corrections depend-
ing on the temperature fluctuations variance, which need to be added in radiative
calculations to the mean temperature and the volume mixing ratios (VMRs) of CO2
and O(3P) to account for additional cooling/heating caused by the unresolved dis-
turbances. Implementation of this scheme into the LIMA model resulted in a colder
and broader simulated summer mesopause in agreement with recent lidar measure-
ments at Spitsbergen.

23.1 Introduction

Light absorption and scattering in the atmosphere strongly depend on distributions
of temperature and radiatively active constituents. In the middle atmosphere, instan-
taneous profiles are highly irregular due to disturbances associated with small-scale
gravity waves (GWs). These waves with vertical wavelengths λz � 2πH , H being
a scale height, are dynamically extremely important in the mesosphere and lower
thermosphere (MLT). Because they are not well resolved by contemporary general
circulation models (GCMs), their effects in the atmosphere are usually accounted
for in form of GW parametrization [Fritts and Alexander, 2003, and references
therein]. The influence of these subgrid-scale GW disturbances on radiative trans-
fer and the related heating/cooling is always missing in GCMs mainly because of
the two reasons: 1) These GWs are not well resolved. If δz is the vertical grid step,
then 2δz-harmonics are not reproduced, 3 to 4δz-waves are resolved poorly because
of the numerical and physical diffusion at small scales, and only harmonics with
λz ≥ 5δz can be considered as resolved by GCMs; 2) Parametrization of radiative
heating and cooling normally perform calculations at grids even sparser than the
model resolution, followed by an interpolation onto the model grid.

In this study we estimate the effect of the subgrid temperature fluctuations T ′
on the infrared radiative cooling/heating of the MLT. Section 23.2 describes the
model of GW induced temperature and volume mixing ratio fluctuations. Infra-red
radiative cooling/heating of the MLT and its calculation are described in Sect. 23.3.
Section 23.4 discusses the computational approach and inputs used in this study. The
additional CO2 cooling/heating caused by the subgrid GW-induced T ′ as well as its
parametrization are discussed in Sect. 23.5 and Sect. 23.6, respectively. In Sect. 23.7
the effects of subgrid GWs on the O3 and H2O cooling and their parameterizations
are presented. The accounting for the subgrid GW CO2 cooling in the LIMA model
and its impact on calculated temperatures are discussed in Sect. 23.8 The Conclusion
summarizes results and provides recommendations for implementation of obtained
parameterizations in GCMs.
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23.2 Stochastic Model of Gravity Waves

Temperature fluctuations associated with GWs are highly variable and irregular. In
many observational studies their properties are usually summarized in the form of
averaged spectra [Fritts and Alexander, 2003]. Here we applied a simplified model
described below which randomly generates individual temperature profiles reminis-
cent of instantaneous measurements during periods of strong GW activity, whose
statistical properties agree with observed GW spectra. Since individual profiles can-
not be reconstructed from observed spectra, the model required additional plausible
assumptions.

A vertical temperature distribution created by GW can be represented as a sum
of individual harmonics:

T ′(z) =
∑

k

Tk(z) =
∑

k

T̂k(z0) exp

(
i

∫ z

z0

mk

(
z′)dz′ + φk

)
, (23.1)

where T̂k(z0) is the amplitude of the k-th harmonic at the source level z0, mk(z) =
m

(R)
k + im

(I)
k is its complex vertical wavenumber, φk is the phase. This yields for

each k

dTk/dz = imkTk. (23.2)

If Tk(z0), mk(z0), and φk are known at the source level, (23.2) can be integrated
vertically for each harmonic k to obtain the profile T ′(z). Real parts of the vertical
wavenumbers m(R)

k for GW harmonics are, generally, functions of z as they depend
on the refractive properties of the atmosphere determined by the background wind
and temperature. However, Tk(z) is not an individual plane wave, but rather a sum
of GW harmonics with different phase velocities traveling at different angles to the
mean wind. Here we assume no vertical dependence for m

(R)
k since there exists

no rigorous requirement for the opposite in the given formulation. This also helps
to make the calculations tractable. The imaginary part of the vertical wavenum-
ber, m(I)

k , should include the effects of the amplification due to the air density de-
crease, damping by the molecular viscosity, and the effect of amplitude saturation
which limits the instantaneous temperature gradients by the value of the adiabatic
lapse rate, i.e., T̄z + T ′

z ≥ −gc−1
p , cp being the specific heat capacity, g is the accel-

eration of gravity. The first two effects enter (23.2) in the form [see e.g., Vadas and
Fritts, 2005]

m
(I)
k = −1/2H(z)+μm

(R)3
k /(ρω), (23.3)

where H is the scale height; μ = 0.017 gm−1 s−1 is the molecular viscosity, ρ is
the density, and ω is the assumed frequency of the harmonic. In our calculations, ω
served as a tuning parameter to ensure that all wave disturbances dissipate above the
turbopause. A “convective adjustment scheme” turns on to modify the temperature
T ′(z) when the net vertical gradient of the potential temperature becomes negative.

We use the canonical “modified DeSaubies” vertical wavenumber spectrum to
prescribe the wave field at the source level z0 = 15 km: S(m/m∗) = A0(m/m∗)s ×
[1+ (m/m∗)s+3]−1, where S is the wave spectral density, and the values for the fol-
lowing parameters were borrowed from [Medvedev and Klaassen, 2000]: s = 0 or 1,
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m∗ = 0.006 m−1, A0 = 10 to 100. The algorithm of the temperature profile gener-
ation is as follows. First, several vertical wavenumbers 2πλ−1

max ≤ m
(R)
k ≤ 2πλ−1

min
and the corresponding phases φk are randomly generated, where λmax and λmin are
the longest and shortest vertical wavelengths, respectively. The amplitudes of the
harmonics are assigned according to the DeSaubies spectrum. Then, (23.2) is inte-
grated upward to produce an individual profile T ′(z). There is ample evidence [e.g.,
Fritts and Alexander, 2003, Sect. 4.3] that GW spectra in the atmosphere are com-
posed of only a few harmonics rather than represent a broad mix of waves. Sica and
Russell [1999] argued that, in observations, the spectra most often are dominated by
1 to 3 waves. We use 2 GW harmonics in our simulations.

The following parameters have been used in the calculations presented below:
the vertical grid step �z = 300 m, A0 = 40, s = 0, λmax = 11 km, λmin = 2.5 km.
As there is no data on the frequency of occurrence of waves with different vertical
wavenumbers in observations, we assumed the same probability for harmonics with
all wavelengths.

Kutepov et al. [2007] applied the model described above in this section for inves-
tigating the additional CO2, O3 and H2O coolings of the MLT due to the small-scale
T ′ alone. In addition to [Kutepov et al., 2007], we took here into account the effect
of GW induced vertical motions of O(3P) and CO2. The lifetime of these species is
rather long in comparison to the typical period of GWs so that these species can be
considered as conservative tracers. Their vertical displacement due to GWs is cal-
culated adiabatically from GW induced temperature fluctuations weighted by static
stability [Smith et al., 2010]

c′
M = εMT ′, εM = dcM

dz

/(dT

dz
+ RT

cpH

)
, (23.4)

where M = CO2, O(3P), cM and T are the mean VMR and temperature profiles,
respectively, R is the gas constant, and H is the density scale height.

23.3 Infra-red Radiative Cooling/Heating of MLT

The radiative cooling of the MLT, both at day and night, is affected mainly by the
vibration-rotational bands of CO2 around 15 µm. The 9.6 µm O3 band is next in im-
portance contributing up to 25 % of the total cooling at and around the stratopause.
The water vapor cooling (dominated by the H2O rotational band) plays a tertiary
role contributing about 5–7 % of the total IR cooling of the MLT. At daytime, the
infra-red heating of MLT is caused mostly by the CO2 absorption of the Solar radi-
ation in the near infrared spectral region of 1–4.3 µm.

The radiative cooling/heating of the atmosphere h is described by the radiative
flux divergence taken with the minus sign. Integrating the radiative transfer equation
over the total solid angle Ω and frequency ν, one obtains

h = −
∫

dΩ

∫
dν

dIΩν

ds
= χ(J − S), (23.5)
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where dIΩν is the change of radiative intensity IΩν when traveling a pass ds

across the medium, J = (1/4πχ)
∫
dΩ

∫
dν χ(ν)IΩν is the mean radiative inten-

sity, S = η(ν)/χ(ν) is the source function defined as a ratio of the atmospheric emis-
sivity η(ν) and opacity χ(ν), and χ = ∫

χ(ν)dν is the mean atmospheric opacity in
the spectral region under consideration. χS in (23.5) describes the radiative loss of
energy by a unit volume, and χJ describes the absorption by the same unit volume
of the radiation coming from other atmospheric layers, the upwelling radiation from
the surface, and the solar radiation.

In the lower atmosphere, inelastic molecular collisions determine the popula-
tion of molecular levels. As a result local thermodynamic equilibrium (LTE) exists,
where the populations nv of molecular vibrational levels v obey the Boltzmann law
with the local kinetic temperature T , and S in (23.5) is equal to the Planck function
Bν(T ). In the middle and upper atmosphere, the frequency of collisions is low, and
other processes which populate and depopulate molecular levels (such as an absorp-
tion and emission of the radiation in molecular bands, redistribution of excitation
between colliding molecules, chemical excitation, etc.) must be taken into account.
Under these non-LTE conditions nv deviate from the Boltzmann distribution for the
local T , and S is no longer equal to Bν(T ). Non-LTE nv are found from a set of
rate equations expressing a balance of all processes, which populate and depopulate
vibrational levels v, and the radiative transfer equation in the ro-vibrational bands.

23.4 Calculation Procedure and Inputs

We used the ALI-ARMS (for Accelerated Lambda Iteration for Atmospheric Radi-
ation and Molecular Spectra) code [Kutepov et al., 1998; Gusev and Kutepov, 2003]
for solving the non-LTE problem and calculating the radiative cooling/heating in
the CO2, O3 and H2O bands. 60 vibrational levels and 150 vibrational-rotational
bands of four CO2 isotopes were taken into account. They included a large num-
ber of weak combinational bands that absorb the near-infrared solar radiation dur-
ing day time. The set of collisionally induced vibrational-translational (V-T) and
vibrational-vibrational (V-V) energy exchange processes and rate coefficients cor-
respond to those described by Shved et al. [1998].

We examined five atmospheric models corresponding to the summer solstice in
the Northern hemisphere: at −70.0° for the subarctic winter (SAW), −40.0° for the
midlatitude winter (MLW), 0.0° for the tropics (TROP), 40.0° for the midlatitude
summer (MLS), and 70.0° for the subarctic summer (SAS). The local noons were
set for each model with the solar zenith angles equal to 93.5°, 63.5°, 23.5°, 16.5°,
and 46.5°, respectively. Temperature T , pressure p, [N2], [O2] and [O(3P)] were
taken from the MSISE-90 model [Hedin, 1991].1 The CO2 VMR corresponds to
the mean profile retrieved in the CRISTA experiments [Kaufmann et al., 2002]. It
deviates from well mixed values between 70 and 80 km, and is significantly smaller

1http://omniweb.gsfc.nasa.gov/vitmo/msis_vitmo.html.

http://omniweb.gsfc.nasa.gov/vitmo/msis_vitmo.html
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Fig. 23.1 (a) VMRs of O(3P) and CO2 used in the this study (see text); (b) the temperature
variance σT for MLW model

above these altitudes than the profile obtained from earlier rocket-borne mass spec-
trometer experiments, in which cCO2 is constant up to 90 km. For each temperature
model T (z), 1000 individual T ′(z) profiles were randomly generated as described
in Sect. 23.2. The non-LTE problem was solved and radiative cooling/heating h(z)

computed for each profile T (z) + T ′(z) and corresponding profiles cM + c′
M for

M = O(3P), CO2, where c′
M were calculated following (23.4). The mean cooling

h(z) was then obtained by averaging h(z) at each altitude z. It was compared with
the cooling hT (z) for the mean temperature and the O(3P) and CO2 VMR pro-
files.

23.5 Results and Discussion

In Fig. 23.1(a) we show the employed VMRs of O(3P) (for SAW and MLW) and
CO2 as well as (b) the temperature variance profile σT (z) = {[T ′(z)]2}1/2 (for
MLW) computed from 1000 distributions of T ′(z). Panels (a) and (b) of Fig. 23.2
show �h(z) = h(z) − hT (z) for SAW and MLW, obtained for Case 1, discussed
in detail by Kutepov et al. [2007], with only T ′ disturbances (solid green lines),
for Case 2 with both T ′ and [O(3P)]′ disturbances (solid blue lines), and for
Case 3 with T ′, [O(3P)]′ and [CO2]′ (solid red lines) accounted for. Accounting for
[O(3P)]′ increases additional cooling for SAW at 85–100 km (to about 1 K day−1 at
90 km). This increase is obviously related to the large positive gradient of the O(3P)
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Fig. 23.2 (a) �h for SAW model (a) and MLS model (b). Parameterization calculations corre-
sponds to the usage of Eqs. (23.9), see text for more details

VMR at these altitudes (see Fig. 23.1(a)). According to (23.4), it causes intensive
variations of [O(3P)]′. On the other hand, additional taking into account [CO2]′ for
this model (Case 3) leads to an opposite effect: the cooling decreases between 88
and 110 km compared to the Case 2 to ∼1.7 K day−1 at 95 km. The latter is re-
lated to the rapid fall of the CO2 VMR at these heights (Fig. 23.1(a)) that causes
significant negative gradient. Similar effects are seen for MLS (panel b): accounting
for [O(3P)]′ increases the cooling effect to about 1 K day−1 at 100 km, whereas the
additional accounting for [CO2]′ causes the warming up to about 2 K day−1 in the
layer between 100 and 105 km. In the Case 3, the total effect changes its sign at
about 100 km: the cooling reaching about 1 K day−1 at 89 km is accompanied by
the warming of up to 1 K/day at 105 km.

In Fig. 23.3, additional cooling/heating is shown for the Cases 1 and 3 for three
other temperature models, for which it was not shown in Fig. 23.2. One may see
in Fig. 23.2 and Fig. 23.3 that compared to Case 1, accounting for [O(3P)]′ and
[CO2]′ simultaneously with T ′ makes the total effect significantly more variable de-
pending on peculiarities of temperature and VMR profiles. For instance, for MLW,
SAW, TROP and SAS models the cooling is stronger (up to 0.7 K day−1 for SAW),
however, the corresponding cooling maxima are now located at the altitudes which
are few km lower than those when only variations of T ′ were taken into account.
Additionally, a weak warming appeared for all considered models at 100–108 km
reaching 0.8 K day−1 for MLS.

The observed behavior of GW-caused additional cooling/heating is clarified be-
low in the next section.
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Fig. 23.3 �h for 3 atmospheric models: solid lines—this study; dashed lines—results of Kutepov
et al. [2007]

23.6 Parametrization

Equation (6) in [Kutepov et al., 2007] defines the non-LTE radiative flux divergence
for the fundamental transition of main CO2 isotope 626, which is the main contrib-
utor to the effect discussed above, as

hT,626FB(z) = χ
C

A+C
(J −B), (23.6)

where A and C are the Einstein coefficient for the spontaneous emission in the band
and the total collisional quenching rate of the upper vibrational level, respectively;
J is the mean radiative intensity in the band, B is the Planck function for the band
center frequency ν0, and

χ =
∫

χ(ν)dν = hν0

4π
B01n0 ∼ B01nacCO2 (23.7)

is the mean atmospheric opacity in the spectral band of fundamental transition (with
neglect of the stimulated emission). In the latter equation, B01 is the Einstein absorp-
tion coefficient for the band, and n0 is the population of the CO2 vibrational ground
level. With taking into account the low degree of the CO2 vibrational excitation in
the atmosphere, it is usually assumed that n0 is approximately equal to the total CO2
density nCO2 = nacCO2 , where na is the total atmospheric density, and cCO2 is the
CO2 VMR. In (23.6) the collisional quenching rate C = kna , where k is the total
quenching rate coefficient, see (23.10) below.

Following the approach of Kutepov et al. [2007] we concentrate here on the anal-
ysis of the second term in (23.6) that describes the non-LTE emission of the volume
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unit. According to the analysis above, this term is proportional to E = cCO2CB(T ).
In this expression variations T ′ influence B(T ) as well as induce fluctuations c′

CO2

and c′
O(3P)

, which are estimated according to (23.4). Averaging E over GW-induced
fluctuations, one may obtain that

E ≈ [cCO2 +�cCO2 ][C +�C]B(T +�T ), (23.8)

where �cCO2 , �C, and �T depend on the temperature variance and gradients of
cCO2 and cO(3P)

�cCO2 = 1.3 × 103εCO2σ
2
T

T 2
, �C = nakO(3P)�cO(3P),

where �cO(3P) = 8.9 × 102εO(3P)σ
2
T

T 2
,

�T =
[

4.8 × 102 1–2.1 × 10−3T

T 2
+ 7 × 10−2εO(3P)

kO(3P)

k

]
σ 2
T .

(23.9)

In these expressions

σ 2
T = (

T ′)2,
k = cO(3P)kO(3P) + cN2kN2 + cO2kO2,

kO(3P) = 6 × 10−12

√(
T

300

)
,

kN2 = 5.5 × 10−17
√
T + 6.7 × 10−10 exp

(−83.8T −1/3),

kO2 = 10−15 exp
(
23.37 − 230.9T −1/3 + 564.0T −2/3).

(23.10)

Here σT is in K, all rate coefficients k are in cm3 c−1 and kO(3P) corresponds to that
of Sharma and Wintersteiner [1990], whereas kN2 and kO2 are taken from [Shved
et al., 1998]. Detailed derivation of expressions (23.9) is given in [Kutepov et al.,
2012]. Note that with εCO2 , εO(3P) = 0 (23.9) reduces to

�T (z) = 1.44ν0

2T 2(z)

[
1 − 2T (z)

1.44ν0

][
T ′(z)

]2 (23.11)

for �T (z) of Kutepov et al. [2007] with ν0 = 667.4 cm−1 for fundamental band of
the CO2 isotope 626.

In Fig. 23.2(a) and (b) we compare the rigorously computed �h (solid blue and
red curves) for SAW and MLS models with those obtained with T , cCO2 and cO(3P)
replaced with T +�T , cCO2 +�cCO2 and cO(3P) +�cO(3P), respectively, using the
parametrization (23.9). One can see in this figure that the expressions (23.9) allow
for very accurate accounting of extra cooling/heating associated with the additional
influence of [O(3P)]′ (blue dashed curves) as well with both [O(3P)]′ and [CO2]′
variations included (red dashed curves). We tested (23.9) for the 5 temperature mod-
els, and found that the absolute error of applying these expressions does not exceed
0.4 K day−1. The parametrization (23.9) demonstrates a high flexibility and allows
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accounting for a variety of atmospheric conditions. As in the case of pure tempera-
ture fluctuations studied in [Kutepov et al., 2007], the effect is related to the strong
temperature dependence of the Planck function B . In [Kutepov et al., 2007], how-
ever, the term in the power expansion of B , which is proportional T ′, canceled out
with averaging. In this study this term correlates with [O(3P)]′ and [CO2]′, which
both are proportional T ′. As a result, the combined effect of subgrid variations turn
out to be stronger than that of pure temperature fluctuations and significantly more
variable depending on the gradients of T , O(3P) and CO2.

Above ≈85 km, the O(3P) atoms begin to dominate the quenching of the CO2
ν2 vibrations [Kutepov et al., 2006]. As the result, the CO2 radiative cooling in
this region strongly depends on the product [O(3P)] × kO(3P), which provides
the atomic oxygen contribution to the total quenching rate C. The values of �h

discussed above were obtained for the high value of quenching rate coefficient
kO(3P) = 6 × 10−12 cm3 s−1 (for T = 300 °K), retrieved from space observations
of 15 µm emissions [Sharma and Wintersteiner, 1990]. Application of the lower
kO(3P) = 1.5×10−12 cm3 s−1, which is more consistent with recent laboratory mea-
surements [Castle et al., 2006], reduces the maximum values of the additional cool-
ing shown in Figs. 23.2 and 23.3 by a factor of about 2 following the drop of the
ratio C/(C +A) in (23.6) for these altitudes when kO(3P) is replaced with kO(3P)/4.

The expressions (23.9) explain why the accounting for [O(3P)]′ and [CO2]′
causes additional cooling and heating, respectively, which are seen in Figs. 23.2
and 23.3. The correlation between T ′ and [O(3P)]′ due to the positive O(3P) gradi-
ent leads to the positive �cO(3P). In accordance with (23.8) this increases the second
term in (23.6) responsible for radiative cooling. Opposite to this the anti-correlation
between T ′ and [CO2]′ due to the negative CO2 gradient results in negative �cO(3P),
which decreases this cooling term.

23.7 Effects of Subgrid GWs on the O3 and H2O Cooling

Following the calculation procedure described in Sect. 23.4 we also applied the
ALI-ARMS code for 5 selected atmospheric models to estimate the effect of the
subgrid T ′ on the cooling of the MLT in the O3 9.6 µm and the H2O rotational
bands. [O3] for these calculations were taken from the SABER V1.07 data product.
[H2O] were those from the HALOE V19 data product. The H2O rotational band is
in LTE throughout the MLT, whereas the O3 9.6 µm band departs from LTE above
an altitude of 65–70 km. We utilized the model of non-LTE in O3 developed by
Manuilova et al. [1998]. It was found that the O3 9.6 µm additional cooling caused
by subgrid T ′ reached between 90 and 100 km 0.3, 0.24, 0.15, 0.1 and 0.05 K day−1

for the SAW, MLW, TROP, MLS, and SAS models, respectively. The same effect for
the H2O rotational band did not exceed 0.05 K/day for all the models considered.
We also found that the additional cooling can be well accounted for by correcting
the input temperature by means of (23.11) with ν0 = 1043 and 500 cm−1 for O3 and
H2O, respectively.
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23.8 Application in the LIMA Model

To estimate the effects of the GW-induced CO2 cooling, we implemented the
parametrization (23.9) into the Leibniz Institute Middle Atmosphere (LIMA) GCM,
which was described in detail in [Berger, 2008]. The peculiarity of the model is
that its dynamical core employs a triangle grid with more than 42000 edge points
over the globe with a distance between grids of about 110 km. Together with a
relatively small vertical grid step of about 1.1 km this allows to resolve a signifi-
cant portion of GWs and avoid using GW parametrization. Radiative calculations
in LIMA are performed, however, on a much coarser grid (16 × 36 in the longi-
tude and latitude directions respectively) with vertical grid step of about 1.8 km.
Typically, about 20 or more triangles are located inside such a latitude-longitude
segment. The background fields required for the radiative CO2 scheme are the av-
eraged over each bin with 20 and more points. We attributed the deviations from
the mean fields within a bin to GWs, and, therefore, were able to calculate the tem-
perature variance σT = (T ′2)1/2 corresponding to the bin. This variance, however,
corresponds to GWs resolved by LIMA, σT,res whereas our aim is to estimate the
variance of subgrid-scale harmonics unresolved by the model, σT,unres. To relate
σT,unres to σT,res, we performed calculations with our stochastic model of GW-like
disturbances, described in Sect. 23.2, and estimated for 5 atmospheric models vari-
ances produced by 1000 harmonics with vertical wavelengths between 2 and 11 km,
and those with wavelengths between 6 and 11 km. The former set is referred to as
“all GW spectrum”, whereas the second set as the “resolved GW spectrum”. This
implies that waves shorter than 6 km are considered as unresolved by LIMA due to
the reasons discussed in the Introduction. Since the temperature variance is the sum
of variances of the resolved and unresolved parts of GW spectra, we thus were able
to calculate σT,unres from these two variances. The mean for 5 atmospheric models
ratio of the “unresolved” and “resolved” rms temperature fluctuations is given in
Fig. 23.4. It is seen that between 80 and 100 km, the height interval where the ef-
fect of additional CO2 cooling is most considerable, this ratio varies between 5 and
slightly less than 2.

In our LIMA simulations we used in the parametrization (23.9) σT = σT,unres =
2 × σT,res as a modest estimate of the subgrid GW-induced rms temperature fluc-
tuations, where σT,res is the variance of the LIMA resolved GWs calculated as
described above. The calculations were performed with kO(3P) = 6 × 10−12 cm3 s−1

(for T = 300 °K) of Sharma and Wintersteiner [1990].
The effects of additional cooling/heating on LIMA temperatures are presented

in Fig. 23.5 for the monthly and zonal mean temperatures for July 2005. It is seen
in that subgrid GWs cause warming above about 105 km and cooling below at lat-
itudes between 90°S and 40°N. In the winter hemisphere the effects are larger due
to the larger GW activity. The simulated polar summer mesopause region turns out
to be broader and colder when the additional cooling is accounted for. The differ-
ence reaches appreciable values of about of 5–6 K. Thus simulated temperature
in the region as well as in the transition to the lower thermosphere layer is more
consistent with the recent lidar measurements at Spitsbergen [Höfner and Lübken,
2007].
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Fig. 23.4 The ratios of the
“unresolved” and “resolved”
rms temperature fluctuations.
Gray patter: corridor of ratio
values for 5 atmospheric
models used in this study (see
text for details). Black solid
line: mean ratio for 5
atmospheric models

Fig. 23.5 Differences of simulated monthly and zonal mean temperatures for July 2005 obtained
with and without accounting for the additional IR CO2
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23.9 Conclusion

In this study we analyzed additional cooling/heating of MLT in the infra-red bands
of CO2 O3 and H2O caused by the subgrid GWs. We applied a statistical model
of GWs to perform direct calculations of the infra-red cooling/heating taking into
account the non-LTE. The results show that additional cooling/heating is very vari-
able depending on peculiarities of temperature and VMR profiles. In the periods of
strong GW activity it can produce an additional cooling up to 4 K day−1 near the
mesopause. A simple parametrization has been derived that computes corrections
depending on the temperature fluctuations variance of subgrid GWs, which should
be added in radiative calculations to the mean temperature, CO2 and O(3P) VMR
profiles to account for the additional cooling associated with the unresolved distur-
bances. Implementation of this scheme into the LIMA model resulted in a colder and
broader simulated summer mesopause in agreement with recent lidar measurements
at Spitsbergen.

Finally we note, that corrections (23.9) depend on the mean variance of tem-
perature perturbations, [T ′(z)]2. For applications in GCMs, which utilize GW pa-
rameterizations, this quantity can be obtained from these parameterizations which
normally calculate the wind variance for GW fluctuations, [u(z)′]2. The variance
[T ′(z)]2 can readily be computed from the variance [u′(z)]2 with the help of the
polarization relations for GW.
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Chapter 24
The Influence of Zonally Asymmetric
Stratospheric Ozone on the Coupling
of Atmospheric Layers

Axel Gabriel, Ines Höschel, Dieter H.W. Peters, Ingo Kirchner,
and Hans-F. Graf

Abstract The radiation perturbation due to zonal asymmetries in stratospheric
ozone (O∗

3) is an important factor in the atmosphere-ocean circulation system, af-
fecting the coupling processes between the middle atmosphere, the troposphere and
the ocean. We investigate the effects of observed O∗

3 in general circulation model
simulations without and with an interactively coupled ocean (GCM, AOGCM). Ob-
servations show a pronounced wave one pattern in O∗

3 during northern winter, with
amplitudes of 10–20 % of zonal mean values. Based on sensitivity studies with the
GCM MAECHAM5, and accompanying linear solutions of forced Rossby waves,
we demonstrate that the radiative forcing due to O∗

3 affects the stratospheric circula-
tion by imposing a wave perturbation in geopotential height (in the order of 10–20 %
of the zonal mean values) and the associated large-scale flow. Subsequent changes
due to non-linear stratosphere-troposphere coupling indicate an intensification of
the tropospheric Aleutian low but a weakening of the Iceland low, i.e. a shift of tro-
pospheric circulation towards negative phase of North Atlantic Oscillation (NAO).
Multi-decadal simulations with the AOGCM COSMOS show that this signal is more
pronounced and spatially southward shifted due to additional interactions between
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the troposphere and the ocean. In particular, we identify significant changes in sur-
face temperatures, precipitation, wind-driven ocean currents and sea ice thickness
induced by the wave one pattern in O∗

3. The results suggest that including the effects
of zonal asymmetries in stratospheric ozone and other important absorbers may help
to improve current general circulation models and climate change studies.

24.1 Introduction

In the middle atmosphere (10–100 km) quasi-stationary planetary wave patterns in
temperature and geopotential height, usually occurring during winter with a pro-
nounced zonal wave number one in the wave spectrum, are well known phenomena
[e.g., Andrews et al., 1987]. On the other hand, stationary wave patterns or zonal
asymmetries in middle atmospheric ozone, water vapour and other important ab-
sorbers are examined only very sparsely up to now, although they may play an
important role in the atmospheric circulation system [Kirchner and Peters, 2003;
Sassi et al., 2005; Gabriel et al., 2007; Crook et al., 2008; Gillet et al., 2009; Waugh
et al., 2009]. The aim of our paper is to diagnose the zonal asymmetries in strato-
spheric ozone based on observational data (assimilations and satellite data), and to
investigate their influence on the atmospheric circulation via the related radiation
perturbations based on general circulation model simulations without and with an
interactively coupled ocean (GCM, AOGCM). The paper is related to the project
SORACAL (The Influence of Solar Radiation Perturbations on the Coupling of At-
mospheric Layers) in the framework of the DFG CAWSES program.

Stratospheric ozone is produced mainly in the tropics and transported poleward
by the zonal mean meridional mass circulation, the so-called Brewer-Dobson cir-
culation [Andrews et al., 1987]. Observed planetary wave patterns in stratospheric
ozone, as indicated by the zonally asymmetric component O∗

3 = O3 −[O3] ([ ]: zonal
mean), were found to be largely related to ozone transports due to ultra-long plan-
etary waves [Hood and Zaff, 1995; Peters et al., 1996, 2008; Peters and Entzian,
1999; Knudsen and Andersen, 2001; Gabriel et al., 2011a]. Planetary waves lead to
temperature-dependent chemical ozone depletions in the lower stratosphere [e.g.,
Solomon et al., 1998]. In a similar way, heterogeneous ozone depletions within
the cold winter polar vortex, which usually shows a zonally asymmetric configu-
ration [Waugh and Randel, 1999; Karpetchko et al., 2005; WMO, 2007], contribute
to zonal asymmetries in stratospheric ozone. However, a detailed examination of
the zonal asymmetries in the Brewer-Dobson circulation and their effects on the
distribution of ozone and other important absorbers are an outstanding issue.

Recently the attention has been drawn to the possible influence of O∗
3 on the at-

mospheric circulation. Theoretical examinations of ozone-dynamic feedbacks sug-
gest an induced change in zonal mean wave activity via wave-induced ozone heat-
ing [Nathan and Cordero, 2007]. For the Northern Hemisphere, previous simula-
tions with general circulation models have demonstrated that O∗

3 and its long-term
changes can principally affect wave variability and circulation in the troposphere
as well as the planetary wave patterns in the stratosphere and mesosphere [e.g.,
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Kirchner and Peters, 2003; Gabriel et al., 2007]. In the southern hemisphere, dur-
ing southern winter polar vortex break-up, the amplitude in O∗

3 becomes particularly
strong and O∗

3 induces significant changes in tropospheric circulation and surface
temperatures [Crook et al., 2008]. These results were reproduced by different gen-
eral circulation models with interactive chemistry, here referred to CCMs [Gillet et
al., 2009; Waugh et al., 2009]. However, there are still large uncertainties regarding
how well current CCMs describe the observed stationary wave patterns found in
atmospheric circulation and in stratospheric ozone.

Generally the discussion on the individual coupling processes between tropo-
sphere, stratosphere and mesosphere intensifies. For example, simplified model sim-
ulations have demonstrated that the stratospheric westerly jet, which is related to the
configuration of the winter stratospheric polar vortex, can have an impact on tropo-
spheric baroclinic wave development [Polvani and Kushner, 2002; Wittman et al.,
2004; Song and Robinson, 2004]. Diagnosis of observations and general circula-
tion model simulations have shown that the long-term variations of the strength of
the polar vortex or of the stratospheric jet can have an impact on the variations in
the tropospheric circulation pattern over the North Atlantic [Walter and Graf, 2005;
Scaife et al., 2005]. A detailed diagnosis of sudden stratospheric warming events
(SSWs) in the ERA-40 data revealed a change in surface geopotential during ma-
jor SSWs [Charlton and Polvani, 2007; Charlton et al., 2007]. On the other hand,
observed temperature trends in stratosphere and mesosphere indicate vertical large-
scale wave structures [e.g., Kubicki et al., 2006] which are presumably related to
changes in vertical planetary wave propagation forced by tropospheric wave dynam-
ics. Stratospheric ozone is an important factor in configuring stratospheric dynam-
ics. Therefore diagnosing the origin and effects of zonally asymmetric ozone may
help to understand these coupling processes and to improve current state-of-the-art
general circulation models used for climate predictions.

In Sect. 24.2, we describe the used data, including the European Centre of
Medium Weather Forecasts (ECMWF) Reanalysis data and model-independent
satellite data, as well as the used general circulation models without and with an in-
teractively coupled ocean (GCM MAECHAM5, AOGCM COSMOS). In Sect. 24.3
we present observed wave patterns of O∗

3 and the corresponding radiation perturba-
tion introduced in the models. In Sect. 24.4, the effects of O∗

3 on the atmospheric cir-
culation and on important climate parameters are demonstrated based on the model
simulations with prescribed O∗

3. Simplified linear solutions help to understand the
involved stratosphere-troposphere coupling processes. Section 24.5 concludes with
summary and discussion.

24.2 Data and Model Setup

We derived monthly means of zonally asymmetric stratospheric ozone O∗
3 = O3 −

[O3] from the ozone data produced by the assimilation model of the European Cen-
tre of Medium Weather Forecast (ECMWF), which provide one of the largest data
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sets of meteorologically consistent three-dimensional (3D) ozone fields. We used
the ECMWF Reanalysis data of ERA-40 for the time period 1957–2002 [Uppala
et al., 2005; Dethof and Hólm, 2004] and ERA-Interim beginning with 1989 and
ongoing up to recent years [Dee et al., 2011; Dragani, 2010a, 2010b]. As de-
scribed in more detail by Dethof and Hólm [2004], the ozone fields of ERA-40
are produced by a tracer transport scheme including parameterisations of photo-
chemical sources and sinks [an updated version of Cariolle and Déqué, 1986].
The ERA-40 assimilations include ozone observations of the Total Ozone Map-
ping Spectrometer (TOMS) and Solar Backscattered UltraViolet (SBUV) instru-
ments on various satellites from the end of 1978 onwards [Dethof and Hólm, 2004].
Therefore the ERA-40 ozone of earlier years is a model variable as a function of
transport and ozone chemistry parameterisation alone and might be somewhat un-
certain for the pre-satellite period. Note that the assimilated ozone fields are not
used in the radiation scheme of the assimilation model but a zonal mean ozone
climatology instead [Dethof and Hólm, 2004]. For the ERA-Interim ozone, which
begins with the year 1989, an upgraded ozone parameterisation is used [Cari-
olle and Teyssedre, 2007]. Also much more ozone satellite measurements are in-
cluded in the assimilation procedure than for the production of the ERA-40 ozone,
i.e., in addition to the TOMS and SBUV measurements, ozone observations of
the SCIAMACHY and MIPAS measurements on Envisat, GOME measurements
on ERS-2, and OMI and MLS measurements on EOS-Aura are included [Dra-
gani et al., 2010a, 2010b]. The ERA assimilation data are very suitable for incor-
porating in the model sensitivity experiments described in the next sections, be-
cause of the high spatial and temporal resolution on a homogeneous grid. How-
ever, because of a number of uncertainties which are unavoidable when using
an assimilation model we verify the derived fields by model-independent satellite
data.

For this purpose we have used ozone profiles of the SAGE II1 and the EOS Aura
MLS2 satellite measurements. For both data sets we calculate monthly mean values
of the irregularly spaced ozone profiles for a 10° × 10° grid in longitude and lat-
itude. Additionally the ozone fields were spatially smoothed by a 9 × 9 grid point
filter to avoid small-scale perturbations. Note here that the limitations in horizontal
coverage of the earlier SAGE II profiles (maximum ≈ 900 irregularly spaced pro-
files per month) can lead locally to some gaps or inaccuracies in the wave patterns
for a specific month. On the other hand, the more recent Aura MLS data provide
a much better resolution in time and space (maximum ≈ 3500 irregularly spaced
profiles per day) leading to a much better description of the amplitude and phase of
O∗

3 based on the used sampling procedure.
Firstly the effects of O∗

3 were investigated based on simulations with the GCM
MAECHAM5. The MAECHAM5 is described in detail by Roeckner et al. [2006]
and Manzini et al. [2006]. We use a model version with spectral resolution of T42

1Data are kindly provided by NASA at http://www-sage2.larc.nasa.gov.
2Data are also kindly provided by NASA at http://mls.jpl.nasa.gov/index-eos-mls.php.

http://www-sage2.larc.nasa.gov
http://mls.jpl.nasa.gov/index-eos-mls.php
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and 39 levels up to 0.01 hPa. The standard version of MAECHAM5 includes a
zonal and monthly mean ozone climatology according to Fortuin and Kelder [1998]
which is prescribed for the radiation calculations. As a control, we have performed
a model simulation over ten years forced by AMIP sea surface temperatures (SST)
1989–1999 [Gates et al., 1999]. As a model experiment, we recalculated the ten
winter periods by adding the January mean O∗

3 of the 1990s to the zonal mean
ozone climatology, for altitudes between 500 hPa and 1 hPa and latitudes ϕ ≥ 30°N.
Note that January mean O∗

3 is a representative for winter conditions since phase
and amplitude of decadal mean O∗

3 do not vary strongly during winter months.
The ten simulations of the experiment with O∗

3 start in October of each year’s con-
trol simulation, i.e. we include a spin-up period of 2 months up to winter months.
Overall, we yield a data set of ten pairs of winter periods with and without O∗

3.
A similar model setup was used by Gabriel et al. [2007] to investigate the effects
of O∗

3 on stratospheric and mesospheric temperature and planetary wave propaga-
tion. In the present paper, we focus on the stratosphere-troposphere coupling pro-
cesses.

For the experiments with a coupled ocean we use the AOGCM COSMOS and
a very similar model setup as for the MAECHAM5 simulations. For the AOGCM
COSMOS simulations, the model resolution of the atmospheric part, which is also
ECHAM5 [Roeckner et al., 2006; Jungclaus et al., 2006], is T31 with 90 levels
from the surface to about 80 km height. Thus the model simulates stratospheric dy-
namics including a freely developing QBO with a frequency of 27–29 months. The
ocean model MPI-OM [Marsland et al., 2003] includes a dynamic/thermodynamic
sea-ice model and has a 3 degree resolution with 40 vertical levels to 5.7 km depth.
After a spin-up phase of 200 years under present day conditions two simulations are
launched. In addition to the 80 year reference experiment an 80 year sensitivity ex-
periment is performed. In extension of the 10 separate winter simulations with O∗

3
performed with the MAECHAM5, the sensitivity experiment with the COSMOS
includes a full annual cycle of the monthly mean O∗

3 of the 1990s decade from
500 hPa level to 2 hPa northward of 30°N, as derived from ERA-40, in addition to
the standard zonal mean ozone. Note that the differences between the two simula-
tions therefore include much more interannual variability. For the analysis we use
the last 60 years of the model simulations.

24.3 Zonally Asymmetric Ozone O∗
3 and Radiation Perturbation

Figure 24.1 shows the zonally asymmetric ozone O∗
3 of the Northern Hemisphere

at a level of 10 hPa (≈30 km) for mean January of the 1990s decade, derived
from SAGE II (left), ERA-40 [middle, which is—for comparison—from Gabriel
et al., 2007], and ERA-Interim (right). There is a pronounced spiral-shaped ultra-
long wave one pattern with maximum over Aleutians and minimum over Northern
Europe, with an amplitude of about 0.6–0.8 mg kg−1 as indicated by SAGE II and
by ERA-40, but with an amplitude of about 1.5–1.6 mg kg−1 as indicated by ERA-
Interim. Note that this wave pattern intensifies during autumn, maintains its strength
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Fig. 24.1 Decadal mean zonally asymmetric ozone O∗
3 for January of the 1990s at 10 hPa

(≈30 km), derived from (left) SAGE II 1990–1998, (middle) ERA-40 1990–1999 and (right) ER-
A-Interim 1990–1999; distance of isolines: 0.3 mg kg−1

Fig. 24.2 As for Fig. 24.1,
but with O∗

3 derived from
(left) Aura MLS 2005–2010
and (right) ERA-Interim
2001–2008; distance of
isolines: 0.3 mg kg−1

during winter, and decays during spring [e.g., Gabriel et al., 2011a]. The amplitude
of the wave one pattern derived from SAGE II might be somewhat underestimated
because of the coarse resolution of the data in time and space as mentioned in the
previous section. On the other hand, for the 1990s decade, the ERA-Interim data
include more satellite observations than the ERA-40 data (e.g., NOAA-14 SBUV of
the early 1990s decade and NOAA-14 SBUV and ERS-2 GOME of the late 1990s
decade, as described in detail by Dragani [2010a]), which might be responsible for
the stronger amplitude in the wave one pattern.

For more recent years we compare O∗
3 derived from ERA-Interim and from Aura

MLS data (Fig. 24.2). As shown by Fig. 24.2, the ERA-Interim data capture the
observed features of O∗

3 quite well. The time mean Aura MLS data are derived for
a horizontal 10° × 10° grid which leads to a more smoothed picture of the O∗

3 pat-
terns and a somewhat smaller amplitude than those of ERA-Interim provided for a
horizontal 1.5° × 1.5° grid. Note here that this feature holds also when comparing
specific years of the overlapping time period 2005–2008 of the used data. Over-
all we conclude that the spatial structure of the wave one pattern is captured by
both ERA-40 and ERA-Interim, but with an off-set in the amplitude of the wave
one patterns. In the following we use O∗

3 of ERA-40 of the 1990s in the model
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Fig. 24.3 Time series of the maximum and the minimum of monthly mean O∗
3 derived from

ERA-40 and ERA-Interim, smoothed by running means over (thin lines) ±12 months and (thick
lines) ±48 months; O∗

3 is averaged from 55°N to 75°N, and (upper panel) at the Pacific side of
the hemisphere from 150°E to 210°E and (lower panel) at the Atlantic/European side of the hemi-
sphere from 30°W to 30°E; a mean annual cycle of 1989–2002 is removed from both ERA-40 and
ERA-Interim to focus on the interannual and decadal changes of O∗

3; note that satellite measure-
ments are assimilated from the year 1978 onwards

simulations allowing a comparison with previous work. The use of ERA-40 data
with lower wave amplitudes therefore represents a lower limit on the radiative ef-
fect of O∗

3.
Figure 24.3 shows the time series of mean January values of O∗

3 at 10 hPa derived
from ERA-40 and ERA-Interim, averaged over a region covering the maximum in
O∗

3 over the North Pacific and the minimum in O∗
3 over the North Atlantic/Northern

Europe. The values are smoothed by a running mean over ±48 months to illustrate
the long-term change over decades, and over ±12 months to illustrate the interan-
nual variability. Note that a mean annual cycle of O∗

3 for the overlapping time period
1989–2002 is removed, i.e. the off-set in the amplitude of the wave one pattern de-
scribed above is excluded in order to focus on the interannual and decadal changes
in the amplitude of O∗

3.
Figure 24.3 suggests that the amplitude of O∗

3 increased nearly linearly during
the last decades, modulated by decadal and interannual variations which are more
pronounced in ERA-Interim than in ERA-40. On the one hand, these changes are
primarily related to transport processes due to ultra-long planetary waves. On the
other hand, chemical depletion of ozone in the stratospheric winter polar vortex,
which is usually zonal asymmetric, contribute additionally to the amplitude in O∗

3.
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Fig. 24.4 Latitude-height cross section of January mean values of O∗
3 for the 1990s decade, (left)

longitudinally averaged over North Pacific/Aleutians (NP/AL) between 150°E and 150°W and
(right) longitudinally averaged over North Atlantic/Europe (NA/EU) between 30°W and 30°E;
distance of isolines is 0.2 mg kg−1

We have also to consider that more accurate ozone observations are included in the
assimilations since 1979, which affect the picture of variations. However, the nearly
linear trend in O∗

3 seems to be a robust feature of the time series covering both the
pre-satellite and the satellite periods. Note here that the amplitude of O∗

3 during
summer is weaker than during winter by more than one order, because of weaker
planetary wave activity. Therefore both the decadal and interannual variations of the
winter months are somewhat smoothed when averaging over the full annual cycle
as done in Fig. 24.3.

Figure 24.4 gives an impression of the vertical structure of O∗
3 by showing

latitude-height cross sections for January of the 1990s. The two cross-sections are
averaged over two representative regions of the wave one pattern. At mid- and po-
lar latitudes there are positive anomalies over North Pacific/Aleutians (Fig. 24.4,
left) and negative anomalies over North Atlantic/Northern Europe (Fig. 24.4, right)
throughout the whole stratosphere. Slightly enhanced values of O∗

3 can be found in
the lower stratosphere at levels around 50–30 hPa and in the upper stratosphere at
levels around 2–3 hPa. There are also some weaker anomalies of opposite sign at
lower mid- and subtropical latitudes, which are related to the spiral-shaped horizon-
tal structure of O∗

3 shown in Fig. 24.1.
Stratospheric ozone is one of the most important absorbers for both incoming

solar radiation and outgoing thermal radiation. Therefore the wave one pattern in
stratospheric ozone introduces a corresponding radiation perturbation in the Earth’s
radiation budget. The instantaneous radiation perturbation induced by O∗

3 was cal-
culated with the radiation scheme of MAECHAM5. Figure 24.5 shows the solar
and thermal radiative heating rates due to January mean O∗

3 of the 1990s, aver-
aged over the same regions as for O∗

3 in Fig. 24.4. Over North Pacific/Aleutians,
in regions of positive O∗

3, we find positive solar heating perturbations of 0.05 to
0.1 K day−1 at high mid-latitudes because more solar radiation is absorbed, and
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Fig. 24.5 (Left panels) solar and (right panels) thermal radiative heating rates due to O∗
3 for ex-

tra-tropics (ϕ ≥ 30°N), averaged over (upper panels) North Pacific/Aleutians between 150°E and
150°W and (lower panels) North Atlantic/Europe between 30°W and 30°E; distance of isolines is
0.02 K day−1

negative thermal heating perturbations of −0.05 to −0.1 K day−1 at polar upper
stratosphere because more long-wave radiation from the Earth’s surface is emit-
ted into space (Fig. 24.5, left panels); vice versa, over North Atlantic/Europe, in
regions of negative O∗

3, we found negative solar heating perturbations of −0.05
to −0.1 K day−1 at high mid-latitudes and positive thermal heating perturbations
of 0.05 to 0.1 K day−1 in the polar upper stratosphere (Fig. 24.5, right pan-
els). Note that the radiation perturbations are changing during winter months be-
cause of the seasonal cycle in solar irradiance. Note also that—consistent with
the relative amplitude of the wave one pattern—the relative contribution of ra-
diative forcing due to O∗

3 is approximately 10 % of those due to zonal mean
ozone.
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Fig. 24.6 Decadal mean of zonally asymmetric geopotential height Φ∗ = Φ − [Φ] (denoted also
as GH*) at 50 hPa for mean January of the 1990s, (left) for the model without O∗

3, (middle) for the
model with O∗

3 and (right) for ERA-40; distance of isolines is 50 m

24.4 Influence of O∗
3 on the Atmospheric Coupling Processes

24.4.1 Effects of O∗
3 in a GCM Sensitivity Study

The influence of the radiation perturbation due to O∗
3 on the wave one pattern in

geopotential height Φ at lower stratospheric altitudes (50 hPa) is shown in Fig. 24.6,
as indicated by the deviation from the zonal mean Φ∗ = Φ − [Φ], in comparison
to the observed pattern derived from ERA-40. As mentioned in the introduction, we
find usually a pronounced stationary wave one component in Φ∗ including a positive
anomaly over the northern North Pacific/Aleutians and a negative anomaly over
Siberia/Northern Europe with westward elongation towards Labrador/Greenland,
which is forced by tropospheric wave activity. The negative anomaly in Φ∗ is related
to the centre of the polar vortex which is usually found over Northern Europe/West
Siberia [Waugh and Randel, 1999; Karpetchko et al., 2005].

Figure 24.6 reveals a change in the January mean Φ∗ when introducing O∗
3 in the

model. Both model simulations generate a wave one anomaly in Φ∗ similar to those
of ERA-40, but the strength of the Aleutian high anomaly and the spatial structure
of the polar low anomaly towards Labrador/Greenland are much better captured by
the model simulation with O∗

3. In particular, we find significant changes of about
60–80 m at the eastern side of the Aleutian high over northern North America and
of 120–160 m at the western side of the polar low over Labrador/Greenland. Com-
paring the pictures, we conclude that the inclusion of O∗

3 leads to an improvement
of the model in capturing the observed spatial structure in the wave structure of Φ∗,
although, as usually found in GCMs, the amplitude remains too weak in comparison
to observations.

The pathway of how O∗
3 affects the circulation becomes evident applying a lin-

ear solution of forced Rossby waves, similar to Charney and Drazin [1961]. This
gives an impression of the instantaneous excitation of a planetary wave perturba-
tion in geopotential height Φ∗(O∗

3) or horizontal stream function Ψ ∗(O∗
3) due to

the heating rates Q∗(O∗
3) (for the stream function we assume geostrophic balance:
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φ∗ ≈ f0Ψ
∗, where φ is geopotential with Φ = φ/g, g: acceleration of the Earth’s

gravity, and f0: Coriolis parameter at a specific latitude). We use the tendency of the
zonally asymmetric quasi-geostrophic potential vorticity perturbation q∗ = q − q0

for a zonal mean basic state q0 on a β-plane and steady state conditions ( ∂
∂t

= 0),
forced by a source s∗ = s∗(Q∗):

dq∗

dt
≈ u0q

∗
x + v∗q0y = s∗(Q∗), with q∗ = ∇2Ψ ∗ + f 2

0

N2
0

Ψ ∗
zz (24.1)

Here, u0 is the zonal wind of the basic state, v∗ = Ψ ∗
x , q0y ≈ β with

β = 2Ω
r

cosϕ, s∗ = f0

N2
0
(
g
θ0
Q∗)z, θ0 = θ0(z) is the mean global potential temper-

ature, N2
0 is the Brunt-Väisälä frequency, ∇2 is the horizontal Laplace operator, and

the subscripts x, y and z denote the derivation in longitude, latitude and height. We
can formulate Eq. (24.1) as a Poisson-type differential equation for the horizontal
gradient Ψ ∗

x (or the corresponding wind field v∗ = Ψ ∗
x ):

∇2Ψ ∗
x + f 2

0

N2
0

(
Ψ ∗
x

)
zz

+ β

u0
Ψ ∗
x = s∗

u0
(24.2)

Assuming that the wave one pattern in Q∗(O∗
3) is located in the extra-tropical

stratosphere far from the surface and the top of atmosphere, and far from the tropics
and the North Pole, we can derive a simple solution in case of a zonal mean westerly
wind u0 > 0 (which is usually fulfilled at pressure levels p < 500 hPa during winter)
by applying a Fourier decomposition for both sides of Eq. (24.2). Then a relation
of the individual Fourier components FV lm

k (χ∗) (with v∗ := χ∗
z ) and FQlm

k (Q∗)
for ultra-long Rossby waves (zonal wave number: k = 1, meridional wave number:
l = 1–3 for 0°–90°N, vertical wave number m = 1–3 for Hsurface–Htop) is given by

(
−N2

0

f 2
0

(
k2 + l2 − β

u0

)
−m2

)
FV lm

k = FQlm
k (24.3)

Together with the wave parameters and the basic state, the coefficients FQlm
k

determine the coefficients FV lm
k providing a re-transformation to a linear solu-

tion v∗
LIN . Then Ψ ∗

LIN can be derived easily via v∗
LIN = (Ψ ∗

LIN)x , presuming a zonal
wave number one for each latitude, and the perturbation in geopotential height is
given by Φ∗

LIN ≈ f0ΨLIN/g. For the mean basic state (u0, θ0, N2
0 ) we use the results

of the model simulation without O∗
3 for mean January.

As illustrated in Fig. 24.7 (upper, left), the linear solution Φ∗
LIN indicates that

the radiation perturbation due to O∗
3 forces a planetary Rossby wave one pattern in

lower stratospheric geopotential height with an amplitude of about 15–20 m. This
perturbation becomes evident when considering that radiative heating and cooling
induce a flow perturbation from colder regions where O∗

3 < 0 to warmer regions
where O∗

3 > 0, at least leading to the clockwise rotation of the cyclonic perturba-
tion over North America and the anti-clockwise perturbation of the anti-cyclonic
perturbation over North Siberia.
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Fig. 24.7 Comparison of simplified linear solutions of the induced perturbations in geopotential
height (upper, left) Φ∗

LIN , (upper right) Φ∗
VOR and (lower, left) Φ∗

LIN +Φ∗
VOR with the perturbation

of the model experiment �Φ∗ at 50 hPa (isolines for Φ∗
LIN , Φ∗

VOR and Φ∗
LIN +Φ∗

VOR: 5 m, isolines
for �Φ∗: 20 m; for details of the solutions see text)

The induced poleward flow over the northern North Atlantic and the southward
flow over the North Pacific/Aleutians can stimulate further and much stronger per-
turbations in the stratospheric circulation. This becomes more evident when consid-
ering that the northward and southward advection of planetary vorticity η = f + ζ

changes efficiently the local development of vorticity because of the mean merid-
ional gradient in planetary vorticity ∂η

r∂ϕ
≈ ∂f

r∂ϕ
≈ β > 0, i.e. because of the β-effect

[Pedlosky, 1979]. Here, f = 2Ω sinϕ is the Coriolis parameter, ζ is the relative vor-
ticity, β = 2Ωr−1 cosϕ, and r is the radius of the Earth. In a simplified way we
can demonstrate this effect when introducing the linear wind perturbation v∗

LIN in
the barotropic vorticity equation, together with a simple relaxation term for the to-
tal tendency of an induced perturbation in relative vorticity ζ ∗

VOR ( dζ
∗

dt
≈ −αζ ∗

VOR,
α = 1/τ , τ : relaxation time), i.e. we obtain:

dζ

dt
= −βv → −βv∗

LIN ≈ −αζ ∗
VOR (24.4)
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Assuming geostrophic balance for the extra-tropics and a corresponding per-
turbation with zonal wave number one, i.e. f0ζ

∗
VOR ≈ −k2φ∗

VOR (k = 2π/L,
L = 2πr cosφ), we obtain an estimation of the perturbation in geopotential height
Φ∗

VOR = φ∗
VOR/g due to the local change in relative vorticity ζ ∗

VOR induced by the
linear flow perturbation v∗

LIN :

Φ∗
VOR ≈ −τ

(
g
f0

k2

)
βv∗

LIN (24.5)

Figure 24.7 (upper, right) shows the induced perturbation Φ∗
VOR at 50 hPa for a

relaxation time of τ = 7 days usually used for relaxation in the stratosphere [e.g.,
Dunkerton, 1991]. The flow perturbation v∗

LIN induces a pronounced cyclonic per-
turbation (Φ∗

VOR < 0) over the northern North Atlantic and an anticyclonic pertur-
bation (Φ∗

VOR > 0) over the North Pacific/Aleutians, i.e. a wave one pattern in Φ∗
VOR

with an amplitude of about 20–30 m. Overall, the sum of the linear perturbations
Φ∗

LIN + Φ∗
VOR (Fig. 24.7, lower, left) elucidates the perturbation in the large-scale

flow at 50 hPa which is imposed by the radiation perturbation Q∗(O∗
3) without non-

linear interaction with the time mean flow and vertical planetary wave propaga-
tion.

For comparison, Fig. 24.7 (lower, right) depicts the differences in zonally asym-
metric geopotential height �Φ∗ at 50 hPa between the model simulations with
and without O∗

3, which illustrates that the imposed perturbation excites further non-
linear processes strongly enhancing and modifying the linear response to the radi-
ation perturbation Q∗(O∗

3). In particular, in comparison to Fig. 24.7 (lower, left),
the centres of the perturbation pattern are slightly shifted eastward due to non-
geostrophic vorticity advection which is not included in the linear approach. The
imposed cyclonic perturbation is strongly amplified and spatially focused over the
northern North Atlantic between Labrador and Scandinavia, whereas the imposed
anti-cyclonic perturbation over the northern North Pacific/Aleutians is spatially
more expanded indicating enhanced wave dissipation processes in these regions in
the model with O∗

3.
In the model simulation the perturbations are strongly modified by non-linear in-

teractions via horizontal and vertical advection of vorticity and by induced changes
in the coupling of the troposphere and stratosphere via vertical wave propagation.
These changes become more evident in Fig. 24.8 depicting the three-dimensional
wave activity flux vectors F and flux divergences ∇ · F as they follow from the
wave activity equation for quasi-stationary waves [Plumb, 1985]. This illustrates
the sources, sinks and propagation characteristics of quasi-stationary wave trains.
For orientation, Fig. 24.8 (left panels) shows the January mean values of F and ∇ ·F
of the model simulations without O∗

3, averaged from 90°E to 90°W, here called the
Pacific half of the Northern hemisphere, and from 90°W to 90°E which is here called
the Atlantic half of the Northern hemisphere.

For the Pacific half of hemisphere, Fig. 24.8 (upper left) indicates a strong source
of wave activity in the middle troposphere at mid-latitudes and an up- and north-
ward propagation of the wave trains into the stratosphere, but also somewhat weaker
southward fluxes in the subtropical upper troposphere. For the Atlantic half of hemi-
sphere (Fig. 24.8, lower left), the source of wave activity and the up- and northward
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Fig. 24.8 Meridional component Fm = (Fϕ,Fz) and divergence ∇ · F of three-dimensional wave
flux vectors F for quasi-stationary waves, (left panels) for the control run without O∗

3 and (right
panels) for the O∗

3-induced differences, (upper panels) longitudinally averaged over the Pacific–
side half of hemisphere 90°E–90°W (i.e. 90°E to 270°E) and (lower panels) longitudinally aver-
aged over the Atlantic-side half of hemisphere (90°W to 90°E); isolines of ∇ · F in ms−1 per day,
vector units at bottom in m2 s−2, vectors are scaled by (Fϕ,Fz) → (p/p0)

−1/2(Fϕ,100 · Fz)

fluxes are weaker, whereas the up- and southward fluxes towards the subtropical
upper troposphere are somewhat stronger than over the North Pacific. Note here
that, in the troposphere, the wave flux patterns are mainly related to the pronounced
regions of baroclinic Rossby wave developments over the ocean basins, which are
different over the North Pacific and over the North Atlantic [e.g., Gabriel and Pe-
ters, 2008]. Note also that the regional distribution of upward propagating wave
trains might be related to the wave one pattern in the stratosphere, i.e. the centre of
the winter polar vortex occurs most frequently over Northern Europe/West Siberia.
This leads to stronger damping of vertical propagating waves in the Atlantic half of
hemisphere.

Figure 24.8 (right panels) shows how the change in the wave one pattern affects
the wave activity fluxes by the differences �F and �(∇ · F) between the simu-
lations with and without O∗

3. In the Pacific half of hemisphere (Fig. 24.8, upper
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Fig. 24.9 Differences between the simulations with and without O∗
3, for zonal wind �U at 200 hPa

(isolines in m s−1) (left), temperature �T at 500 hPa (isolines in K) (middle), and geopotential
height �Φ at 1000 hPa (isolines in m); white line indicate areas of significant (> 90 %) differences

right), both the strength of the mid-troposphere sources and the north- and south-
ward flux vectors become stronger when introducing O∗

3 (maximum changes in the
order of 25 %). In the Atlantic half of hemisphere (Fig. 24.8, lower right), the
strength of both the mid-tropospheric sources and the up- and northward fluxes
become somewhat weaker but the southward fluxes in the sub-tropics are slightly
stronger when introducing O∗

3 (maximum changes in the order of 10 %). We con-
clude that the imposed flow perturbation in the stratosphere leads to a change in
tropospheric wave activity and that these changes feed back to the stratosphere
by upward propagating wave trains. These feedbacks contribute to the non-linear
changes in the wave one pattern discussed above when comparing Fig. 24.7 (lower,
left) and Fig. 24.7 (lower, right). The meridional wave flux component is related to
the frequency of Rossby wave breaking events occurring at the northern and south-
ern flank of the westerly jet producing cut-off anticyclones or cut-off cyclones in
the upper troposphere [Peters and Waugh, 1996, 2003; Esler and Haynes, 1999;
Gabriel and Peters, 2008]. Such breaking events affect the mean configuration of the
tropospheric westerlies and associated climate-relevant patterns in the atmospheric
circulation.

As an example, Fig. 24.9 shows the total differences in zonal wind �U at 200 hPa
(left), middle tropospheric temperature �T at 500 hPa (middle) and geopotential
height �Φ at mean sea level pressure (right) between the model simulations with
and without O∗

3. The differences �U indicate significant changes of up to 4–6 m s−1

in the westerly jet particularly over the ocean basins. Correspondingly we find an
enhanced transport of warm air from subtropical latitudes over the North Atlantic
towards the Mediterranean at the southward flank of �U (leading to the change in
�T of about 1 K in this region), and an enhanced transport of cold air from Eastern
Siberia towards northern North Pacific at the southward flank of �U (leading to a
change in �T of about −1 K in this region). In high mid- and polar latitudes, over
the northern North Pacific/Aleutians, we find a cyclonic perturbation (�Φ < 0) near
the Aleutian low usually found in this region. But over the northern North Atlantic
an anticyclonic perturbation (�Φ > 0) develops near the Iceland low. The changes
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in (�Φ < 0) of up to about 30 m are in the order of 20–30 % of the mean values
found in these regions. The induced changes in U and Φ indicate a shift of the
tropospheric circulation towards negative phase of the North Atlantic Oscillation
(NAO).

24.4.2 Effects of O∗
3 in a GCM with Coupled Ocean

In a next step we apply O∗
3 in the COSMOS simulations including an interactively

coupled ocean, providing further evidence of how O∗
3 influences the climate sys-

tem. Figure 24.10 (left panels) depicts the differences in geopotential height in the
stratosphere at 50 hPa and in the middle troposphere at 500 hPa. For the strato-
sphere we find a similar but horizontally shifted structure in the signal as de-
scribed in the MAECHAM5 experiment (compare with Fig. 24.7, lower, right),
i.e. a negative anomaly over Northern Europe and a positive anomaly over North
Canada/Labrador. In the troposphere, the structure of the response indicates very
clearly a shift of the tropospheric circulation towards a negative phase of the NAO.
The Island low is weakened and the North Pacific low is intensified during northern
winter.

In comparison to the simulations with the GCM MAECHAM5 the signal at
500 hPa is more pronounced and shifted southward. Here we only note that also
other fields, e.g. the zonal westerlies in the upper troposphere at 200 hPa, the tem-
perature in middle troposphere at 500 hPa and the surface geopotential height at
1000 hPa show also a similar but southward shifted pattern as in the MAECHAM5
sensitivity study. The differences in the response to O∗

3 between the model simula-
tions without and with coupled ocean indicate an imposed change in the processes
coupling the troposphere and the ocean, i.e. the induced changes in the wind pattern
leads to change in the wind-driven ocean circulation and the induced changes in
the ocean circulation feed back to tropospheric wave developments via the related
changes in the advection of warm or cold water.

In a further step we have examined the interannual variability of the 60 model
years in more detail. The 60 years of each AOGCM experiment are sorted by the
zonal winter means of the zonal wind at 10 hPa and 60°N (UM10) and are sep-
arated into two parts (strong and moderate) with 30 members each. In the strong
vortex part for the reference and the sensitivity experiment years with UM10 of
more than 31 m s−1 and 32 m s−1 are included, respectively. It turned out that the
30 years with strong vortex are characterised by a very weak zonally asymmetric
component, whereas the 30 years with a moderate polar vortex are characterised by
a stronger wave one pattern that is more related to the observed field of the 1990s
decade. Here we have to consider that the strength of the polar vortex is an important
factor configuring the tropospheric circulation [Walter and Graf, 2005]. Therefore it
is reasonable to focus on the 30 years of the simulations with a moderate polar vor-
tex, which are more related to the observed wave pattern in O∗

3 of the 1990s decade.
For comparison, the results of the moderate polar vortex case are also shown in
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Fig. 24.10 Differences in zonally asymmetric geopotential height Φ∗ in the model simulation
with coupled ocean, for the overall 60 years (left panels) and 30 years excluding winter with a
very strong polar vortex (right panels), where distances of isolines are 10 m. Gray shaded areas
indicate 80, 90 and 95 % significance of changes

Fig. 24.10 (right panels) indicating a more pronounced wave one perturbation with
a cyclonic perturbation over the northern North Atlantic and an anti-cyclonic pertur-
bation over the northern North Pacific. The pattern is much more significant because
of the consistent configuration of the prescribed wave pattern in O∗

3 and the polar
vortex. In the following we focus on the 30 years with moderate polar vortex condi-
tions.

Figure 24.11 illustrates the influence of O∗
3 on some important climate rele-

vant parameters. In relation to the change towards the negative phase of NAO, we
find a band of enhanced convective precipitation over the middle North Atlantic
but less convective precipitation over the northern North Atlantic. The changes in
precipitation over the North Pacific are less significant probably due to the some-
what stronger wave activity in this region. On the other hand, we find less snow-
fall in a band between northern North America and England, but more snowfall
over Labrador/Greenland. The induced changes in near surface temperature show
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Fig. 24.11 Changes in climate parameters due to O∗
3 for 30 years excluding winter with a very

strong polar vortex. For convective precipitation (upper panel left) and snowfall (upper right) iso-
line intervals are 2 · 10−6 kg m−1 s−1 for near surface temperature at 2 m in 0.5 K (lower left) and
zonal wind stress at the Earth’s surface (lower right) they are 0.02 Pa. Gray shaded areas indicate
80, 90 and 95 % significance of changes

warming of about +1 K over northern North America and cooling of about −1 K
over south-east Asia. These changes become more evident in relation to the induced
changes in other important parameters. For example, a very pronounced signal is
found in the zonal wind stress with an increase over northern North Pacific and
eastern Siberia and a decrease over the northern North Atlantic (note here that local
changes of 0.02–0.04 Pa are in the order of 10–20 % of the mean values). The wind
stress is one of the most important factors driving the near-surface ocean currents,
as given approximately by the Sverdrup-Balance [e.g. Pedlosky, 1979].

Figure 24.12 (left) shows the induced changes in the wind-driven ocean currents
by the difference of the ocean’s barotropic stream function. Related to the differ-
ences in the wind stress we find a cyclonic perturbation (negative values) in the mid-
dle North Atlantic and an anti-cyclonic perturbation (positive values) in the northern
North Atlantic, i.e. a decrease in the strength of the Gulf-stream (note here that local
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Fig. 24.12 Changes in ocean barotropic stream function [106 m3 s−1] (left) and sea-ice thickness
[cm] (right) for the 30 years excluding winter with a very strong polar vortex. Stippling denotes
areas with significant changes (t-test, 90 %)

changes of 3–10 · 106 m3 s−1 are in the order of 2–5 % of the mean values). We also
find a poleward flow anomaly towards Labrador which could influence temperatures
and snowfall over northern North America/Labrador. Vice versa, the anti-cyclonic
perturbation over the middle North Pacific enhances the north-eastward flow of the
Kuroshio-stream.

The change in the ocean currents influences the meridional transport of warm
water, which has an impact on local temperatures, precipitation patterns and sea-
ice cover. The induced changes in sea-ice thickness are shown in Fig. 24.12 (right).
We find an increase of 10–20 cm in a region covering Labrador/Greenland, and a
decrease of 5–10 cm in a region extending from the Barents-Sea to the Aleutians.
Subsequently, a positive temperature—sea ice melting—albedo feedback also con-
tribute to the pattern of significant changes in 2 m temperature, like the increase in
2 m temperature over north-eastern Siberia.

A comparison of the results without and with a coupled ocean model provide
some more evidence on the influence of O∗

3 on the coupling processes between
troposphere and the ocean. For example, the decrease in the Gulf-stream and as-
sociated transport of warm water towards northern North Atlantic lead to a damping
of baroclinic wave development, less northward transport of latent heat and colder
air masses in this region. Therefore the mean Iceland low weakens over a more ex-
tended and southward shifted region than predicted by the model simulations with-
out coupled ocean. In a similar way but with opposite sign, the imposed intensifi-
cation of the Kuroshio leads to more pronounced and somewhat more northward
shifted patterns in the simulations with ocean than in the simulations without ocean.
Subsequently the related changes in precipitation and temperatures introduce an ad-
ditional temperature—ice—albedo feedback, contributing additionally to the wave
one pattern in the differences of sea-ice thickness.
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24.5 Discussion and Outlook

The results of our model simulations show that the pronounced wave one pattern
in zonally asymmetric stratospheric ozone (O∗

3), usually observed during winter
months with maximum over northern North Pacific/Aleutians and minimum over
northern North Atlantic/Northern Europe, induces a wave one perturbation in the
stratospheric large-scale flow via the corresponding radiation perturbation, leading
to subsequent changes in the tropospheric-stratospheric coupling processes. Over-
all we find that the zonally asymmetric stratospheric ozone O∗

3 impose a significant
change in tropospheric circulation towards negative phase of the North Atlantic Os-
cillation (NAO) via the imposed flow perturbation in the stratosphere and subse-
quent changes in precipitation, wind-driven ocean currents and sea-ice covering.

Based on simplified linear solutions of forced Rossby waves and barotropic vor-
ticity development we demonstrate the pathway of how O∗

3 affects the atmospheric
circulation. Investigating the effects of stratospheric O∗

3 with a numerical model
includes a lot of uncertainties due to unavoidable restrictions in the discrete formu-
lations of the model equations and physical parameterisations, therefore the sim-
plified solutions are also very helpful in identifying the primary processes and the
amplification of the perturbation in the atmospheric circulation in comparison to the
numerical simulations. We find that, as a primary process, the flow perturbation in
the stratosphere can be understood as a result of northward and southward transport
of barotropic vorticity imposed by the planetary Rossby wave perturbation forced
by O∗

3. This imposed change in the stratosphere towards a mean cyclonic pertur-
bation over the northern North Atlantic and a mean anti-cyclonic perturbation over
the northern North Pacific leads to the change in tropospheric circulation towards
the negative phase of the NAO, which is associated with corresponding changes of
about 10–20 % in the upper tropospheric westerlies, tropospheric heat and moisture
transports, and upward propagating wave trains modulating the primary perturbation
in the stratosphere.

Additional feedbacks via troposphere-ocean coupling lead to an intensification
and spatial shift of the signal, including an imposed change in wind-driven ocean
currents with a weakening of the Gulf-Stream and an intensification of the Kuroshio
stream (in the order of 2–5 % of the mean values). The signal of O∗

3 in the tropo-
sphere includes significant changes in climate-relevant parameters like convective
precipitation, snowfall, surface temperatures and sea-ice covering, which indicate
an imprint of the imposed wave one pattern in the stratosphere-troposphere circula-
tion.

The long-term change in the amplitude of observed O∗
3 shows a nearly linear

positive trend over the last decades. As mentioned in the introduction, a large frac-
tion (≈50–60 %) of the trend patterns in the zonally asymmetric component of total
ozone might be due to decadal changes in ozone transport by geostrophic winds
as determined by the stationary ultra-long planetary waves in geopotential height
[e.g., Hood and Zaff, 1995; Peters and Entzian, 1999; Peters et al., 2008]. However,
much of the processes configuring the amplitude, the phase, the vertical structure
and the long-term changes of the wave one pattern in ozone and other important
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absorbers (e.g., stratospheric water and stratospheric aerosol) remain unclear. Fur-
ther investigation is needed including a detailed assessment of zonal asymmetries in
the Brewer-Dobson circulation and of the involved photo-chemical reaction cycles
affecting the configuration of the wave patterns and its long-term changes.

Our results suggest that the observed trend in O∗
3 might contribute to the observed

trends in temperature, planetary wave activity and circulation patterns from tropo-
sphere to upper mesosphere. However, a more detailed examination of the influence
of O∗

3 on the observed long-term changes in the stratosphere and mesosphere is an
outstanding issue. We can also assume that long-term variations in the intensity of
radiation components absorbed by ozone can modify the atmospheric circulation by
modulating the effect of O∗

3. In particular, ozone strongly absorbs the ultra-violet
components of incoming solar irradiation, and therefore the effects of O∗

3 might be
somewhat stronger during years around the maximum and somewhat weaker during
years around the minimum of the 11-year solar cycle. Based on long-term equilib-
rium simulations with a general circulation model with coupled chemistry for solar
maximum and minimum conditions and ensemble means derived from ERA-40,
we have recently demonstrated that the effects of O∗

3 are indeed modulated by the
11-year cycle in solar irradiation [Gabriel et al., 2011b].

Our results suggest that diagnosing the configuration and effects of zonal asym-
metries in stratospheric ozone and other important absorbers may help to improve
current general circulation models. For example, in the climate models used for the
IPCC scenarios, which are based on GCMs or AOGCMs, only the zonally sym-
metric part of the ozone distribution is implemented [e.g., IPCC, 2007]. Current
GCMs and AOGCMs as well as chemistry-climate models including interactively
coupled ozone chemistry (CCMs) usually do not reproduce the amplitude and spa-
tial structure of the observed stratospheric stationary wave patterns correctly [e.g.,
SPARC-CCMVal, 2010]. Our model simulations demonstrate that including zon-
ally asymmetric ozone can lead to an improvement of the stratospheric wave one
pattern imposing subsequent changes in tropospheric circulation and wind-driven
ocean currents via top-down and bottom-up stratosphere-troposphere coupling pro-
cesses.
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Chapter 25
Extending the Parameterization of Gravity
Waves into the Thermosphere and Modeling
Their Effects

Erdal Yiğit and Alexander S. Medvedev

Abstract Vertical coupling by gravity waves (GWs) between the lower atmosphere
and thermosphere is studied with a general circulation model (GCM) extending
from the tropopause to the upper atmosphere. A newly developed nonlinear spectral
GW parameterization, which accounts for wave propagation in the highly dissipa-
tive thermosphere, has been implemented into the Coupled Middle Atmosphere-
Thermosphere-2 (CMAT2) GCM. In addition to the nonlinear saturation, the ex-
tended scheme considers wave dissipation suitable for the thermosphere-ionosphere,
such as molecular viscosity and thermal conduction, ion drag, eddy diffusivity, and
radiative damping. The results of simulations for June solstice show that the dynam-
ical and thermal effects of GWs are strong and cannot be neglected in the thermo-
sphere. At F region heights, GW momentum deposition is comparable to the ion
drag and GW-induced heating/cooling competes with the high-latitude Joule heat-
ing.

25.1 Introduction

Small-scale internal gravity waves (GWs) with intrinsic frequencies ω̂ smaller than
the Brunt-Väisälä frequency N but much larger than the inertial one, f � ω̂ < N ,
are plentiful in the lower atmosphere. They are generated owing to a variety of pro-
cesses like convection, flow instabilities, latent heat release, etc., and can propagate
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upwards growing in amplitude in response to exponentially decreasing background
neutral density ρ. In the middle atmosphere and above, they intensively attenuate,
thus depositing their momentum and energy into the mean flow. It is well estab-
lished that GWs are extremely important in the mesosphere and lower thermo-
sphere (MLT): they are responsible for the mean zonal wind reversal and the as-
sociated reversal of the meridional temperature gradient (“mesopause anomaly”),
turbulent mixing, and energy deposition [Fritts and Alexander, 2003, and refer-
ences therein]. GW effects lead to a significant departure of the middle atmo-
sphere from radiative equilibrium. Due to limitations in spatial resolution, atmo-
spheric general circulation models (GCMs) require appropriate GW parameteri-
zations in order to account for GW effects and produce more realistic circula-
tion of the middle atmosphere with respect to observations. A number of GW
schemes have been developed to date to incorporate the effects of these waves into
GCMs [e.g., Lindzen, 1981; Holton, 1982; Matsuno, 1982; Fritts and Lu, 1993;
Medvedev and Klaassen, 1995; Alexander and Dunkerton, 1999; Warner and McIn-
tyre, 2001].

However, in the thermosphere above the turbopause (∼105 km), dynamical and
thermal effects of GWs have been studied to a much lesser extent. Among others,
there were two major reasons for this lack of development: (1) Most lower atmo-
sphere GCMs either did not extend well into the thermosphere, [e.g., Boville and
Randel, 1992; Beagley et al., 1997; Manzini et al., 2006], or lower boundaries of
thermosphere models were set too high to capture GW propagation from the tropo-
sphere (typically, at 80–100 km) [e.g., Roble et al., 1988; Richmond et al., 1992]; (2)
Existing GW parameterizations were not designed to account for wave propagation
in highly dissipative atmosphere above the turbopause. For instance, in some stud-
ies, GW schemes were adapted from middle atmosphere GCMs by simply impos-
ing an unphysical exponential decay of wave activity above the MLT region [e.g.,
Fomichev et al., 2002]. With the arrival of so-called “Whole Atmosphere GCMs”
that cover the atmosphere from the surface to the thermosphere and even to the ex-
osphere [Schmidt et al., 2006; Liu et al., 2010], the task of developing suitable GW
parameterizations becomes urgent.

In this article, we report on the recent progress with developing such a parame-
terization, and with modeling the effects of small-scale internal GWs of lower at-
mospheric origin in the thermosphere above the turbopause. The primary focus of
this paper is to outline our recently developed nonlinear spectral GW scheme (an
“extended scheme” hereafter) [Yiğit et al., 2008], and to discuss the first modeling
results obtained with its implementation into a comprehensive GCM extending from
the tropopause to the middle thermosphere [Yiğit et al., 2009].

Some observations of GWs in the thermosphere-ionosphere (TI) are briefly re-
viewed in the next section. The extended nonlinear GW scheme [Yiğit et al., 2008]
along with the analytical formulae parameterizing the influence of various dissipa-
tive processes on GW harmonics are outlined in Sect. 25.3. Section 25.4 describes
the GCM used in this study, specification of GW spectra at the source level, and
the implementation of the scheme into the model. Sections 25.5 and 25.6 present
the dynamical and thermal effects of GWs on the thermosphere inferred from GCM
simulations. Summary and future perspectives are given in Sect. 25.7.
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25.2 Gravity Wave Observations in the Thermosphere

Observations of GWs in the upper atmosphere are numerous. The first were con-
ducted more than half a century ago, and revealed wave-like disturbances in the
F -region ionization [Munro, 1950]. They were termed traveling ionospheric dis-
turbances (TIDs), however their link to internal GWs were then not entirely es-
tablished. Hines [1960] was one of the first that related TIDs to GWs. Other early
observations in the TI showed large-scale GW-like disturbances in the plasma [Hun-
sucker, 1982]. Since those times, internal GWs were routinely observed in the TI
over decades, and our knowledge of their characteristics have rapidly grown. It be-
comes more evident that GWs are continuously present in the upper atmosphere.
More recently, incoherent scatter radar data have presented GW signatures in the
thermosphere whose sources are increasingly interpreted as being in the lower at-
mosphere. Based on a number of measurements, wave characteristics, such as dis-
persion relation and propagation directions, have been deduced, and the amount of
variability produced by GWs were estimated [Oliver et al., 1997]. Independent of
solar illumination and geomagnetic activity, GW signatures represent an intrinsic
part of the thermosphere dynamics [Djuth et al., 2004; Livneh et al., 2007].

25.3 Parameterization of Gravity Wave Effects in the Whole
Atmosphere System

25.3.1 Vertical Evolution of the GW Horizontal Momentum Flux

Under the assumptions of vertical propagation, no horizontal wind shear, and mid-
frequency GWs, the equation governing the evolution of the horizontal momentum
flux (per unit mass), u′w′

i (z), associated with a harmonic “i” has the form:

du′w′
i

dz
=
(

−ρz

ρ
− βi

tot

)
u′w′

i , (25.1)

where ρ is the background neutral density, βi
tot is the total vertical damping rate

affecting the given harmonic i, and the index “z” denotes vertical derivatives. The
solution of (25.1) can be expressed as [Medvedev and Klaassen, 1995; Vadas and
Fritts, 2005; Yiğit et al., 2008]

u′w′
i (z) = u′w′

i (z0)
ρ(z0)

ρ(z)
τi(z), (25.2)

where u′w′
i (z0) is the GW momentum flux at the source level z0, and τi is the so-

called transmissivity of the atmosphere for the given harmonic. Equation (25.2) de-
scribes how wave dissipation counteracts the exponential growth of the wave fluxes
due to the density stratification. For conservative wave propagation, τ = 1, and no
momentum is deposited into the mean flow. If τ varies with altitude, then waves
either draw their momentum from the mean flow (τi > 0), or deposit it (τi < 0). For
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the dissipative atmosphere, τi(z) for a test harmonic “i” can be written as [Yiğit et
al., 2008, Eq. (2)]

τi(z) = exp

[
−
∫ z

z0

∑

d

βi
d

(
z′)dz′

]
. (25.3)

In (25.3), the vertical damping rates βi
d(z

′) are attributed to various attenuation
processes denoted by “d” that simultaneously affect the harmonic in the real at-
mosphere. The analytical expressions for the different dissipation mechanisms are
given in Sect. 25.3.2. The total vertical damping rate βi

tot is the sum of all the indi-
vidual contributions, as implied in Eq. (25.3).

The total GW momentum deposition a(z) (or the GW drag) is the density scaled
divergence of the total momentum flux, a = ρ−1d(ρu′w′)/dz, calculated as a sum
over all the contributions from all of M individual harmonics in the GW spectrum:

a(z) =
M∑

i

ai(z) =
M∑

i

∑

d

βi
du

′w′
i (z)

[
m s−2]. (25.4)

The resulting wave heating/cooling εi associated with a harmonic is composed
of two terms, the irreversible heating Ei and the differential heating/cooling Qi ,
εi = Ei +Qi , [Medvedev and Klaassen, 2003; Becker, 2004; Yiğit and Medvedev,
2009]:

Ei = ai(ci − ū)

cp
, Qi = H

2ρR

∂

∂z

[
ρai(ci − ū)

] [
K s−1]. (25.5)

In (25.5) and hereafter, ci is the observed horizontal phase velocity for the i-th har-
monic, ū is the projection of the local background wind onto the direction of propa-
gation of the harmonic, H is the density scale height, H = −ρ/ρz, cp is the specific
heat at constant pressure, and R is the gas constant. The total heating/cooling is the
sum of the contributions of all individual harmonics: ε =∑M

1 (Ei +Qi).

25.3.2 Gravity Wave Dissipation

Conservative propagation of a harmonic is always described by a dispersion relation
with a real intrinsic frequency ω̂ and wave vector k = (k, l,m) = (2π)/(λx,λy, λz),
where λ’s are the wavelengths yielding the corresponding wavenumbers. Under the
mid-frequency approximation, f � ω̂ � N , the dispersion relation for GWs is

ω̂ = N

∣∣∣∣
kH

m

∣∣∣∣, (25.6)

with kH = |kH| = √
k2 + l2 being the horizontal wavenumber, λH = 2π/kH .

Dissipation modifies the dispersion relation by introducing the imaginary com-
ponent to the intrinsic frequency, ω̂ = ω̂R + iω̂I , ω̂R and ω̂I being the real and
imaginary parts, correspondingly, i is the imaginary unit. ω̂I describes a tempo-
ral decay of wave fluctuations with given ω̂R and k. If the approximation of steady
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waves is applied to the complex dispersion relation, the temporal decay converts to a
vertical damping. Thus, dissipation alters the vertical wavenumber m by introducing
the corresponding real and imaginary parts, mR and mI :

m = mR − imI . (25.7)

Since all perturbation variables in the harmonic are proportional to exp(−imz), the
imaginary part of the vertical wavenumber describes the vertical attenuation. mI

enters GW parameterizations because the momentum flux u′w′ ∝ exp(−2mIz).
Small-scale GWs are continuously affected by various dissipation mechanisms as

they propagate upward from the place of their excitation in the lower atmosphere. In
the middle atmosphere, nonlinear interactions, which limit the wave amplitude when
it becomes large due to the exponential growth with height, are the most important
mechanism of attenuation. Above the turbopause, other processes add to, and, ulti-
mately, compete with the nonlinear interactions. They are: molecular viscosity and
heat conduction [Vadas and Fritts, 2005], ion friction [Gossard and Hooke, 1975],
radiative damping in form of Newtonian cooling [Holton, 1982], and eddy diffusion.
The following subsections briefly summarize the way of parameterizing mI for the
different dissipation mechanisms, and, therefore, how they are included in (25.3).
Further details can be found in the work by Yiğit et al. [2008, Sect. 3].

25.3.3 Nonlinear Gravity Wave Saturation

The expression for the nonlinear dissipation term βnon follows from the works by
Weinstock [1982], and Medvedev and Klaassen [1995, 2000]. It accounts for wave-
wave interactions within a broad spectrum of GWs. The interactions are scale-
dependent, i.e., larger-scale harmonics act as an additional background for the
smaller-scale waves, and smaller-scale harmonics impinge on the larger-scale ones
and erode them. Therefore, βi

non describes the dissipation of the harmonic i caused
by nonlinear interactions with other waves in the spectrum. This dissipation is the
result of instabilities on scales shorter than the vertical wavelength of a given har-
monic. If the spectrum consists of a single harmonic, the wave interacts nonlinearly
with itself (“self-interaction”), and the corresponding βnon describes the well-known
Hodges-Lindzen breaking due to convective instability but at ∼ 70 % (1/

√
2) lower

amplitudes. For a spectrum with multiple waves, βnon takes the form [Medvedev and
Klaassen, 1995, 2000]:

βi
non =

√
2πN

σi
exp

(
−|ci − ū|2

2σ 2
i

)
, (25.8)

where the variance σ 2
i is produced by velocity fluctuations due to harmonics with

intrinsic phase velocities |cj − ū| slower than the reference velocity |ci − ū|, or

σ 2
i =∑

cj<ci
u′2
j . Unlike in the Hodges-Lindzen case, βi

non is a continuous function
that grows when amplitudes of the harmonics grow. Therefore, by contrast to linear
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schemes, no artificial factors (intermittency) are needed to scale GW effects. The
expressions for Froude numbers for a monochromatic, Frm, and broad spectra, Frs ,
illustrate the difference between the Lindzen-type linear scheme and the nonlinear
scheme [Yiğit et al., 2008, Eq. (11)]:

Frm = |mR
i u

′|
N

=
∣∣∣∣

u′

ci − ū(z)

∣∣∣∣, Frs = |mR
i σi |
N

=
∣∣∣∣

σi

ci − ū(z)

∣∣∣∣. (25.9)

Since σi contains contributions from other harmonics from the spectrum in addition
to the fluctuations of the harmonic i itself, σi � u′. As the nonlinear wave satura-
tion takes place at Frs → 1, and the linear one at Frm → 1, the nonlinear satura-
tion/overturning is likely to precede the linear one. Thus, accounting for nonlinear
interactions with other harmonics leads to lower breaking levels in the atmosphere.

25.3.4 Molecular and Eddy Viscosity and Thermal Conduction

The effects of molecular viscosity become increasingly important above ∼80 km
owing to their exponential growth with height. The kinematic molecular viscosity
coefficient νmol is related to the thermal conduction κ by the Eucken formula derived
from kinetic theory: κ = 0.25[9cp − 5(cp − R)]νmol. After Banks and Kockarts
[1973], this yields for the Earth atmosphere

νmol = 3.563 × 10−7T 0.69/ρ
[
m2 s−1] (25.10)

where T is the temperature. The expressions for the corresponding vertical damping
rate βi

mol for certain Prandtl numbers, Pr, are adopted from [Vadas and Fritts, 2005,
Eqs. (41) and (47)]

βi
mol(z) = νmolN

3

kh[ci − ū(z)]4
(Pr = ∞),

βi
mol(z) = 2νmolN

3

kh[ci − ū(z)]4
(Pr = 1).

(25.11)

Wave dissipation due to the background eddy viscosity can be accounted for simi-
larly with νmol replaced by the eddy diffusion coefficient, Deddy.

25.3.5 Ion Drag

In the ionosphere above 80 km, charged and neutral particles have different mobili-
ties. By contrast to the neutrals, the ionized particle motion (E × B drift) is confined
to the ambient magnetic field B. With their much larger velocities, ions can exert a
frictional torque on the neutrals that is proportional to the relative differences be-
tween their speeds, and to the effective collision frequency for momentum transfer
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between neutrals and ions, νni : νni(vi − u). This so-called “ion friction” is signif-
icant at F2 layer heights, and tends to damp wave fluctuations. The expression for
the corresponding vertical damping rate is given by [Gossard and Hooke, 1975]:

βi
ion = 2νniN

kH [ci − ū(z)]2
. (25.12)

In simulations, the collision frequency was taken to be proportional to the ion num-
ber density ni and depend on temperature T , following Klostermeyer [1972]:

νni = 7.22 × 1017T 0.37ni. (25.13)

25.3.6 Radiative Cooling

Damping of GWs by radiative processes is represented in form of Newtonian cool-
ing. The associated cooling coefficients that are required for the evaluation of βrad

have been adapted from Holton [1982, Eq. (41)]. βrad is then similar to (25.12), but
with νni replaced with the Newtonian cooling coefficient αnewt.

25.4 Model Description and Configuration of Runs

The Coupled Middle Atmosphere Thermosphere Model-2 (CMAT2) [Yiğit, 2009] is
a 3-D finite difference model developed at the University College London from
its first generation [Harris, 2001; Dobbin, 2005]. In a pressure vertical coordi-
nate system, it extends from 100 hPa (∼15 km) up to 1.43 × 10−8 hPa that corre-
sponds to 250 to 600 km, depending on the solar activity described by the F10.7 cm
radio flux. Simulations are performed on a 2◦ × 18◦ latitude-longitude grid. As
the model does not have a troposphere, National Centers for Environmental Pre-
diction and Global Scale Wave Model data were used to force planetary waves
and tides at the lower boundary. Further details can be found in the work by
Yiğit et al. [2009, and references therein]. All simulations presented in this article
have been performed at constant low geomagnetic and solar activities (Kp = 2+;
F10.7 = 80 × 10−22 W m−2 Hz−1).

25.4.1 Source-Level Gravity Wave Activity

All GW parameterizations require a specification of the GW spectrum at the lower
boundary taken as a source level z0 (cf. Eqs. (25.1) and/or (25.2)). In a number of
GCMs extending from the surface upwards, GW source is assumed at or around the
tropopause [Medvedev et al., 1998], presuming the tropopause to be the predominant
region of wave generation. In the presented simulations, GWs were launched at the
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Fig. 25.1 Source-level GW spectrum of momentum fluxes (per unit mass) (u′w′
i ) as a function of

horizontal phase speeds ci . The source amplitude is u′w′
max = 2.5 × 10−4 m−2 s−2, the spectral

width is cw = 35 m s−1. Asterix and diamonds denote the symmetric and asymmetric spectra, re-
spectively. The fastest and slowest harmonics are |cmax| = 80 m s−1 and 2 m s−1, correspondingly

bottom of the model at ∼15 km. The adopted source spectrum is Gaussian [Yiğit et
al., 2008, Eq. (17)]:

u′w′
i (z0) = sgn(ci − ū0)u′w′

max exp
[−(ci − ū0)

2/c2
w

]
, (25.14)

where u′w′
max is the magnitude of the flux, cw is the characteristic half-width of

the spectrum, and ū0 = ū(z = z0) is the local wind at the source level. The shape
and strength of this model spectrum are in a very good agreement with the bal-
loon measurements in the upper troposphere [Hertzog et al., 2008, Fig. 6]. A rep-
resentative source-level spectrum (25.14) along with its discretization are plotted in
Fig. 25.1. It is seen that the spectrum is symmetric with respect to phase velocities
ci only if ū0 = 0. If the local wind at the launch level is non-zero, the spectrum
becomes clearly asymmetric. The rationale for such anisotropic setup has been dis-
cussed in detail by Medvedev et al. [1998]. In practical applications, it produces
the best agreement between simulated fields and observations in the middle atmo-
sphere. The direction of propagation of GW harmonics coincides with that of local
wind for ci > 0, and is against it for ci < 0. Therefore, despite the assumed constant
parameters of (25.14), the wave source varies in time and space being modulated by
the local wind ū0.

25.4.2 Implementation Algorithm

A GW spectrum (25.14) approximated with 30 harmonics was launched at the
source level at ∼15 km in each grid point at every time step. The vertical evolu-
tion of fluxes along with the damping rates βi

d were then computed according to
(25.2) and as described in Sects. 25.3.3–25.3.6. The GW dynamical and thermal
effects were calculated at each point according to (25.4) and (25.5), respectively,



25 Gravity Wave Effects in the Thermosphere 475

and added to the corresponding tendencies in the momentum and thermodynamic
equations for the resolved motions in the GCM.

25.5 Dynamical Effects of Gravity Waves in the Thermosphere

How large is the influence of GWs on the large-scale dynamics of the middle and
upper atmosphere? In order to evaluate it, we performed two simulations: one with
the fully implemented parameterization (EXP2), and one with the GW forcing artifi-
cially set to zero above the turbopause (EXP1). The latter run completely eliminates
the direct GW effects above ∼105 km. Below the turbopause, GW contribution is
required to reproduce the observed solstitial jets in the MLT. Figure 25.2a,b presents
the zonal 21-day mean drag (in m s−1 day−1) produced by dissipating GWs during
the June solstice. GWs not only penetrate into the thermosphere, but create there
an appreciable forcing, which is at least as large as the GW drag in the MLT. For
comparison, the ion drag for the two simulations is plotted in Fig. 25.2c,d. The de-
posited GW momentum is predominantly directed against the mean wind, much like
the midlatitude ion drag. Magnitudes of the GW drag (hundreds of m s−1 day−1) are
comparable to those of the ion drag at least up to F region altitudes (180–200 km).
The effects of GWs are particularly strong in the winter (southern) hemisphere. The
imposed westward GW momentum significantly (from ∼100 to 30 m s−1 in the
mean sense) weakens the westerlies, and enhances the high-latitude easterlies (from
−10 to −30 m s−1) [Yiğit et al., 2009, Fig. 2]. Smaller compared to EXP1 values
of ion drag (Fig. 25.2c,d) reflect these changes in the mean wind. For instance, the
ion drag is almost twice weaker in midlatitudes at 180 km in the run with GWs ac-
counted for. This indicates that far from the high-latitude convection electric fields,
neutrals constitute a momentum source for ions, and GW drag clearly modulates
the exchange of momentum between them. Overall, accounting for the GW mo-
mentum deposition noticeably improves the simulated thermospheric mean winds
with respect to the Horizontal Wind Model [Yiğit et al., 2009].

25.6 Thermal Effects of Gravity Waves in the Thermosphere

Figure 25.3 displays the calculated GW heating and cooling rates, and compares
them with other diabatic effects. The irreversible heating due to a conversion of the
wave mechanical energy into heat,

∑
i Ei in (25.5), is large in the high-latitudes of

both hemispheres (up to 90–100 K d−1 at 200–210 km in Fig. 25.3a). This heating
is created by the dissipating harmonics with fast phase speeds traveling against the
mean wind and responsible for the high-latitude maxima of drag in Fig. 25.2b. As
the zonally averaged wind, ū, decreases towards the poles, the quantity ai(ci − ū)

for a wave ci increases. Therefore, although the dissipating harmonics deposit ap-
proximately equal momentum ai in middle- and high-latitudes (Fig. 25.3b), the GW
heating is much stronger in the high-latitudes. The role of this heating is clearly
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Fig. 25.2 Altitude-latitude cross sections of the zonal mean zonal torque created by parameterized
GWs (in m s−1 day−1) over the June solstice in the (a) cut-off drag and (b) full-drag simulations.
(c) and (d) are the mean zonal ion drag for the cut off and full-drag runs, correspondingly. Grey
shadings with solid line indicate regions with eastward drag, dotted contours denote the westward
drag (adopted from [Yiğit et al., 2009, Fig. 4])

seen when compared with the Joule heating (Fig. 25.3c), which is an important heat
source, resulting from ion-neutral collisional dissipation. The Joule heating is the
largest in the high-latitudes (up to 250 and 400 K d−1 in the Southern and North-
ern hemispheres, respectively), where GW heating is between 20 and 40 % of the
frictional heating.

Despite the strong irreversible heating, the net thermal effect of GWs is cool-
ing (Fig. 25.3b). It is created by the downward transport of the background po-
tential temperature by dissipating waves. The total cooling rates are up to −150
and −180 K d−1 at 210 km in the winter and summer hemispheres, respec-
tively. For comparison, the cooling rates due the main cooling mechanism in the
thermosphere—the molecular thermal conduction—are plotted in Fig. 25.3d. They
are up to −1100 and −2300 K d−1 in the Southern and Northern hemispheres,
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Fig. 25.3 Altitude-latitude cross sections of the thermal effects simulated for a June solstice
(in K day−1): (a) Irreversible GW heating; (b) total GW heating/cooling; (c) Joule heating;
(d) cooling due to the thermal conduction. Grey shadings with solid line indicate regions of heating,
dotted contours denote the cooling (adopted from [Yiğit and Medvedev, 2009, Fig. 2])

correspondingly. Therefore, the net effect of the subgrid-scale GWs in the ther-
mosphere is to enhance cooling by 10 to 20 %.

Instantaneous distributions illustrating the extent of variability of GW heat-
ing/cooling are shown in Fig. 25.4. A dipole pattern of strong heating (up to
500 K d−1) at 170–180 km, and cooling of more than −1000 K d−1 near ∼210 km
is seen between the local midnight and noon (panel a). A reversed but weaker pat-
tern occurs during the other half of the day. These variations of heating rates are
related to the influence of tides on GW propagation. Most of the modulation in the
model results is due to sun-synchronous tides, as follows from the two distributions
in Fig. 25.4c,d, which are 12 hours apart. Locally, thermal effects of GWs can sig-
nificantly exceed the average values, as, for instance, a striking cooling of more than
3000 K d−1 at 150°W in the Southern Hemisphere.
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Fig. 25.4 Instantaneous distributions of the total GW-induced heating/cooling rates (in K day−1):
time-altitude cross-sections in the (a) winter (75°S, 140°W), and (b) summer (75°N, 140°W)
hemispheres. Latitude-longitude distributions at ∼210 km at two representative universal times:
(c) 04:00UT and (d) 16:00UT. Red and blue shadings represent heating and cooling, respectively.
The white contour lines mark the temperature (adopted from [Yiğit and Medvedev, 2009, Fig. 2])

25.7 Summary and Future Perspectives

Implementation of the gravity wave (GW) parameterization by Yiğit et al. [2008]
into a comprehensive general circulation model extending from the lower to the
upper atmosphere has revealed a significant dynamical and thermal influence of
small-scale GWs of lower atmospheric origin on the thermosphere. The associated
momentum deposition into the mean flow at F region altitudes is comparable to ion
drag. GW-induced heating rates compete with the high-latitude Joule heating, while
the net thermal effect of GWs is cooling, which is 10 to 20 % of that by the molecular
heat conduction. These results have wide reaching implications for the modeling and
interpretation of observations in the atmosphere above the turbopause.

The approach with the parameterization described in this article provides a
promising new tool to account for the unresolved GWs effects in GCMs for the
whole atmosphere system. Besides the influence on the mean state, GWs are likely
to play an important role in coupling transient atmospheric phenomena such as tides,
planetary waves, stratospheric warmings, convective events with their responses in
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the thermosphere. Of interest also is the solar influence on GW penetration to the
TI [Yiğit and Medvedev, 2010], and GW impact on the constituents. Further valida-
tion and comparative work will be performed as more observations of GW activity
become available in the upper atmosphere.
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Yiğit, E., & Medvedev, A. S. (2010). Internal gravity waves in the thermosphere during low
and high solar activity: simulation study. Journal of Geophysical Research, 115, A00G02.
doi:10.1029/2009JA015106.
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Chapter 26
The Geospace Response to Nonmigrating Tides

Kathrin Häusler, Jens Oberheide, Hermann Lühr, and Ralf Koppmann

Abstract During the past five years, significant progress has been made in eluci-
dating and delineating the geospace response to nonmigrating tides from the lower
atmosphere. Satellite missions providing continuously and globally distributed mea-
surements of the atmospheric parameters revealed astonishing findings not antici-
pated before. Special emphasis is put on the eastward propagating diurnal tide with
zonal wavenumber 3 (DE3) which manifests itself not only in the neutral atmo-
sphere but also in the ionosphere. The DE3 tide can be traced from its origin in the
troposphere to its maximum in the mesosphere, lower thermosphere (MLT) region
up to an altitude of 400 km. Thereby Hough Mode Extension (HME) modeling aids
to bridge the data gap between satellite measurements performed in the MLT region
and upper thermosphere.
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Fig. 26.1 Coupling from the troposphere to the ionosphere/thermosphere through nonmigrating
tides

26.1 Introduction

Numerous observations and model studies made during the past five years have
unequivocally revealed that geospace owes a considerable amount of its longi-
tudinal, local time, seasonal/latitudinal and day-to-day variability to solar atmo-
spheric tides from the lower atmosphere. An unexpected and new realization was
the discovery that tropospheric weather is important for the “space weather” of the
ionosphere-thermosphere-mesosphere (ITM) system, with tides being the main cou-
pling mechanism (Fig. 26.1). Understanding the geospace response to lower atmo-
spheric tides is an emphasis area of SCOSTEP’s CAWSES-II program 2009–2013
and remains one of the challenges in aeronomy for the next decade, both scientifi-
cally and due to its importance for reliable space weather predictions. The German
CAWSES program has significantly contributed to the current state-of-the-art by de-
lineating the tidal morphology in the mesosphere, lower thermosphere (MLT) and
upper thermosphere from remote-sensing and in-situ satellite observations, and by
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making the connection between tropospheric sources and the response of Earth’s
neutral and ionized upper atmosphere using empirical and first-principles modeling.
This Chapter specifically addresses the progress made, by emphasizing the impor-
tance of non-Sun-synchronous (nonmigrating) tides.

Atmospheric tides are global-scale waves in temperature, winds and density that
are forced by the periodic absorption of solar radiation in the troposphere and strato-
sphere. Growing exponentially when propagating upward, tides often dominate the
thermal and dynamical structure of the MLT and E-region where they usually reach
their maximum amplitudes. Dissipation then leads to net energy and momentum de-
position in various forms. About 1016 Joule of energy propagate up daily from the
lower atmosphere in the form of gravity waves (GW), large-scale planetary waves
(PW) and tides [Jarvis, 2001] with tides being a major contributor. Tidal wave cou-
pling from below is therefore a fundamental mechanism of redistributing solar en-
ergy back into geospace.

Leading tidal frequencies are 24 h (diurnal) and 12 h (semidiurnal), due to their
solar origin. The parts of the tidal spectrum that follow the apparent westward prop-
agation of the Sun in a Sun-synchronous manner are called migrating tides, and the
non-Sun-synchronous parts are called nonmigrating tides. Migrating tides are pre-
dominantly forced by solar IR and UV radiation absorption in tropospheric water va-
por and stratospheric ozone, and solar EUV absorption in the thermosphere. Nonmi-
grating tides have two major sources: non-linear wave-wave interaction processes in
the strato-/mesosphere [Hagan and Roble, 2001; Lieberman et al., 2004], and latent
heating due to large-scale deep convection in the tropical troposphere [Hagan and
Forbes, 2002, 2003]. Deep convection largely depends on land-sea differences and
sea-surface temperatures. The periodic absorption of solar radiation at the surface
thus transforms to a longitudinal structure in cloud droplet formation (heat release)
at roughly the same local time of the day that acts as an efficient forcing mechanism
for a number of nonmigrating tides, i.e., for the prominent diurnal eastward prop-
agating tide of zonal wavenumber 3 (DE3). Here, a tidal component is denoted by
a letter/number code. DWs or DEs is a westward or eastward propagating diurnal
tide, respectively, with zonal wavenumber s. For semidiurnal tides, “D” is replaced
by “S”, and D0, S0 are zonally symmetric oscillations, respectively. There are some
indications for nonmigrating tidal forcing in the thermosphere [Oberheide et al.,
2011b] but not much is currently known about it, due to the lack of suitable global
data in the 120–400 km “thermospheric gap” between satellite remote-sensing and
in-situ observations.

MLT and E-region tides on a global scale are elucidated from wind and temper-
ature observations made by the SABER (Sounding of the Atmosphere using Broad-
band Emission Radiometry) and TIDI (TIMED Doppler Interferometer) instruments
on board the TIMED (Thermosphere, Ionosphere, Mesosphere Energetics and Dy-
namics) satellite. Section 26.2 overviews these tidal diagnostics, discusses the sea-
sonal and inter-annual variation of the tides, and puts them into the context of the
CAWSES tidal campaigns. A methodology, called Hough Mode Extension (HME)
modeling is introduced, that allows one to test the self-consistency of the TIDI and
SABER observations, and to extend the MLT tides from TIMED into the upper
thermosphere through empirical modeling.
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Fig. 26.2 Map of
reconstructed TIDI diurnal
tidal amplitudes in the zonal
wind, for climatological
2002–2008 August and
100 km altitude. Migrating
and nonmigrating tides are
superposed

The HME-based upward extension then allows one to make the connection with
in-situ tidal diagnostics from CHAMP (Challenging Minisatellite Payload), and to
study how tides from the lower atmosphere impact the aeronomy of the IT system,
including trace constituents, neutral density and electrodynamical coupling through
tidal modulation of E-region dynamo winds (Sect. 26.3).

The German satellite CHAMP has contributed significantly to the understanding
of upper thermospheric dynamics. Section 26.4 gives an overview of the important
findings concerning nonmigrating tides of tropospheric origin at CHAMP altitude.
The review includes the tidal spectra in equatorial latitudes (Sect. 26.4.2) as well as
the comparison between CHAMP and TIME-GCM tidal diagnostics (Sect. 26.4.3).
Specific attention is given to DE3 in Sect. 26.4.4 including its inter-annual variabil-
ity and solar flux dependence.

Ionospheric implications of tidal wave coupling from below are emphasized in
Sect. 26.5 including the equatorial electrojet (EEJ), vertical plasma drift, and crest-
to-trough (CTR) ratio of the equatorial ionization anomaly (EIA). A summary is
rounding off this chapter in Sect. 26.6.

26.2 Tides in MLT and E-Region Winds from TIDI

Tidal winds are one of the most prominent motions in the MLT and E-region. Am-
plitudes (Fig. 26.2) on the order of the time-averaged zonal wind, dominate the
meridional wind, and exhibit variations on time scales ranging from days to years.
Satellite-borne tidal winds in the MLT region were first diagnosed in UARS (Upper
Atmosphere Research Satellite) data that provided invaluable information about the
morphology of the migrating tides [Hays et al., 1994; McLandress et al., 1996].
UARS also provided the first opportunity to diagnose nonmigrating tidal winds
[Forbes et al., 2003]. However, the specifics of the UARS wind instruments lim-
ited nonmigrating tidal analysis to a single altitude of 95 km. The full appreciation
of the importance of nonmigrating tides in general, and zonal winds in particular, is
mainly a result of TIDI/TIMED observations since these data allowed for the first
time to derive the tidal wave spectrum over a range of MLT altitudes and over an
extended period of time.
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26.2.1 Data and Analysis

The TIMED Doppler Interferometer (TIDI) [Killeen et al., 2006] is the wind in-
strument on board the TIMED satellite that was launched in 2001. TIDI measures
zonal and meridional MLT winds from the Doppler shift of green line emissions.
Diurnal and semidiurnal nonmigrating tides are derived from 80–105 km and be-
tween ±75° latitude using the National Center for Atmospheric Research (NCAR)
data version v0307a [Wu et al., 2008] and a two-dimensional Fourier method [Ober-
heide et al., 2005, 2006, 2007]. Amplitudes and phases are first computed as 60-day
running means and are then averaged into monthly mean bins, from March 2002 to
December 2010. TIDI tidal diagnostics covers 8 diurnal components (DW5, DW4,
DW3, DW2, D0, DE1, DE2, DE3) and 9 semidiurnal components (SW6, SW5,
SW4, SW3, SW1, S0, SE1, SE2, SE3). Migrating tides cannot be reliably recovered
due to instrumental and aliasing issues but come from SABER temperature tidal
diagnostics and their HME modeling, as overviewed in Sect. 26.2.4. Amplitude ac-
curacy is on the order of 10 %, and amplitude and phase precisions are on the order
of 1 m/s and 1–2 hours, respectively. See Oberheide et al. [2006, 2007] for details
of the error analysis and how the errors vary for individual components. TIDI tides
poleward of ±60° are subject to increasing planetary wave aliasing and should be
used with due care there. Figure 26.2 exemplifies the tidal variability in the MLT
region as seen by TIDI and highlights the importance of nonmigrating tides since
the latter cause the observed longitudinal amplitude variation.

26.2.2 DE3 Seasonal and Inter-annual Variations

Figure 26.3 illustrates the TIDI tidal diagnostics for the DE3 zonal wind component
at 105 km altitude, for the 2002–2009 climatological case and individual years. See
Oberheide et al. [2006, 2007] for the full set of diurnal and semidiurnal tidal compo-
nents from TIDI. DE3 is of special interest for the space weather of the ITM because
of (i) its magnitude in the MLT and (ii) its importance for the E-region dynamo and
the overlying ionospheric F-region structure, as discussed in Sect. 26.3. It should
also be noticed that DE3 reflects meteorological impacts on geospace because it is
largely forced by latent heat release in large-scale deep convective systems in the
tropical troposphere [Hagan and Forbes, 2002].

The seasonal DE3 variation is largely annual, with a broad equatorial maximum
in August/September that changes to two weaker peaks around ±20° during boreal
winter. This is accompanied by a dramatic phase change from symmetric with re-
spect to the equator in summer to antisymmetric in winter (Fig. 26.4). Oberheide
and Forbes [2008a] provide a detailed discussion of this behavior: it basically re-
flects the relative strength of the two dominating tidal eigenmodes in summer and
winter which in turn is the result of tropospheric heating variations [Zhang et al.,
2010]. Wind filtering effects are comparatively unimportant.
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Fig. 26.3 TIDI DE3 zonal wind amplitudes at 105 km. The 2002–2009 climatology and individual
years are shown. White areas indicate data gaps

Fig. 26.4 TIDI DE3 zonal wind amplitudes (top) and phases (bottom) for the climatological cases
August (left) and December (right). Phases are given in local time of maximum

A cursory inspection of Fig. 26.3 already reveals a quasi-2-year pattern in the
equatorial DE3 zonal winds during summer with relative maxima in 2004, 2006,
and 2008, and relative minima in 2003, 2005, 2007, and 2009. It is less perceivable
“by eye” in 2002 but a more detailed analysis involving time/altitude cross-sections
at the equator shows that 2002 is also a “maximum” year but with a peak altitude
of about 98 km, compared to 102–105 km during the other years [Oberheide et



26 The Geospace Response to Nonmigrating Tides 487

al., 2009]. Statistical analysis of the underlying symmetric and antisymmetric tidal
eigenmodes provides further insight into the DE3 inter-annual amplitude modula-
tion. Significant periods (99.9 % confidence) occur at 6, 12, and 24.3 months for the
symmetric mode and thus for the equatorial summer maximum. The 2-year signal
(15–20 % amplitude modulation), however, is absent in the antisymmetric mode and
thus in the ±20° latitude winter maxima.

The reason(s) for the low-latitude 2-year modulation are still under debate. Its
period is suggestive of a quasi-biennial-oscillation (QBO) effect and this argument
has been made for migrating tides [Forbes et al., 2008; Xu et al., 2009]. The mean
2002–2008 QBO period of 24.7 months compares well with the 24.3 months in the
DE3 with the latter being larger in the westerly phase of the QBO. However, it is
not clear where and how the QBO modulates the DE3. For example, QBO back-
ground wind variations extend well into the MLT where they are out-of-phase with
the stratospheric QBO [e.g., Burrage et al., 1996]. A mesospheric QBO influence
on the DE3 would indeed be more plausible because easterly mean zonal winds
Doppler shift the DE3 frequency toward higher values and such higher-frequency
waves are harder to dissipate than a lower-frequency wave of comparable wave-
length [Ekanayake et al., 1997]. Additional and/or alternative QBO effects may also
include stratospheric filtering during upward propagation, i.e., vertical wavelength
distortions due to mean winds and hence an altered dissipation. These and other
wave-wave and wave-mean flow interactions are poorly understood and an impor-
tant objective of SCOSTEP’s CAWSES-II program 2009–2013 (www.cawses.org).

The arguments made above and the more detailed discussion in Oberheide et al.
[2009] support a QBO interpretation, presumably because of enhanced (reduced)
tidal dissipation during the westerly (easterly) phase of the mesospheric QBO due to
frequency Doppler shift. The DE3, however, will also react to tropospheric forcing
variations such as the El Niño/Southern Oscillation (ENSO) since the latter changes
the locations of tropical deep convective systems. Lieberman et al. [2007] found a
largely negative correlation between the Southern Oscillation Index (SOI) and latent
heat release over the central and eastern Pacific. A statistical analysis of 2002–2008
SOI data yields a 26.8 month period at the 99 % confidence level [Oberheide et al.,
2009]. This is not far from the 24.3 month period in the TIDI DE3 zonal winds and
certainly an issue worth to be pursued. Further insight is expected to come from an
ongoing investigation of the strong 2009–2010 El Niño and the 2010–2011 La Niña.

26.2.3 CAWSES Tidal Campaigns and Validation

TIDI tides have been extensively validated as part of the CAWSES tidal campaigns
[Ward et al., 2010] and significantly contributed to their scientific accomplishments.
The tidal campaigns were organized as a project within SCOSTEP’s CAWSES-I
program around four observation campaigns in September–October 2005, March–
April 2007, June–August 2007 and December–January 2008. Another one, now part
of CAWSES-II, is scheduled for August–September 2011.

http://www.cawses.org
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Fig. 26.5 Height profiles (September–October 2005, first campaign) of the diurnal (top) amplitude
and (bottom) phase of the meridional wind for TIDI and three meteor radar stations (Rarotonga:
21°S, 160°W; Cachoeira Paulista: 23°S, 45°W; Learmonth: 22°S, 114°E). Shading indicates stan-
dard deviation. Original from Ward et al. [2010]. Reproduced/modified by permission of American
Geophysical Union

Figure 26.5 shows an example for the validation of TIDI diurnal tides during
the first campaign. Sixty day vector averages of three ground-based meteor radars
located at different locations near the 20°S latitude circle are compared to recon-
structed tidal fields from TIDI that are generated by superposing the diagnosed
diurnal tidal components. It should be noted that the migrating tidal winds in the
reconstruction are not from TIDI observations, for reasons outlined in Sect. 26.2.1,
but from SABER temperature tides and tidal theory (see Sect. 26.2.4). This is not
a problem here since the tidal amplitude variations along longitude are due to non-
migrating tides alone. The top (bottom) panels in Fig. 26.5 show the amplitudes
(phases) for the three locations with the solid line showing the data and the shaded
regions the standard deviation within the 60-day time window. TIDI meridional
wind amplitudes at 90 km at the three stations vary significantly, from 25 m/s (Raro-
tonga) to 50 m/s (Cachoeira Paulista) and 32 m/s (Learmonth). The meteor radars
agree with these values within the experimental error. Furthermore, the agreement
extends throughout the profiles both in amplitude and phase.

These and other TIDI/radar and TIDI/lidar comparisons [Ward et al., 2010] show
for the first time that the tidal signatures from ground-based radar and satellite opti-
cal observations are consistent with each other. This progress was made possible due
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to the now available nonmigrating tidal definitions over a range of MLT altitudes. It
appears that many of the differences between the various sources of information on
tides are now resolved. Systematic tidal investigations can thus proceed in a more
coherent manner, i.e., by using combined ground-based and satellite tidal diagnos-
tics.

26.2.4 HME Modeling and Internal Consistency with SABER
Tidal Temperatures

A further source for tidal diagnostics in the MLT region is the SABER instrument
on TIMED. SABER measures temperature and selected trace constituents from 20–
120 km from infrared emissions [Russell et al., 1999]. Migrating and nonmigrating
temperature tides are analyzed in a similar manner as TIDI and provide the same
monthly mean tidal components with an amplitude error of 1–2 K [Forbes et al.,
2006, 2008]. It is now possible to explore the internal consistency of the TIDI wind
tides and the SABER temperature tides within theoretical expectations.

The approach is called Hough Mode Extension (HME) modeling and can be
thought of as constraining a tidal model with observations. HMEs represent the nu-
merical solution (pole-to-pole, 0–400 km altitude) to the linearized dynamical equa-
tions of the atmosphere taking into account dissipative effects above the tidal forcing
region and height dependent background temperature. Going back to Lindzen et al.
[1977] and Forbes and Hagan [1982], an HME is an extension of a classical Hough
mode that represents the solution to Laplace’s tidal equation in an isothermal atmo-
sphere without mean winds and dissipation. Each HME is a self-consistent latitude
vs. height set of amplitudes and phases for the perturbation fields in temperature,
zonal, meridional and vertical winds, and density (T ,u, v,w,ρ). HMEs are com-
puted following Svoboda et al. [2005] using a simplified version of the GSWM
linear tidal model [Hagan and Forbes, 2002], which only maintains the tidal dis-
sipation scheme. Model background winds are set to zero and the standard model
temperature and density profiles are replaced by globally averaged profiles for dif-
ferent solar flux conditions. Each HME is then computed using an arbitrarily cali-
brated, simple tropospheric heat source with a latitudinal structure equivalent to that
of a classical Hough Mode. See Oberheide and Forbes [2008a] and Oberheide et al.
[2009, 2011a, 2011b] for examples of the full latitude vs. height HME structure.

The HMEs for each tidal component are then least-squares fitted to the observed
tides in the MLT region, as detailed in Oberheide et al. [2011b], and tidal amplitudes
and phases are reconstructed as function of latitude, altitude, and month. This ap-
proach accounts for mean wind effects although the latter are set to zero in the HME
computation. Svoboda et al. [2005] show that the distortion of tidal structures due to
mean winds can be viewed as mode coupling, that is, the excitation of higher-order
modes which combine together to approximate the distortion. HME fit errors due to
uncertainties in the observed tidal fields and due to the specifics of the methodology
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Fig. 26.6 (Top) Observed 2002–2006 average DE3 amplitudes in temperature (left), zonal (mid-
dle) and meridional wind (right) from SABER and TIDI at 100 km. (Bottom) Amplitudes from the
HME approach. Adopted from Oberheide and Forbes [2008a]. Reproduced/modified by permis-
sion of American Geophysical Union

are on the order of 1 m/s for horizontal winds and 1 K for temperature amplitudes.
Corresponding phase errors are 1–2 hours [Oberheide et al., 2011b].

Figure 26.6 exemplifies the feasibility and strengths of the HME approach, by
comparing observed seasonal variation of the DE3 tidal component at 100 km
(2002–2006 climatology) and the result when fitting HMEs to the observed DE3
tides from SABER and TIDI. The HME fits agree within one color level (about the
systematic error of the data) with the observations and as such establish the self-
consistency of the TIDI and SABER tides within the framework of the tidal theory.
The same level of agreement is found for individual years [Oberheide et al., 2009]
and for most other diurnal and semidiurnal tides [Oberheide et al., 2009, 2011a].

26.3 Tidal Upward Propagation
into the Ionosphere-Thermosphere (IT) System

TIMED tidal diagnostics is limited to altitudes below 105 km (winds) and 120 km
(temperature). A major challenge in delineating and understanding the tidal wave
spectrum at higher altitudes is the lack of global observations in the “thermospheric
gap” between 120 km and 400 km where in-situ tidal diagnostic, i.e., from CHAMP
(cf. Sect. 26.4), can be made. To date, the only approach to overcome this shortcom-
ing and to obtain at least observation-based tides in the thermosphere are HME fits
to TIMED tides observed in the MLT. This also allows one to interpret longitudinal
variations in other parameters important to the aeronomy of the IT system, such as
nitric oxide.

26.3.1 Nonmigrating Tides in Thermospheric Nitric Oxide

Nitric oxide (NO) acts as the upper atmosphere’s natural thermostat through its
5.3 µm IR emissions [Mlynczak et al., 2003]. Any NO longitudinal and local time
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Fig. 26.7 Monthly-averaged (top) NO observations from SNOE, (middle) NO residuals from
SNOE, and (bottom) tidal density residuals from HME fits to TIMED at the equator for (a) Septem-
ber and (b) December. Local solar time is 10.5 h. Adopted from Oberheide and Forbes [2008b].
Reproduced/modified by permission of American Geophysical Union

variability imposed by tides will thus modulate energy loss rates and hence the ther-
mospheric energy budget. The first step in identifying the amount of NO tidal vari-
ability and its causes is to study the NO number density such as measured by the
SNOE (Student Nitric Oxide Explorer) satellite. SNOE [Barth et al., 2003] was in a
Sun-synchronous orbit and its NO measurements were limited to daylight such that
the mean local solar time of the NO data collected between March 1998 and Septem-
ber 2000 is 10.5 hour. Monthly averaged NO from SNOE at the equator show a clear
4-peaked longitudinal variation between March and October, and a 3-peaked longi-
tudinal variation in December and January [Oberheide and Forbes, 2008b]. This is
most pronounced in September and December (Fig. 26.7, top panels). The middle
panels show the same data but as percentage residuals, that is, after subtraction of
and division by the zonal mean. Peak-to-peak variations can approach 40 % within
40°–60° longitude intervals.

The bottom panels of Fig. 26.7 show the corresponding tidal density residuals for
10.5 hour LST. They are reconstructed from the full set of diurnal and semidiurnal
components that have been inferred by fitting HMEs to the TIDI tidal winds and the
SABER tidal temperatures. Note that the removal of the zonal means also removes
the migrating tides because the latter are observed as zonally symmetric features in
a constant LST reference frame [Oberheide et al., 2003]. The tidal density residu-
als closely resemble the NO residuals in the 100–135 km range. The discrepancy
above 135 km comes not unexpected because of altitude dependent NO produc-
tion processes. More importantly, the longitudinal structure in the low-latitude NO
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residuals between 100–135 km is clearly a result of nonmigrating tidal density vari-
ations with DE3 (observed as a “wave-4”) dominating between March and October
and DE2, SE1 (observed as a “wave-3”) dominating in December and January. This
report and interpretation of these striking variations demonstrates the tropospheric
influence on thermospheric NO since DE3, DE2, SE1 are all forced by latent heat
release in deep convective tropical clouds [Oberheide et al., 2006, 2007]. Further-
more, it is a first order effect in understanding NO variability because it is on the
order of the equatorial NO density variations as function of solar variability as re-
ported by Barth et al. [2003]. The same level of agreement between SNOE NO
density residuals and HME-based neutral density tides is found between ±30° lat-
itude. At higher latitudes, geomagnetic effects become increasingly important and
they do not allow one to unambiguously identify tidal effects.

First principles modeling by Ren et al. [2011] recently reproduced the “wave-
4” and “wave-3” longitudinal variations in NO and neutral density in a quantitative
way. These simulations show that the neutral density effect is mainly transmitted
through the modulation of the chemical production rates, particularly between ex-
cited nitrogen and molecular oxygen. The SNOE results proof that nonmigrating
tides extend well into the thermosphere and that HMEs provide realistic estimates of
their magnitude and phasing. It is thus possible to further follow the HME approach
to study the upward propagation of the tides throughout the whole thermosphere up
to 400 km altitude where the HME predictions can then be validated using CHAMP
in-situ tidal diagnostics.

26.3.2 Inter-annual and Solar Cycle Variability

Science challenge questions in the IT system, that is, in the 120–400 km “thermo-
spheric gap” include: (1) How large is the tidal variability in the upper thermosphere
due to direct upward propagation from the tropospheric weather sources? (2) How
large is the inter-annual and solar cycle variability of the tides and what causes
them? TIMED-based HME fits provide first answers to these questions in that they
provide the magnitude of the variability and allow one to study the physical reasons
for the latter, i.e., in terms of zonal mean flow effects and wave dissipation. The
following discussion focuses again on “wave-4” type longitudinal variations due to
the DE3 and thus on tropospheric weather influences on the upper thermosphere.

Figure 26.8 is a time-series of DE3 HME fits to TIMED tidal wind and tempera-
ture diagnostics. Wave dissipation sets in above ∼110 km and amplitudes relax to a
constant value at altitudes above ∼200 km when molecular diffusion becomes dom-
inant. Nonmigrating tides in the MLT region do not show a statistically significant
solar cycle dependence [Oberheide et al., 2009]. The apparent amplitude increase
above ∼120 km with decreasing solar activity is a dissipative effect that is mainly
due to the inverse dependence of vertical diffusion of heat and momentum on the
background density. This is accounted for in Fig. 26.8 since the base HMEs in this
case have been computed as function of solar F10.7 cm radio flux. Solar min/max
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Fig. 26.8 Time series of HME-based DE3 zonal wind amplitudes at the equator. Adopted from
Oberheide et al. [2009]. Reproduced/modified by permission of American Geophysical Union

Fig. 26.9 (a) CHAMP DE3 relative density amplitudes normalized to 390 km. (b) Corresponding
HME fit to TIMED tides in the MLT. Same altitude and color code

amplitude differences in the upper thermosphere are on the order of a factor of 3 in
the zonal wind, 60 % in temperature and a factor of 5 in density [Oberheide et al.,
2009]. The amplitude error in Fig. 26.8 is ∼1 m/s and as such well below the ob-
served solar cycle variability. Superposed to the latter is the 2-year oscillation from
the MLT (Sect. 26.2.2) that is presumably caused by the QBO.

That these thermospheric extensions of MLT observations over 300 km altitude
can be trusted is demonstrated in Fig. 26.9. The upper panel shows CHAMP DE3
relative density amplitudes normalized to 390 km as function of latitude and time.
The lower panel is the HME prediction in the same color code which compares
exceptionally well with the observation in terms of magnitude, and seasonal and so-
lar cycle variation. Relative amplitude differences are on the order of 10 % with
phase differences (not shown) of 1–2 hour [Oberheide et al., 2011a]. A similar
level of agreement is obtained when comparing HME zonal winds to CHAMP zonal
wind tides (see Fig. 26.14) and HME temperatures to combined CHAMP/GRACE
(Gravity Recovery And Climate Experiment) DE3 exosphere temperature diagnos-
tics [Forbes et al., 2009].
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Fig. 26.10 Meridional tidal wind perturbations in September due to upward propagating nonmi-
grating diurnal and semidiurnal tides at 400 km as function of longitude, latitude and local time.
Migrating tides are not included

26.3.3 Meridional Tidal Winds in the F-Region

Similar diagnostics for other diurnal and semidiurnal tides provide additional in-
sight into the morphology and causes of IT variability. An important component is
the semidiurnal SE2 tide, which also compares exceptionally well with CHAMP
densities [Oberheide et al., 2011a]. SE2 and its MLT and thermosphere structure
are considerably more complex than DE3 since it is a result of tropospheric forcing
and the non-linear interaction between the migrating diurnal tide DW1 and the DE3
[Hagan et al., 2009; Oberheide et al., 2011a]. SE2 is particularly interesting due to
its meridional wind structure in the upper thermosphere and the resulting implica-
tions for neutral-ion coupling at F-region heights. A well-accepted tidal/ionosphere
coupling mechanism is E-region dynamo modulation by nonmigrating tides due to
the DE3 [Immel et al., 2006; Hagan et al., 2007; Jin et al., 2008]. This produces
F-region plasma density variations of “wave-4” type when observed in a constant
local time frame [Sagawa et al., 2005; Lin et al., 2007]. SE2 (also observed as a
“wave-4”) in turn does not have an E-region zonal wind structure suitable for E-
region dynamo modulation but exhibits upper thermospheric trans-equatorial wind
speeds in excess of 10 m/s [Oberheide et al., 2011a]. A comparison with the SAMI2
ionospheric model [Huba, 2000] suggests this will considerably contribute to the
“wave-4” variability in the F-region plasma since 20 m/s are sufficient to produce a
“wave-4” structure that is as large as the one due to E-region wind dynamo modula-
tion [England et al., 2010]. Superposed diurnal and semidiurnal tidal winds from
HMEs produce even larger meridional winds at low latitudes. This is shown in
Fig. 26.10 which combines 12 diurnal and semidiurnal nonmigrating tides (migrat-
ing tides excluded) at 400 km, based on the 2002–2008 climatological HME fits
from Oberheide et al. [2011b].

26.4 Tides in Low-Latitude Thermospheric Zonal Winds
from CHAMP

The German mini-satellite CHAMP was in orbit for ten years, two months, and
four days. Its sensitive accelerometer at the spacecraft’s center of gravity allowed
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to derive the zonal wind globally at about 400 km altitude. An introduction to
the mission and an illustration is given in Chap. 11 (see Fig. 11.1). Unexpected
findings of the CHAMP upper thermospheric zonal wind concerning longitudinal
variability and nonmigrating tidal signatures have been published by Häusler et al.
[2007, 2010], Häusler and Lühr [2009], and are summarized in Häusler and Lühr
[2011]. Subsequently, some of these findings are echoed and new observations high-
lighted.

26.4.1 Data and Analysis

The zonal wind is calculated from CHAMP accelerometer measurements. The ini-
tial approach assumed that the drag force is aligned with the spacecraft velocity vec-
tor in an air rest frame [e.g., Liu et al., 2006; Häusler et al., 2007]. Now an iterative
algorithm is used, which allows for independent drag coefficients of the various sur-
faces, to determine the crosstrack wind from the CHAMP accelerometer measure-
ments [Doornbos et al., 2010]. The difference between the two approaches is small
(few percent) as long as relative variations are considered. Only crosstrack winds
are deducible from CHAMP and due to the near polar orbit they correspond to zonal
winds in equatorial and mid-latitude regions. Upper thermospheric zonal winds are
available every 10 s starting from June 2001 until the beginning of September 2010.
The CHAMP satellite precessed through one hour of local time every 11 days, thus
having taken its daily measurements at a quasi constant local time which is cru-
cial for the analysis. Combining the ascending (northward bound) and descending
(southward bound) orbital arcs, a 24 h local time coverage is obtained after 131 days.

For the research, zonal wind residuals are used that are free of the zonal mean.
The removed zonal mean comprises 15 consecutive orbits centered around the orbit
of interest. These 15 consecutive orbits provide just an almost equal coverage of all
longitudes. After calculating the wind residuals, they are sorted according to season,
month, or time (daily means), respectively, and separated into local time hours and
24 overlapping longitude bins of 30° width each. This binning introduces a damping
of the tidal amplitude which has been accounted for in the final results as described
in Häusler and Lühr [2009]. Regarding the prominent wave-4 structure, the diurnal
and semidiurnal tides contributing to the wave-4 are underestimated by the applied
approach by 20 % and 26 %, respectively.

The observed wavenumbers in the longitudinal variation of the zonal wind are
calculated by performing a Fourier transform on the data while a two-dimensional
(2-D) Fourier transform yields the diurnal and semidiurnal spectra embedded in
the zonal wind at CHAMP altitude [Häusler and Lühr, 2009]. Here, a 24 h local
time coverage is a mandatory requirement to apply a 2-D Fourier transform. This is
satisfied for each month when combining five years of CHAMP data.

Due to the large CHAMP data set available, the applied method to deduce the
tidal signatures in the zonal wind renders small formal uncertainties between 0.1 m/s
and 0.2 m/s with largest values occurring around June solstice. This effect can be
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Fig. 26.11 Longitude vs.
local time distribution of the
observed wave-4 structure in
the zonal wind [m/s] for
August. The black guiding
line is indicating a phase
propagation of 90° to the east
within 24 h LT. Modified
version of Fig. 2 in Häusler
and Lühr [2009]

related to the reduced thermospheric density during the middle of the year which
causes a larger scatter of wind data. The achieved precision of a single wind velocity
reading derived from CHAMP measurements amounts to about 20 m/s as stated in
the appendix of Liu et al. [2006].

26.4.2 Tidal Spectra

When investigating the longitudinal variation of the CHAMP zonal wind, a four-
peaked longitudinal structure dominating the spectrum during some local times was
found [Häusler et al., 2007]. The evolution of the wave-4 structure over the course
of a day is depicted in Fig. 26.11 for the month of August. Clearly visible is a
shift of 90° to the east within 24 h LT of the wave-4 pattern. This distinct phase
shift is attributable to DE3 [Häusler and Lühr, 2009]. While the months of July–
September exhibit a very strong wave-4 signature with the DE3 denoting phase
shift, the signal is reduced or even vanishes in the remaining months. Applying a
2-D Fourier transform on the data, DE3 was identified as the leading source for the
observed wave-4 structure in the CHAMP zonal wind [Häusler and Lühr, 2009].

For illustration, Fig. 26.12 displays the diurnal tidal spectrum of the zonal wind
observed along the magnetic and along the geographic equator during the years
2002–2005. Owing to the fact that the zonal mean was removed before applying
the Fourier transform, the migrating tide (DW1) is filtered out and hence does not
appear in the figure. Inspecting the diurnal tidal spectra in Fig. 26.12, overall larger
amplitudes are observed along the magnetic equator (left panel). The strongest com-
ponents are DW2 and D0 peaking in December. These tides are probably generated
in-situ via the nonlinear interaction of SPW1 and DW1. The DE3 tide exhibits a
maximum in July–September and a minor maximum in March/April explaining the
observed annual variation of the identified wave-4 pattern. A puzzling result is re-
vealed for the annual behavior of the DE2 and DE3 tides within both coordinate
systems. Though the generation mechanism is the same for both tides, DE3 ampli-
tudes maximize in the magnetic reference frame, while DE2 amplitudes are slightly
larger in the geographic reference frame.
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Fig. 26.12 Diurnal tidal spectra of the zonal wind [m/s] along the magnetic equator (left panel) and
the geographic equator (right panel) observed by CHAMP during the years 2002–2005. Positive
(negative) wavenumbers correspond to westward (eastward) propagating tides. Modified version
of Fig. 4 in Häusler and Lühr [2009]

26.4.3 CHAMP/TIME-GCM Tidal Comparison

Besides the HME modeling approach, there exists a variety of numerical at-
mospheric models which also include atmospheric tides. One of them is the
thermosphere-ionosphere-mesosphere-electrodynamics general circulation model
(TIME-GCM) developed at the National Center for Atmospheric Research (NCAR).
TIME-GCM is a three-dimensional, time-dependent global grid point model that
calculates the dynamics and electrodynamics as well as neutral gas heating, pho-
toionization and the compositional structure of the middle and upper atmosphere
and ionosphere. For detailed information on the model the reader is referred to
Roble and Ridley [1994], Roble [1995, 1996] and references therein. Hagan et al.
[2007, 2009] showed that DE3 is capable of propagating well into the upper ther-
mosphere. Having identified DE3 as the main source for the observed longitudinal
wave-4 pattern in CHAMP zonal wind, a direct comparison of tidal signals in zonal
wind at upper thermospheric altitudes observed in situ by CHAMP and obtained
from TIME-GCM simulations was carried out. The goal was to quantify the perfor-
mance of TIME-GCM regarding nonmigrating tides in the upper thermosphere. For
the comparison, the model was run for the 15th day of March, July, September, and
December until it settled to a diurnally reproducible state. In the beginning, the solar
flux F10.7 value was set to 75 sfu (solar flux unit, sfu = 10−22 m−2 Hz−1) reflect-
ing solar minimum conditions. Important to mention is the fact that TIME-GCM
inherently calculates the atmospheric tides that are excited by the absorption of UV
and EUV radiation in the middle and upper atmosphere. Yet it cannot account for
tides excited in the troposphere and lower stratosphere due to the fact that the model
does not extend to the ground [Hagan et al., 2007]. However, this absence can be
compensated by perturbing the TIME-GCM lower boundary with the results of the
global scale wave model (GSWM) [Hagan and Roble, 2001] which can account for
tides driven outside the model domain [Hagan and Forbes, 2002, 2003]. Here, the
focus is set on DE3 and DE2 only since they are of tropospheric origin. More details
of the comparison can be found in Häusler et al. [2010].

Figure 26.13 shows the intra-annual variation of the DE3 and the DE2 tide as
observed by CHAMP and predicted by TIME-GCM. As for CHAMP, the displayed
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Fig. 26.13 Comparison between the CHAMP DE3 (solid) and DE2 (dashed) tidal amplitudes with
the TIME-GCM DE3 (pentagram) and DE2 (triangle) tidal amplitudes obtained from the March,
June, September, and December model runs under solar quiet conditions (F10.7 = 75 sfu). With
kind permission from Springer Science+Business Media: modified version of Fig. 25.5 in Häusler
and Lühr [2011]

intra-annual variation of DE2 and DE3 amplitudes corresponds to the ones shown in
Fig. 26.12, right panel. It is visible that TIME-GCM exhibits a shortcoming in sim-
ulating the observed intra-annual variation for both tides. The model overestimates
the strength of DE3 at CHAMP altitude in all simulated months with the largest
deviation occurring in December when the model amplitude is five times larger than
the observed one. The opposite is discernible for the DE2 tide. Mostly the mod-
eled DE2 exhibits amplitudes less than 1.6 m/s and only in December a significant
contribution is detectable.

The discrepancies for DE2 between the model and observations can be attributed
to insufficient lower boundary forcing. The GSWM DE2 amplitudes reported by
Hagan and Forbes [2002] are also comparatively weak. Inaccuracies in the model
dissipation schemes could be a factor that leads to the high DE3 amplitudes in
TIME-GCM [Hagan et al., 2009]. In order to overcome these discrepancies, the
TIME-GCM lower boundary conditions are adjusted with new GSWM forcing. The
new forcing includes updated and more realistic background winds and temper-
atures. These are based on SABER observations, along with radiative and latent
heating rates based on ISCCP (International Satellite Cloud Climatology Project)
and TRMM (Tropical Rainfall Measuring Mission) data [Zhang et al., 2010]. Ac-
cording to Zhang et al. [2010], the implemented updates produce significant im-
provements for the tidal temperature in the MLT region. The effects on the upper
thermospheric results still need to be explored. Nevertheless, good agreement was
found between TIME-GCM and CHAMP with respect to solar flux dependence of
the various tides which is one of the topics of the next section.

26.4.4 Inter-annual and Solar Cycle Variability of DE3

TIME-GCM simulations show that the amplitudes of DW2 and D0 increase with
increasing solar flux in June, while the DE3 amplitude increases for decreasing so-
lar flux conditions. The predicted dependence on solar flux was also confirmed by
the CHAMP observations [Häusler et al., 2010]. Here the inter-annual and solar
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Fig. 26.14 (Top) DE3 zonal wind amplitudes from CHAMP along the geographic equator (solid
black line) and the magnetic equator (thin gray line) and from the HME analysis at 390 km altitude
(dash-dot line) averaged between 5°N and 5°S. (Bottom) trend of the F10.7 index for the time
period 2002–2008

cycle variability of DE3 shown in Fig. 26.14 for the time period 2002–2008 shall
be explored in more detail. Clear to see is the distinct annual variation of DE3 with
peak amplitudes around the months of July/August/September. But on top of it, the
same quasi-2-year pattern is observed that was already identified in the zonal wind
at 105 km (cf. Sect. 26.2.2). Whatever might be the cause for the 2-year modula-
tion in the MLT, its signal also manifests itself in the upper thermosphere depicting
another example for the strong coupling between the various atmospheric layers.

Further shown in Fig. 26.14 are the results for the HME zonal wind predictions
extended to 390 km altitude (cf. Sect. 26.2.4 and Fig. 26.8). Considering the good
agreement between CHAMP DE3 zonal wind amplitudes and HME analysis, Ober-
heide et al. [2009] conclude that within the limits of uncertainties the DE3 tidal
winds at CHAMP altitude are fully attributable to troposphere forcing. Likewise
TIME-GCM supports direct DE3 tidal upward propagation from the troposphere to
the upper thermosphere [Hagan et al., 2007, 2009]. Yet an open issue is the question
why stronger DE3 amplitudes are observed along the magnetic equator compared
to the geographic equator [Häusler and Lühr, 2009]. Examining Fig. 26.14 a little
closer, it is found that the difference between the two equators is vanishing with time
and finally in 2008 stronger amplitudes are observed along the geographic equator.
Probably an additional electrodynamical coupling between ions and neutrals which
depends on solar flux level has to be considered to explain this surprising result.

The bottom panel of Fig. 26.14 shows the magnitude of the solar flux within the
7 years of CHAMP measurements that coincide with the declining phase of solar
cycle 23. With every year, the DE3 amplitudes are increasing steadily from about
4 m/s in 2002 to roughly 14 m/s in 2008. Conversely, the DE3 amplitudes in the MLT
region show no solar cycle dependence (cf. Fig. 26.16). Reduced dissipation in the
lower thermosphere is believed to be responsible for the increasing DE3 amplitudes
with decreasing solar flux (cf. Sect. 26.3.2).
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Fig. 26.15 Local time
dependence of the
longitudinal variation of the
EEJ peak current density.
Modified version of Fig. 2 in
Lühr et al. [2012]. Reprinted
with permission from Elsevier

26.5 Ionospheric Implications of Tidal Wave Coupling
from Below

The much discussed wave-4 structure also shows footprints in ionospheric quantities
such as the electron density [e.g., Lin et al., 2007], ionospheric emissions [Sagawa
et al., 2005; Immel et al., 2006] or equatorial electrojet (EEJ) [England et al., 2006]
just to name a few. As already mentioned in Sect. 26.3.3, the E-region wind dynamo
with its generated electric fields is a well-accepted tidal/ionosphere coupling mech-
anism. However, it is quite challenging to make systematic electric field measure-
ments directly in the E-region. An indirect way of probing the electric field near the
magnetic equator is measuring the intensity of the equatorial electrojet. The equato-
rial electrojet, itself, is an intense current in the E-region confined to a narrow band
along the magnetic equator on the dayside. It is primarily driven by the zonal polar-
ization electric field and zonal wind in the E-region [Heelis, 2004] and it vanishes at
night due to the ceasing E-region conductivity during the dark hours. With the help
of the empirical equatorial electrojet model (EEJM) developed by Alken and Maus
[2007], it is now possible for the first time to visualize the longitudinal variation of
the EEJ for various seasons, local times, and solar flux intensities on a global scale.
The EEJM is a climatological model based on more than 95 000 EEJ passes coming
from the satellites Ørsted, CHAMP, and SAC-C.

Using the EEJM-1, Lühr et al. [2008] analyzed the longitudinal EEJ varia-
tion and, not surprisingly, found a four-peaked longitudinal structure as well. Fig-
ure 26.15 shows the local time dependence of the longitudinal variation of the EEJ as
deduced from the EEJM-2 for a day in August. The typical wave-4 pattern is clearly
visible with an eastward tilt of the phase front matching that of the DE3. EEJM-2
is an updated model version which also includes the influence of the moon phase
as well as the seasonal difference between vernal and autumnal equinoxes. Both are
missing in EEJM-1. Because the EEJ is confined to daylight hours, it is not possi-
ble to apply a 2-D Fourier transform to extract the single tidal components. Instead
Lühr et al. [2008] used a numerical fitting procedure to quantify the amplitudes and
phases of the tidal components.

Revisiting the subject with the improved EEJM-2 model, Lühr et al. [2012] report
a similar annual variation of the DE3 amplitude in EEJ as it is observed in the
zonal wind at 105 km altitude by TIDI, providing a strong argument for the direct
modulation of the EEJ intensity by the zonal wind. In the month of August, the
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Fig. 26.16 Inter-annual variation of the DE3 amplitude in the equatorial electrojet (solid line) as
observed by CHAMP and in the zonal wind (dashed line) as observed by TIDI

EEJ DE3 amplitude reaches 50 % of the background current density. Figure 26.16
displays the inter-annual variation of the DE3 tide derived from CHAMP EEJ data
compared to the TIDI zonal wind. Again, the match between the two quantities
is remarkable. Even the two year peak amplitude modulation is discernible in the
EEJ data. As reported in Sect. 26.3.2, there is no significant solar cycle dependence
for the DE3 in the zonal wind. Yet, looking at Fig. 26.16 a slight decrease in DE3
amplitude with decreasing solar flux might be detected for the EEJ which could be
attributed to reduced ionospheric conductivity during solar minimum.

The vertical plasma drift [Fejer et al., 2008] carries the DE3 signal to higher
altitudes and hence it is not unexpected to find a wave-4 structure in the equatorial
ionization anomaly (EIA). Lühr et al. [2012] found a modulation of 20 % for the ver-
tical plasma drift by DE3 and 25 % for the equatorial ionization anomaly. Thereby
the EIA is characterized by the crest-to-trough ratio of the electron density profile
along the CHAMP orbit which gives a single number representing the strength of
the EIA [Lühr et al., 2007]. The close relation between the vertical plasma drift and
the crest-to-trough ratio is also confirmed by the very similar variations of DE2 and
DE3 tides in the two quantities. Interestingly, the phases of CTR are systematically
delayed by 1–2 hours with respect to those of the plasma drift. This is consistent
with the time it takes to lift the plasma to CHAMP altitudes [Stolle et al., 2008]. As
expected, tidal signals of the EEJ and vertical plasma drift exhibit about the same
phase values [Lühr et al., 2012]. This is in accordance to a common dynamo process
in the ionospheric E-region.

Proper DE2 and DE3 tidal signals in ionospheric quantities disappear after sun-
set. This is evident in the EEJ, plasma drift and also F-region dynamo current [Park
et al., 2011]. It is regarded as an additional evidence for an upward propagation of
DE2 and DE3 tidal signal which is coupled into the ionospheric plasma at E-region
heights. After sunset the E-region quickly decays and the coupling ceases. Waves
excited in situ in the ionosphere do not seem to cause the observed tidal components.

Longitudinal structures of the equatorial ionization anomaly seem to behave
slightly differently. Wavenumber 4 patterns can be observed in the pre-midnight
sector [Immel et al., 2006]. Closer inspection, however, reveals that their character-
istics after sunset differ from that of the DE3 tide, both in phase propagation and in
annual variation [e.g., Lühr et al., 2007; Liu et al., 2009]. So far there is no conclu-
sive explanation for the night time EIA longitudinal structure.
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26.6 Summary

Within the framework of the German priority program CAWSES, contributions
were made to the understanding that large-scale weather systems in the tropics
do significantly influence the dynamics aloft. This discovery is an essential new
realization and important for the “space weather” of the ionosphere-thermosphere-
mesosphere (ITM) system. Figure 26.1 illustrates the knowledge of the tropospheric
tidal coupling into the ITM system. Latent heat release due to deep convective pro-
cesses in the tropics excites tidal waves propagating upward into the mesosphere,
lower thermosphere (MLT) region reaching maximum amplitudes there. The pre-
dominance of wave-4 topography and land-sea differences in the tropics favors the
DE3 tide which is dominating by far the tidal spectrum in the MLT over large parts
of the year. In this region, the presence of DE3 is observed in various quantities
such as temperature, wind, or nitric oxide. Because the measurements are taken by
satellites in a quasi constant local time frame, DE3 manifests itself as a longitudinal
wave-4 pattern as shown in Fig. 26.1 (see also Fig. 26.11). The DE3 tidal wind mod-
ulation of the E-region electric fields is the governing process behind the tidal cou-
pling into the ionosphere (yellow arrows). The generated electric fields modulate in
turn the vertical plasma drifts that finally control the EIA structure as illustrated by
the 135.6 nm airglow brightness measurements. The vertical plasma drift at 600 km
altitude derived from ROCSAT-1 measurements still exhibits a prominent longitu-
dinal wave-4 pattern as does the equatorial electrojet (EEJ) in the E-region. The
longitudinal distribution of the wave-4 peaks is similarly present in location, local
time, and seasons suggesting a close connection between the vertical plasma drift
and the equatorial electrojet. The crest-to-trough ratio of the EIA tracks closely the
tidal variations of the vertical plasma drift but everything appears 1–2 hours later.
Ionospheric signatures of DE3 tides are in general limited to daylight hours, sup-
porting the fact that the coupling between neutrals and ions takes place primarily in
the E-region. Nevertheless, it was also shown that SE2 in the meridional wind con-
tributes to the neutral-ion coupling at F-region heights. Thus the observed “wave-4”
pattern cannot be attributed to the DE3 alone though DE3 remains the leading con-
tributer. The DE3 tidal signal is coupled directly into the upper thermospheric zonal
wind as indicated by the long green arrow. An additional connection, if any, be-
tween the ionospheric wave-4 pattern in the F-region and the neutral zonal wind at
this altitude still has to be resolved and is thus marked with a red question mark in
Fig. 26.1. In order to bridge the gap between the observations at 100 km altitude
and 400 km altitude, an empirical fit model based on Hough Mode Extensions was
developed.
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Chapter 27
Solar Diurnal Tides in the Middle Atmosphere:
Interactions with the Zonal-Mean Flow,
Planetary Waves and Gravity Waves

Ulrich Achatz, Fabian Senf, and Norbert Grieger

Abstract The dynamics of solar tides is investigated with regard to variations of
the background atmosphere, including planetary waves (PW), and to the interac-
tion with gravity waves (GW). (1) Using a linear model with a clear cause-effect
relationship, it is shown that planetary waves play an important role in tidal dynam-
ics, most importantly by inducing non-migrating tidal components from a migrating
thermal forcing. (2) Ray-tracing simulations are used to analyze the GW force on
the large-scale flow including the solar tides. In comparison to classic GW param-
eterizations, the inclusion of time-dependence and horizontal refraction leads to a
significant decrease of the GW drag.

27.1 Introduction

The diurnal cycle of solar heating represents a forcing of the atmosphere at the di-
urnal period (24 h) and its higher harmonics. Corresponding large-scale waves, i.e.
solar tides, are emitted, with signatures in all dynamic fields, including wind and
temperature, propagating upwards into the mesosphere/lower thermosphere (MLT)
region [Chapman and Lindzen, 1970]. Due to the enormous density decrease tidal
amplitudes grow significantly so that they represent a major component of atmo-
spheric variability in the MLT. Tides are very sensitive to the propagation conditions
they encounter on their way from the forcing region. Hence, if the mean atmospheric
circulation is modified by solar variability this could leave a significant footprint on
the tides encountered in the MLT. Moreover, many processes, discussed in this book,
by which solar variability could have an impact on the tropopause region and below,
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rely on dynamic coupling mechanisms between the lower atmosphere and higher
regions where the influence of a varying sun acts primarily. It seems important to
understand these well. Solar tides, however, are controlled just by such mechanisms
so that research on tides might be helpful not only for the detection whether solar
variability can influence the lower layers of the atmosphere, but also for a better
understanding how this might happen. We here take the chance to summarize re-
cent work within this framework [Achatz et al., 2008, 2010; Senf and Achatz, 2011].
Therein the focus mainly is on how much various processes and mechanisms con-
tribute to the tidal signature in the MLT.

One of these is the diurnal cycle of atmospheric heating. Two of the main heating
processes subject to a significant diurnal cycle, and contributing to solar tides in the
MLT, are the direct absorption of solar radiation by ozone in the stratosphere and
by water vapor in the troposphere. This is supplemented by the diurnal cycle of
tropospheric latent heat release and convection, mostly over tropical land masses.
In propagating from the regions of these source processes to the MLT solar tides
encounter propagation conditions which can have a strong impact on them. Here
one discriminates between the impact of the zonal mean of the atmosphere on tides,
which cannot change their zonal wave number, and the interaction between tides
and planetary waves, which can do so. In general, the spatial and time dependence
of the signature of the solar tides in any dynamic variable X is given by

X(λ,φ, z, t) =
∞∑

n=1

{

An,0(φ, z) cos
(
nΩt −Φe

n,0

)

+
∞∑

s=1

[
Ae
n,s(φ, z) cos

(
nΩt − sλ−Φe

n,s

)

+Aw
n,s(φ, z) cos

(
nΩt + sλ−Φw

n,s

)]
}

(27.1)

Here λ and φ denote the geographic longitude and latitude, respectively. The al-
titude is given by z, and t is the universal time. The rotation rate of the earth is
Ω = 2π/24 h. The temporal subharmonics corresponding to n = 1,2,3 are the di-
urnal, semidiurnal, and terdiurnal tide, respectively. Each is decomposed into a zon-
ally symmetric part, with zonal wave number s = 0, and east- and westward travel-
ing components at zonal wave numbers s > 0 with amplitudes Ae

n,s and Aw
n,s , and

phases Φe
n,s and Φw

n,s , respectively, both depending both on latitude and altitude. For
conciseness, a westward or eastward traveling diurnal component at wave number s
will be called DWs or DEs, respectively. The name for the corresponding zonally
symmetric component is DS0. Since the apparent movement of the sun around the
globe is westward, a leading tidal component of each temporal subharmonic is the
westward traveling one at zonal wave number s = n, called the migrating tide. Its
horizontal propagation is synchronous with that of the sun. Since also the tidal forc-
ing by the diurnal cycle of solar heating can be decomposed into migrating and
non-migrating components, the question arises which tidal components eventually
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dominate when the thus forced waves propagate into the MLT. Consider the interac-
tion between tides and large-scale stationary planetary waves in terms of wave-wave
interactions, governed by the triad condition s2 = s1 ±m, with s1,2 being zonal wave
numbers of the tide and its forcing, and m the zonal wave number of a planetary
wave. Clearly, a planetary wave can lead to the emergence of a non-migrating tide
in the MLT from a migrating forcing further below, while the zonal-mean part of
the atmosphere, with zonal wave number m = 0 cannot do so. Note that these are
mechanisms already captured by a linear model where the dynamics of solar tides
is represented after a linearization about an atmospheric reference state containing
both zonal mean and stationary planetary waves.

While already the above leads to interesting questions, i.e. how much does each
tidal forcing contribute to the total tidal signal, and how do interactions between
tides and zonal mean or planetary waves influence what finally emerges as tide in
the MLT, this is by far not all. Upward propagating small-scale gravity waves (GWs)
transport a significant amount of momentum and energy from the lower to the mid-
dle atmosphere [Fritts and Alexander, 2003]. Again due to the density decrease the
GW amplitude rises in the course of their propagation from the troposphere to the
MLT so that they eventually become unstable and break. Because solar tides, mainly
their horizontal winds, induce changes in the GW propagation and properties, e.g.
in GW vertical wave number, the wave breaking itself and the resulting momentum
deposition [Lindzen, 1981] are periodically modulated. This way results a diurnal
variation of the GW force on the large-scale flow which can have a feedback on the
tides. This effect of gravity waves on thermal tides has not been well understood
so far [Ortland and Alexander, 2006]. Many linear models for the description of
solar tides incorporate it by simple Rayleigh friction, which most likely is a crude
over-simplification, needing either verification or replacement by better approaches.

These issues are addressed in the work reported here. We sketch in Sect. 27.2
some steps and results in the research on the impact of zonal-mean and planetary-
wave background variations on solar tides, give an account of new findings on in-
teraction between tides and GWs in Sect. 27.3, and finally summarize in Sect. 27.4.
All of the work reported here exclusively addresses the diurnal tide.

27.2 The Seasonal Cycle of the Diurnal Solar Tide in Its
Interaction with Zonal-Mean Variations and Planetary
Waves

The effect of the interaction between tidal forcing, migrating and non-migrating,
and zonal-mean atmosphere or planetary waves on the various diurnal tidal com-
ponents has been an original focus of research [Hagan and Roble, 2001; Grieger
et al., 2004, e.g.]. Its modulation by the seasonal cycle represents an important test
of our current understanding of tidal dynamics, and therefore has more recently
attracted considerable attention. The MLT amplitude of the migrating diurnal tide
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exhibits a strong semiannual variation with maxima at equinox and minima at sol-
stice. McLandress [2002a, 2002b] explains this in terms of the impact of the sea-
sonally varying zonal-mean wind on the tidal propagation conditions. The seasonal
cycle of the leading non-migrating tides (DE3, DS0, and DW2) in the MLT has
been addressed by Oberheide et al. [2005, 2006]. They follow a similar strategy
to the one from Hagan and Roble [2001] in using a linear model (GSWM) and
a general circulation model (TIME-GCM) for simulating the seasonal cycle. The
latter has a lower boundary at 30 km altitude, where a migrating diurnal tide was
prescribed, as obtained from the linear model, which again has a zonally symmet-
ric background. The TIME-GCM is then integrated with prescribed planetary wave
activity at the lower boundary. To some degree the two models complement each
other: The linear GSWM captures the direct effect from the non-migrating forcing
in a zonally-symmetric background while the TIME-GCM, without non-migrating
forcing, can only produce non-migrating tides by an interaction between migrating
tides and planetary waves. The linear model is reported to reproduce the seasonal
cycle of DE3. This component therefore seems to result directly from a tide be-
ing forced by non-migrating heating, due to latent heat release, and its propagation
through the zonal-mean background atmosphere. An open question is which part
both factors play in comparison in determining the seasonal cycle of DE3. In the
same studies both the linear GSWM and the nonlinear TIME-GCM yield season-
ally varying components DS0 and DW2. Therefore, the excitation of DS0 and DW2
seem to be controlled by two processes, the interaction of migrating forcing and
planetary waves, and the direct non-migrating forcing in interaction with a varying
zonal mean in the background atmosphere. However, the respective role of varia-
tions in the zonal-mean background and the non-migrating forcing is not clarified
within GSWM. Moreover, the TIME-GCM integrations are fully nonlinear; corre-
sponding feedbacks are not excluded. It is therefore not possible to simply add the
GSWM result to the one from the GCM so as to obtain the complete tidal signal.
A more conclusive picture could arise from a linear model with a background atmo-
sphere incorporating the most important stationary planetary waves. Such analysis
have been done by Achatz et al. [2008].

Their model uses the primitive equations, linearized about a time-independent,
but fully three-dimensional, background atmosphere, with a spectral discretization
in the horizontal (T14) and 60 hybrid-coordinate layers in the vertical between
the ground and about 140 km altitude. Sub-grid-scale processes are parameterized
crudely by vertically dependent Rayleigh friction, Newtonian cooling and horizon-
tal diffusion. The model is forced by diurnal oscillations in the heat sources, taken,
just as the background atmosphere, from the monthly climatology of a state-of-the-
art GCM HAMMONIA [Schmidt et al., 2006] ranging from the ground far into
the thermosphere. The heat sources comprise, among others, the absorption of so-
lar radiation, including the ultraviolet and extreme ultraviolet wavelength regime,
long-wave radiation, and heating by latent heat release and convection. Instead of a
brute forward integration, the equations including the forcing are Fourier analyzed
in time, so that for each tidal period a system of linear equations is obtained, which
are solved iteratively by a preconditioned conjugate gradient solver. The result is
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the complete three-dimensional tidal structure, with all migrating and non-migrating
components. Note that the background state is three-dimensional so that the effect
of stationary planetary waves is included.

The linear model is used for analyzing the seasonal behavior of the tides in the
GCM, which it reproduces reasonably well. We here focus on the three most rele-
vant non-migrating tidal components. Perhaps least surprising is the important role
played by condensation and convection in the forcing of DE3. An analysis of the
seasonal cycle near the mesopause shows that the amplitude maximum between
November and February is mostly due favorable propagation conditions given then
by the zonal mean. McLandress [2002b] argues that the decisive factor in the mod-
ulation of the migrating tide by the zonal mean is the seasonal dependence of the
zonal-mean vorticity in the background atmosphere. This might as well be the case
for DE3. An erroneous maximum in HAMMONIA, as compared to observations,
in August is prevented in the linear model by a counteracting effect due to the sea-
sonal cycle in the forcing. The interplay between the zonal-mean background and
the forcing thus seems to be essential for explaining the complete seasonal cycle.

Around the time of its maximum (April–June) DS0 in the linear model is mostly
excited by the direct non-migrating forcing by the absorption of short-wave solar
radiation and by condensational heating. Since the planetary waves are weak during
this time it is no surprise that their effect is not so important then. Indeed, it is found
that most of the seasonal cycle can be understood as an effect of variations in the
zonal-mean background. However, this even holds between December and February
when the planetary waves are strong. Closer analysis shows that the total signal is
very similar to the direct non-migrating input from condensation and convection.
Both, the effects from the direct non-migrating forcing by the absorption of solar
short-wave radiation by tropospheric water vapor and the modulation of the migrat-
ing forcing by the planetary waves are also strong, but cancel each other. It thus
seems that destructive interference effects such as here might also be an essential
factor of the planetary wave effect on non-migrating tides.

An example where the planetary waves actually enhance the amplitude of a non-
migrating tide is DW2, as illustrated in Fig. 27.1. This tidal component is driven to a
large proportion by the non-migrating forcing due to condensation and convection.
The seasonal cycle can be explained to the largest part by the seasonal variations
of the zonal-mean propagation conditions of this directly forced non-migrating tide.
One also has, however, a quantitatively important impact from the planetary wave
modulation of the migrating tide forced in the troposphere. This holds both for the
total signal as such and for the simulated seasonal cycle. In conclusion, planetary
waves do seem to be a factor to be taken into account in the dynamics of solar tides.

27.3 Interaction Between GWs and Solar Tides

In previous efforts of tidal modeling [also see Ortland and Alexander, 2006, and ref-
erence therein], the interaction between tides and GW parameterizations has been
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Fig. 27.1 From the linear model, the seasonal cycle in the amplitudes of the non-migrating com-
ponent DW2 of the diurnal tide in the meridional wind at 95 km altitude (a), the part due to
variations of the background atmosphere (b), the part due to the seasonally varying part of the di-
urnal heat sources (c), and the corresponding contribution from the seasonal cycle of the stationary
planetary waves (d). Units are m/s. Taken from Achatz, U., N. Grieger, and H. Schmidt, Mecha-
nisms controlling the diurnal solar tide: Analysis using a GCM and a linear model, J. Geophys.
Res., 113, A08303, 2008. Copyright 2008 American Geophysical Union. Modified by permission
of American Geophysical Union

investigated under strong assumptions. Conventional GW parameterizations work
in vertical columns which are assumed to be independent from each other, ignor-
ing horizontal inhomogeneities in the large-scale flow [McLandress, 1998]. Further-
more, time-dependence of the large-scale background (BG) conditions is neglected.
It is supposed that GW fields just see a quasi-stationary mean flow and adjust instan-
taneously to its changes. In reality, however, GWs exhibit horizontal propagation
and they are refracted at horizontal inhomogeneities of the BG. Time dependence
of the latter changes the GW frequency. Furthermore, GWs propagate with a finite
group velocity. Hence, if the time scale of the BG is short enough to get comparable
to or smaller than the GW propagation time scale, significant deviations from the
assumption of instantaneous adjustment appear. This might most likely be the case
for solar tides in their effect on GW propagation.

In Senf and Achatz [2011] the effects of GW propagation and dissipation in re-
alistic tidal fields are investigated with the help of global ray-tracing simulations,
thus extending the simplified calculations by Eckermann and Marks [1996]. In ray
tracing [Achatz et al., 2010, e.g.], a locally monochromatic gravity wave field is
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propagated through a slowly changing environment. The GW field, or rather its lo-
cal wave numbers and amplitudes are followed along characteristics, the so-called
rays, determined from the local group velocity [Hasha et al., 2008, e.g.]. The time-
dependence of the BG wind, in our case the effect of the diurnal tide, induces a
modulation of GW observed frequency along the ray. The horizontal gradients in
the BG conditions lead to changes in the horizontal GW wave numbers. Following
Grimshaw [1975], the GW amplitude is predicted from the conservation of wave ac-
tion, supplemented by a damping rate estimated via the highly simplified saturation
theory [Lindzen, 1981]. Once a GW amplitude grows beyond the threshold at which
it induces local overturning of isentropes it is forced back to this convective insta-
bility threshold. Additionally, in the MLT region molecular viscosity and thermal
diffusivity become more important and are included into the damping process. Our
new global ray-tracer RAPAGI (RAy PArameterization of Gravity-wave Impacts)
solves the ray-tracing equations on the sphere, using a small and highly idealized
GW ensemble at source spectrum at 20 km altitude. Each of the 14 individual and
independent GW components is integrated forward separately. It has been shown
by Becker and Schmitz [2003] that the mean residual circulation of the middle at-
mosphere is well reproduced in a large-scale GCM when this GW ensemble is used
in a classic parameterization according to Lindzen [1981]. We note, however, that,
as that mostly resulted from tuning, this GW ensemble is just one of many possi-
bilities. Therefore, the simple GW ensemble is viewed as a reasonably-motivated
toy configuration, while the analysis of even better chosen scenarios is left for the
future.

The superposition of monthly means and tidal fields from the HAMMONIA
model are chosen as background for three different off-line experiments, named
“full”, “noREF” and “TS”, with decreasing complexity. The “full” experiment refers
to a full ray-tracing simulation without any approximations for horizontal and time
dependence. Thus, changes in frequency and all wave-number components appear
and are induced by mean flow changes. The geographical distribution of the GW
fields is altered as well. “noREF” (no refraction) is a simplified ray-tracing experi-
ment in which neither horizontal refraction nor horizontal propagation are allowed.
Only the vertical ray propagation is taken into account. Nonetheless, the rays have
a finite group velocity and feel the transience of the BG wind. The horizontal wave-
number components are constant along each ray, but frequency and vertical wave
number vary to compensate temporal and vertical changes in the BG conditions,
respectively. The third experiment is denoted by “TS” (time slicing) and equivalent
to a classic single-column and steady-state parameterization. Only vertical varia-
tions are taken into account. The tidal phase was fixed in 3 h steps to sample the
diurnal cycle, and finally the results from the different tidal phases were combined
to a daily cycle. With the three experiments, effects of frequency modulation and
the refraction of horizontal wave vector can be extracted. Differences between “TS”
and “noREF” are attributed to the first, whereas differences between “noREF” and
“full” to the latter. As the simpler simulations “TS” and “noREF” are obtained by
successively simplifying the “full” one, a consistent comparison of the results is
possible while keeping implementation aspects the same.
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Fig. 27.2 The zonally averaged real part of the equivalent Rayleigh friction coefficient for the
three different experiments: “full” (left), “noREF” (middle) and “TS” (right). The shading interval
is 2 × 10−6 s−1

Since GW fields in the MLT region are periodically modulated by tidal winds,
they produce a periodic force acting back on the diurnal tides. The relevant forcing
of the mean flow, in our case temporally averaged flow plus diurnal tides, is given
by the divergence of the pseudo-momentum fluxes from all 14 GW ensemble mem-
bers. The diurnal amplitude of the zonal force can be analyzed most conveniently
on the basis of equivalent Rayleigh friction coefficients (ERFs). These have been in-
troduced in the context of GW-tidal interaction by e.g. Miyahara and Forbes [1991]
and further discussed e.g. by McLandress [2002a]. With the help of ERFs, the ef-
fects of GWs can be incorporated into a linear tidal model. Effectively, the tidal
component of the GW force is approximated by fλ ≈ −γRuT − γI

Ω
∂tuT , where uT

is the tidal wind, and γR and γI are the real and imaginary part of the ERFs, re-
spectively. Positive real parts of the ERFs indicate regions of tidal damping and
vice versa. The imaginary part of ERF acts on the tidal phase structure. A reduc-
tion of tidal vertical wave length is a very robust result in previous investigations,
whereas the GW effect on tidal amplitudes is controversial [Ortland and Alexander,
2006, and references therein]. The real parts of ERFs are shown in Fig. 27.2 for the
three simulations. For the reference simulation “TS” in Fig. 27.2(c), large positive
peaks up to 60 × 10−6 s−1 occur. The damping of tidal amplitudes is a quite typical
result of Lindzen saturation parameterization. Others show qualitatively different ef-
fects on tides [e.g. Ortland and Alexander, 2006]. For the “noREF” experiment, in
Fig. 27.2(b), the magnitude of γR is reduced. As analyzed in Senf and Achatz [2011]
this results from an avoidance of critical levels, due to the time dependence of the
tidal fields. The latitude-altitude structure is wave-like with a vertical wave length
comparable to the tidal wave length. In Fig. 27.2(a), the magnitude of the ERF is
further decreased. The influence of γR is drastically lowered at high latitudes and in
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the thermosphere. This is mostly due to the meridional refraction of the GW hori-
zontal wave number by the mean wind gradients and the corresponding horizontal
GW propagation [Senf and Achatz, 2011]. The bottom line of this is that frequency
modulation and horizontal refraction by the tidal background significantly reduces
the GW forcing in the MLT.

27.4 Conclusions

The dynamics of solar tides is still a challenging field. We have here reported
progress on the linear modeling of these forced waves. This approach has the advan-
tage that cause-effect relationships can be established which would remain hidden in
an all-nonlinear approach. We are able to trace back characteristics of the seasonal
cycle of important components of the diurnal solar tide to the impact of either mi-
grating and non-migrating diurnal heating, or the impact of planetary waves on the
tidal propagation. The latter can lead to a non-migrating signal in the mesosphere,
caused by migrating forcing in the troposphere. An important problem remains the
GW-tidal interaction. So far we are able to show that it is incorrectly described on
the basis of single-column and steady-state GW parameterization approaches. The
time dependence of the solar tides, and the spatial gradients set by the background
atmosphere tend to reduce the GW impact much below what has been assumed so
far. The feedback on the tides, however, remains to be examined.
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Chapter 28
Short Period Dynamics in the Mesosphere:
Morphology, Trends, and the General
Circulation

Dirk Offermann and Ralf Koppmann

Abstract Measured data of wind and temperature changes (waves) in the middle at-
mosphere are obtained from several ground stations in Middle Europe (wind radar,
OH temperature, intensity) and from the CRISTA, SABER, and MLS satellite in-
struments. Emphasis of the data interpretation is on the dynamics of the mesosphere
with long-term changes and solar cycle influences. A comparative analysis of global
wave activity shows that gravity waves play a leading role in most part of the year,
at latitudes 20°N–70°N and altitudes 70–100 km. Traveling planetary waves are in
second place. Very short period oscillations are studied down to 3 min period, i.e.
to well below the Brunt-Väisälä period (5 min). They are interpreted in terms of
gravity wave activity and dissipation. This applies as well to pronounced seasonal
variations (with maxima near equinox) as to long-term trends. Similar seasonal vari-
ations are also found in turbulent eddy coefficients Kzz of a General Circulation
Model (WACCM 3.5) and in the turbopause altitude. Short period gravity wave
activity/dissipation is compared to changes of the zonal wind speed. A long-term
increase of the wind (0.5 m/s/year) and of gravity wave intensity (1.5 %/year in
16 years at 87 km altitude) is found. This is related to an increase of the summer
duration that is observed since 1988 at a rate of 1.2 days/year at 87 km. Correspond-
ing changes are found in the middle stratosphere. A long-term change is also seen
in very short period planetary waves, i.e. the Quasi-Two Day Waves. These waves
have been analyzed since 1988 (at 87 km altitude) and exhibit threefold maxima in
summer. They show a considerable long-term change of the stability structure of
the mesosphere. These different dynamical results suggest an important long-term
change in the general circulation.

28.1 Introduction

Short period/small scale structures are important for mesosphere/lower thermo-
sphere (MLT) dynamics and circulation [e.g. Holton, 1983; Garcia and Solomon,
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1985]. They especially are seen as planetary waves (PW), gravity waves (GW), and
“ripples”. Wave instability or interaction with wind shears leads to convective or
Kelvin-Helmholtz instabilities, “ripples”, and small scale turbulence [e.g. Lindzen,
1981; Garcia, 1991; Fritts et al., 2009; Hecht et al., 2007].

Examples of short period planetary waves are the Quasi-Two Day Waves
(QTDW) [Muller, 1972; Baumgaertner et al., 2008]. They are indicative of meso-
spheric instability and hence important for the study of mesospheric dynamics.

Gravity waves have been intensively studied since the work of Hines [1960],
and it appears sometimes as if Pandora’s box has been opened then [e.g. Fritts and
Alexander, 2003; Preusse et al., 2009]. Short period GW are especially difficult to
measure [e.g. Snively et al., 2010].

Ripples have been measured many times by ground based air glow imagers. Their
time periods may be well below the Brunt-Väisälä period (5 min), and a maximum
of occurrence near 3 minutes has been observed [Hecht et al., 2007].

The morphology of mesospheric dynamics, i.e. its latitudinal/longitudinal, al-
titude, and seasonal variations can be determined from measurements of ground
stations (winds, temperatures, intensities) and satellites (temperature, winds, trace
gases). Ground stations as wind radars, OH temperature and lidar stations are espe-
cially suitable to determine fast time variations and in part vertical profiles. Mea-
surements of satellite instruments like CRISTA, SABER, or MLS give global lat-
itude/longitude and altitude distributions. For an overview of these various mea-
surements see Offermann et al. [2006, 2007, 2009, 2010, 2011a, 2011b, and the
references therein].

The importance of short period structures for the general circulation of the at-
mosphere raises the question as to the stability of their distributions and occurrence
frequencies. Many of the short period features are found to change with time, in-
deed. Beyond seasonal variations that are treated as morphology features here, they
show changes during the solar cycle and also decadal or long-term trends. Not too
much is known about this. Satellite data are not suitable for such analyses yet as
the data series presently are too short. Hence most of the long-term knowledge rests
on the continuous measurements of a number of ground stations [e.g. Offermann
et al., 2010; 2011a, 2011b, and references therein]. Many of the data used here are
from the OH stations at Wuppertal (51°N, 7°E) and Hohenpeissenberg (48°N, 11°E)
where two similar OH spectrometers (GRIPS) are operated.

This chapter is organized as follows: In Sect. 28.2 the morphology of various
waves is discussed including some aspects of their dissipation. Short period GW
breaking with ripple and turbulence formation are analyzed. The distribution of
QTDW during summer and the underlying stability of the mesosphere are studied.
In Sect. 28.3 long-term trends including solar cycle influences are discussed. This
applies to temperatures, zonal winds, and short period GW. In Sect. 28.4 the differ-
ent dynamical results are compared to each other and are discussed with respect to
atmospheric circulation and its long-term changes.
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28.2 Morphology

28.2.1 Middle Atmosphere Waves

Major parameters to be analyzed in the middle atmosphere (stratosphere, meso-
sphere, and lower thermosphere) are temperature and winds. They can be deter-
mined by ground based stations or by satellites as mentioned above. The major tem-
perature variation in the mesosphere is the seasonal variation, an example of which
is shown in Fig. 28.1. A three-parameter fit has been drawn to the measurements
here, with an annual, semi-annual, and ter-annual component. The differences of
the measured data and the fit curve (residues) are given in the bottom of the picture.
They can be used for wave estimation.

Many different types of waves are superimposed on these seasonal variations.
The most important ones are gravity waves (GW) with periods up to several hours,
tides with periods of one day or fractions of it, traveling planetary waves (TPW)
and quasi-stationary planetary waves (SPW) with periods of days to weeks. These
waves are very variable as concerns their amplitudes and periods, changing with
altitude, latitude, and possibly longitude. Therefore climatologies of them are not
easily available.

The residues shown in Fig. 28.1 are nightly values and can therefore be used
for the analysis of PW with periods longer than 2 days according to the Nyquist
theorem. A convenient measure of this wave activity is the standard deviation σM of
these residues from their (monthly) mean value. This- or similar standard deviations-
are frequently used in the literature and in the present paper as wave proxies.

Atmospheric oscillations with periods shorter than the Brunt-Väisälä period
(5 min) are believed to be mostly “ripples” which result from non-linear behav-
ior/interaction of (gravity) waves and wind shears. They are discussed below to-
gether with the GW in Sect. 28.2.2.

A climatology of the four most important wave types has been attempted by Of-
fermann et al. [2009] mostly on the basis of SABER temperatures. They find the
following wave ranking: At extra-tropical latitudes GW mostly are the leading wave
type. Traveling PW are in second place, as they were inferred from the total vari-
ance of SABER temperatures. Stationary PW and tides are of lesser importance. An
overview of the altitude/latitude distributions of these waves is given for a selected
altitude range in Fig. 28.2. The variances of the four different wave types (values of
single curves squared) add up to the total variance (red curve squared). These results
must be considered preliminary as they are from a limited number of SABER data
(up to 4 years) in an earlier data version (V1.06).

A remark appears appropriate concerning the airglow intensities used to derive
the OH temperatures: these intensities show very complicated seasonal, latitudinal,
diurnal, and other variations, too (e.g. Liu et al. [2008]). These are, however, not
necessarily the same as the simultaneous temperature variations. This is because
the temperatures are derived from the intensity ratios of two or three airglow lines,
but not from the intensities themselves. A good example for this is a pronounced
maximum found for the line intensities used for Fig. 28.1 that occurs right in the
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Fig. 28.1 Seasonal variation of OH temperatures at Wuppertal (51°N, 7°E) in year 2005. Nightly
mean values are shown. Solid red curve is a three component harmonic fit to the measured data.
Horizontal red line indicates the Equivalent Summer Duration (ESD, see Sect. 28.3.1 below). Dif-
ferences of the measured data and the fit curve (residues) are given in the bottom of the picture
[Offermann et al., 2010]

middle of summer (not shown here; see also Espy and Stegman [2002]; Liu et al.
[2008]). At this time the temperature has its lowest values in the year at all!

28.2.2 Gravity Waves and “Ripples”

Gravity waves on the one hand are among the most important waves in the meso-
sphere/lower thermosphere. On the other hand they are extremely manyfold. Re-
stricting the analysis to a limited ensemble of GW therefore might be helpful. A cor-
responding study of GW limited to short and very short periods was performed by
Offermann et al. [2011b] on the basis of OH temperatures measured at Wupper-
tal (51°N, 7°E). The time resolution of these measurements is 1.3 minutes. Fourier
analyses were therefore possible down to periods of 3 minutes. The noise at these
high frequencies is large. The following precaution was therefore taken to suppress
it: The OH temperatures are derived from the relative intensities of three P-band
rotational lines near 1.5 µm wavelength. An oscillation in the temperature Fourier
spectrum was considered as valid only if corresponding spectra of all three line in-
tensities showed oscillations as well (at the same frequency). A detailed justification
of this method is given in Offermann et al. [2011b].

Examples of such spectra are shown in Fig. 28.3. Mean spectra in three-monthly
intervals of year 1997 are given. The picture shows sizeable amplitudes even at the
shortest periods (3 min). These mostly are not GW as GW in their majority have pe-
riods longer than the Brunt-Väisälä-Period (5 minutes). They are rather interpreted
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Fig. 28.2 Wave ranking (seasonal variations) at latitudes of 20°N, 50°N, and 70°N and altitudes
of 70 km, 80 km, 90 km, and 100 km. The four waves are: gravity waves (green), traveling plane-
tary waves (black squares), quasi-stationary planetary waves (blue), tides (safran). Top curves are
measured SABER fluctuations (red). Note the expanded scale in pictures a, e, j: It runs from 0 to
30 K. In the other figures it runs from 0 to 20 K

as “ripples” that are frequently seen in the pictures measured by nightglow imagers
[e.g. Taylor et al., 2007; Hecht et al., 2007]. Ripples are believed to indicate con-
vective instabilities or Kelvin-Helmhotz instabilities that result from GW breaking.
Spectra as shown in Fig. 28.3 are therefore indicative of GW and/or their dissipa-
tion.
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Fig. 28.3 Mean temperature
oscillation spectra in
three-monthly intervals in
1997

Detectability of short wavelength structures by instruments with large fields of
view have been discussed in Offermann et al. [2011b]. The same applies to possible
differences of the wave frequencies measured from the ground and the intrinsic
frequencies.

Figure 28.3 shows an increase of oscillation amplitudes with frequency. It is in-
teresting to note that Hecht et al. [2007] have analyzed ripple spectra down to peri-
ods below 2 min. They obtained a similar increase towards 3 min and a subsequent
decrease, i.e. the maximum of ripple activity was found near 3 min.

Especially, these 3 min oscillations have been used in a detailed analysis as in-
dication of wave breaking/dissipation. Comparison of them with short period grav-
ity waves (up to 5 hour periods) and with turbulent eddy coefficients (Sect. 28.2.3
below, Fig. 28.5) led to the conclusion that short-period GW activity in the upper
mesosphere is generally accompanied by some wave dissipation. This is further used
below. Details are given by Offermann et al. [2011b].

A convenient measure of the GW activity during a given night is the standard
deviation σN from the mean temperature in that night. This is a similar approach as
the monthly standard deviation σM used for PW above. In order to compare σN with
the short period spectra in Fig. 28.3 a measure σa for the wave activity in Fig. 28.3
is calculated. (It is essentially the square root of the sum of the squared amplitudes
of the six oscillations shown in Fig. 28.3. For details see Offermann et al. [2011b]).
The two parameters σa and σN are found to be highly correlated. The correlation
coefficient for all nights in 1997 is r = 0.91. This is important because σN contains
GW with longer periods up to five hours. This is the average length of the nightly
measurement window at Wuppertal. The nightly σN values of course contain also
fluctuations other than gravity waves. The high correlation shows, however, that GW
yield a large fraction of it, and hence the parameter is quite suitable for the relative
comparisons given below.
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The short-period σa values from Wuppertal OH measurements can be compared
with the SABER data in Fig. 28.2f. An even better comparison is obtained from
Fig. 6 in Offermann et al. [2009] that is closer in altitude (88 km) to the OH mea-
surements. The annual mean of these seasonal GW variations is 8.8 K. The data are
from 2002–2005 (SABER V1.06). Long-term development of standard deviations
σa of the Fourier spectra in Fig. 28.3 are shown in Fig. 28.11 and discussed below.
Their mean value for the SABER time interval is 9.4 K. This agreement is very
interesting and might be partly fortuitous as the measurement techniques are quite
different (limb vs. approximately zenith looking). If the short period oscillations are
linked to short horizontal wavelengths a limb viewing instrument may have some
difficulties seeing them.

Gravity waves measured by SABER as well as by the OH ground based instru-
ments show seasonal variations. These are well correlated as is discussed below.
These results and the close correlations mentioned above suggest further studies,
especially as the very short period GW and ripples appear to represent a substantial
fraction of the total GW inventory.

Gravity wave activity varies with altitude, latitude, and season as shown in
Fig. 28.2. The data taken at one OH station (as Wuppertal) allow GW analyses
with high time resolution at a fixed altitude and latitude. Standard deviations σN are
analyzed for this purpose, and three types of time variations are found. Short-term
changes on a daily basis are very strong. If they are filtered out by smoothing a sea-
sonal variation and a long-term trend emerge. The trend data are discussed below
(Sect. 28.3.3).

The seasonal variation is characterized by two peaks that occur near equinox.
The height of these peaks is itself quite variable, and in some years there appears to
be only one peak at all. A similar picture is obtained at the OH station of Hohen-
peissenberg (48°N, 11°E).

A clearer picture is obtained if the average of a number of years is calculated.
This is shown in Fig. 28.4 that gives mean Wuppertal data of years 1994–2009.
The picture clearly shows the double peak structure. The spring peak is consistently
smaller than the autumn peak. Circulation turnaround in the stratosphere and meso-
sphere is indicated by vertical dashed lines (black and red, respectively). For details
see Offermann et al. [2011b]. It is obvious that the two peaks—taken as GW repre-
sentations here—occur before turnaround. Assuming the picture proposed here that
GW activity goes along with wave dissipation this result suggests that GW might
contribute to the turnaround near equinox.

The seasonal variation of GW activity has been determined many times by var-
ious stations/experiments [see Offermann et al., 2011b]. They generally find one
or two peaks in the seasonal distribution. These occur, however, not at equinox but
mostly around solstices and thus appear contradictory to the OH results. On the
other hand the satellite results shown in Fig. 28.2f exhibit a double peak structure
quite similar to Fig. 28.4. The correlation of these data with Fig. 28.4 have a coef-
ficient of 0.53 at 93 % significance [see Offermann et al., 2011b]. Figure 28.2 also
shows similar double peak structures at higher latitudes and altitudes (Fig. 28.2j, k).
Furthermore, it is seen from Fig. 28.2 that GW seasonal variation can strongly
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Fig. 28.4 Mean temperature standard deviations σN for the years 1994–2009 at Wuppertal. The
seasonal variation is shown by the red curve (50 point running mean). Vertical dashed lines indicate
circulation turnaround in the stratosphere (black) and mesosphere (red). Black arrow indicates a
trend of turnaround in the stratosphere in the time interval 1988–2008. Red arrow indicates a trend
of turnaround in the mesosphere in the time interval 1993–2008. Blue dashed vertical lines indicate
maxima of eddy coefficients taken from Fig. 28.5

vary with altitude and latitude. For instance at middle latitudes and altitudes 70–
80 km (Fig. 28.2g, h) peaks are seen to occur at solstice, indeed. Hence, many of
the apparent observational discrepancies may be due to differences of the measure-
ment altitudes and latitudes. Another reason may be that many of the results were
obtained from radar wind measurements. These measure essentially the kinetic en-
ergy of GW, whereas temperature measurements (at OH stations) determine the GW
potential energy. It was recently shown by Geller and Gong [2010] that different en-
ergies have sensitivities to different GW frequencies. Gravity waves with different
frequencies, however, can have quite different seasonal variations, as was for in-
stance shown by Dowdy et al. [2007].

28.2.3 Turbulence

The working hypothesis followed here is that GW activity is associated with dissipa-
tion which would also mean turbulence production. If this is true Fig. 28.4 suggests
some seasonal variation of turbulence. A consistent climatology (altitude, season,
latitude) of measured turbulent eddy coefficients is difficult to obtain. Figure 28.5
therefore shows computational values obtained from the general circulation model
WACCM 3.5 on a monthly basis [for details see Offermann et al., 2011b]. The
picture shows a seasonal variation of turbulence, indeed. Two pronounced peaks
of eddy coefficients are seen around the equinoxes in April, May, and September
(DOYs 105, 135, and 258). These days are indicated in Fig. 28.4 as dashed (blue)
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Fig. 28.5 Turbulent eddy
coefficients Kzz (dots) as
derived from the WACCM
3.5 model. Nineteen years of
free model runs have been
averaged, and resulting
monthly means are shown for
85 km altitude. The
turbopause height [Offermann
et al., 2007] is given for
comparison (squares). Please
note that its ordinate has been
inverted (see text)

vertical lines. They are situated near the GW peaks as expected. The correlation of
the monthly eddy coefficients with monthly σN values calculated from Fig. 28.4 is
close. The correlation coefficient is 0.71 at 99 % significance [see Offermann et al.,
2011b].

In Fig. 28.5 the seasonal variation of the turbopause height is shown for compari-
son [Offermann et al., 2011b]. The definition of this “wave turbopause” can be seen
from Fig. 28.6 which is taken from Offermann et al. [2006]. The picture shows two
altitude regimes with small (below) and large (above) increases of wave amplitudes
(represented by their standard deviation). The dotted lines indicate increases ex-
pected for an atmosphere without damping. The picture thus shows strong damping
below the turbopause, and much reduced damping above it. Damping is attributed
to wave breaking/turbulence production which explains the designation of the inter-
section/diamond. The altitude at which the turbopause occurs can be quite variable.
This has consequences for the wave amplitudes observed at some fixed higher alti-
tudes, e.g. 100 km in Fig. 28.6. If the diamond moves downward along the flat blue
line the steep blue line follows (in a first approximation). Thus the wave amplitude
at 100 km (intersection of the steep blue line with the 100 km level) increases. Hence
an anticorrelation of the height of the turbopause and the wave amplitude at higher
altitude (higher than the turbopause) is expected. This is the reason why the corre-
sponding scale in Fig. 28.5 has been inverted. The inverted curve of the turbopause
indeed closely correlates with that of the eddy coefficients and thus with the GW
activity shown in Fig. 28.4. The corresponding maxima occur closely together.

The concept of wave turbopause thus works quite well for GW. It is, however,
not limited to GW but has been used for mesospheric wave activity in general [Of-
fermann et al., 2007]. It is found a convenient tool to study the turbulent state of the
mesosphere which turns out to be very variable. If the turbopause curve in Fig. 28.5
is re-inverted it exhibits maxima in summer and winter, and minima at equinox. This
is a typical seasonal variation at middle latitudes higher than the subtropics. At even
higher latitudes (at and beyond 60°N) the picture is quite different. The summer
maximum completely disappears and a deep summer minimum and a high win-
ter maximum remains. These seasonal variations and the corresponding latitudinal
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Fig. 28.6 Temperature
standard deviations vs
altitude at 40°N in August
1997 (CRISTA-2 data). Black
profile shows two regimes
with different gradients.
These are approximated by
two blue fit lines. The
intersection point of the two
(diamond) is the “wave
turbopause” (for details see
text)

changes have been studied in detail in CRISTA and SABER data and have been
found in a similar way in the HAMMONIA GCM [Offermann et al., 2006, 2007,
2009]. These analyses have shown that the altitude of the wave turbopause is mostly
determined by the relative intensities of GW and PW. It is furthermore found that
the turbopause occurs in a layer about 8 km thick with an additional 3 km mixing
layer on top [Offermann et al., 2009].

28.2.4 Short Period Planetary Waves

Short period PW can be determined from the nightly measurements of an OH station
down to periods of two days according to the Nyquist theorem. Typical examples are
the Quasi-Two Day Waves (QTDW) that are pronounced in summer and in winter
in the mesosphere. They have been analyzed for instance by means of the combined
measurements of the stations at Wuppertal and Hohenpeissenberg. Combination of
these two stations about 500 km apart is allowed because of the large horizontal
scales of these planetary waves (wave numbers 2, 3, and 4). It offers the advantage
of greatly improved weather statistics [Offermann et al., 2011a].

Typical QTDW have periods near 2.1 days, and the summer values show a max-
imum somewhat after the solstices. The combined data have therefore been Fourier
analyzed (FFT) and a period of 2.3 days has been studied in the summers 2004–
2009. (The Hohenpeissenberg instrument began operations in 2003 only.) Temper-
ature residues as shown in Fig. 28.1 have been used. Wuppertal data in the interval
1988–1993 showed good weather statistics and were also used. The amplitudes of
the QTDW are found to be very variable. Hence the data from a number of years
need to be averaged to obtain identifiable structures. One major result is shown in
Fig. 28.7. It yields the mid-summer maximum as expected. Not expected, however,
were two additional maxima found some 45–60 days before and after the center
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Fig. 28.7 Quasi Two-Day
Wave (QTDW) amplitudes
during the course of summer.
Period is 2.3 days. Means of
years 1988–1993 and
2004–2009 are shown. Time
resolution is 7.5 days (DOY
= Day Of the Year)

peak. The error bars in Fig. 28.7 are large. The triple structure is nevertheless statis-
tically significant as the error bars of maxima and adjacent minima do not overlap.

The triplet structure in Fig. 28.7 appears uncommon and peculiar. Two steps
have therefore been taken to check it. Additional temperature data from a different
measurement technique have been analyzed for a triplet structure. Furthermore the
mesosphere has been searched for structures suitable to excite QTDW in a way that
a triplet is formed.

Additional data beyond those of the two OH stations were taken from MLS mea-
surements on the AURA satellite. They were analyzed for waves with 2.3 day period
and zonal wave numbers 2, 3, and 4. An approximate triple structure is found, in-
deed, which is mostly due to wave mode W3. Westward traveling QTDW of zonal
wave number 3 (W3) have been cited in the literature as a typical QTDW. For an
overview see Offermann et al. [2011a]. Zonal winds in the upper mesosphere are
found to be favorable for wave excitation in the time interval covered in Fig. 28.7.

QTDW are thought to originate from wind shears that lead to baroclinic and/or
barotropic instabilities in the upper mesosphere. As an instability criterion the
meridional derivative of the zonal mean, quasi-geostrophic potential vorticity Q
should become negative [Salby and Callaghan, 2001; Riggin et al., 2006]. This
gradient is given by

dQ

dy
= β − 1

a2

d

dΦ

(
1

cosΦ

)
d

dΦ
(u cosΦ)− f 2 d

dp

(
1

σ

du

dp

)
(28.1)

where β = 2Ω cosΦ/a, Φ = latitude, Ω = earth angular velocity, a = earth radius;
f is the Coriolis parameter; σ = −(RT/p)d(lnΘ)/dp is a static stability parameter
with R = gas constant, Θ = potential temperature.

The instability parameter −Qy (i.e. −dQ/dy) was calculated for the summer
of 2005 with quasi-geostrophic zonal winds derived from MLS measurements. The
values of −Qy were compared with the QTDW amplitudes (from the OH data), and
a relatively close correlation was found. The correlation coefficient is r = 0.57 at
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Fig. 28.8 Mean values of
Quasi-Two Day Wave
amplitudes and baroclinic
instability parameter bc.
QTDW data are from
2004–2009 (black squares,
left ordinate). Mean bc values
are from 2003–2008 (74 km
altitude, red dots, right
ordinate). Dashed vertical
lines (blue) denote bc minima
at DOY 151 and DOY 211

98 % significance. A better correlation might not be expected as a high instability
value alone is not a sufficient condition for wave excitation.

The last term in Eq. (28.1) is the baroclinic instability. It can be approximated
by an expression bc that is only dependent on the zonal wind field, i.e. its vertical
gradient and curvature [for details see Offermann et al., 2011a]. Parameter bc may
thus be used as a proxy of total instability. Suitable wind data are available from
a wind radar station (Juliusruh, 55°N, 13°E) that is relatively near to Wuppertal.
The bc data obtained compare well with the −Qy values on the one hand, and with
QTDW amplitudes on the other. Mean values of several years are given in Fig. 28.8.
They show this agreement for mean values from six-year time intervals.

It is interesting to see in Fig. 28.8 that there is an indication of a triple structure in
the bc values as well. This suggests that the QTDW triplet has its foundation in the
stability structure (wind structure) of the atmosphere. It is also worth mentioning
that the triplet is thus found in three data sets that are quite different: the OH local
temperature measurements, the satellite temperature measurements of MLS, and the
bc values from local radar wind measurements.

A detailed analysis shows that the QTDW originate from the interplay of zonal
mean winds and the mesosphere stability structure [Offermann et al., 2011a]. Hence
QTDW can be used as indicators of atmospheric stability. They are used to study
long-term changes of the stability situation in Sect. 28.4.3.

28.3 Solar Cycle and Trends

28.3.1 Temperature

Analyses of solar cycle influences and long-term trends require long data series.
Satellite series are generally not suitable as they are too short as yet. Long-term data
series are available from a number of ground stations that measure mesospheric
winds or OH temperatures. For the long-term evaluation it is important that the data
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series is homogeneous, i.e. that data have been taken and treated in the same manner
during the whole time interval. It should also be as complete as possible, i.e. without
major data gaps.

The Wuppertal OH temperature data have been treated in a standardized man-
ner since 1987. The OH layer is situated at about 87 km altitude. At this height the
temperature shows a strong seasonal variation, which is about the strongest vari-
ation at this altitude at all. The standardized procedure models this variation by a
three-component harmonic analysis that yields an annual mean temperature value,
the amplitudes of annual, semi-annual, and ter-annual oscillations and the corre-
sponding phases as mentioned above (see Fig. 28.1). The special form of the sea-
sonal variation in this picture (high temperatures in winter, low values in summer)
is a consequence of the general circulation. If changes of this circulation shall be
studied analysis of the seasonal form in Fig. 28.1 is a convenient means. Hence a
corresponding shape parameter ESD (Equivalent Summer Duration) has been intro-
duced in Fig. 28.1 that measures the width of the summer valley. This is the time
interval when the temperature is below 198 K. It is indicated as a horizontal red
bar. The parameter is discussed in detail in Offermann et al. [2010] (their Sect. 5.2).
Changes of ESD are discussed in Sect. 28.4.2.

The Wuppertal OH temperatures are homogeneous and fairly complete. They
have been validated by comparison especially with SABER temperatures (V1.07).
There appears to be a warm bias of about 3 K which is, however, unimportant for
analysis of the relative variations discussed here. This data set and its accuracies
have been described by Offermann et al. [2010]. It covers about two solar cycles
(#22, #23), and is thus quite suitable for long-term analyses.

The data analysis shows that temperature variations due to solar influences and
due to long-term changes are of similar magnitude. Hence special care must be
taken to disentangle the two effects. Simultaneous analysis of temperature trends
and temperature sensitivity to the solar fluxes shows a strong dependence of the
results on the length of the time interval used. Figure 28.9a for instance shows that
the solar flux sensitivity of temperature can vary by a factor 5 depending on the
time window selected (with the length of one solar cycle)! Figure 28.9b shows the
sensitivity dependence on the window length. Two important conclusions are drawn:
(1) To give useful results the data window must be much longer than one solar cycle.
(2) In each trend and solar cycle analysis published the time interval used needs to
be stated.

For the Wuppertal analysis cited the window 1988–2008 was used and yielded
a long-term temperature trend of −0.23 K/year and a solar flux sensitivity of
0.035 K/SFU (solar flux unit). Details for the variations of the amplitudes and phases
of the three seasonal components are given in Offermann et al. [2010].

The high density of the Wuppertal data series allows trend analyses at a time res-
olution better than one year. For instance long-term data can be grouped in monthly
bins, and these intervals be treated separately. A corresponding monthly analysis
is shown in Fig. 28.10. It is a bi-variate analysis for long-term trends and solar
flux influences. The picture shows the long-term trends. There are surprisingly large
changes during the course of the year. Furthermore, the changes from month to
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Fig. 28.9 (a) Temperature
sensitivity S to solar flux
density F10.7 cm in 11 year
time windows shifted through
the data interval 1988–2008
in steps of 1 year. Abscissa
(above) gives the year of
window center and runs from
1992 to 2004.
(b) Temperature sensitivity S

in time windows of lengths
increasing from 11 to 21
years. Abscissa (below) runs
from 10 to 22 years. Dashed
horizontal lines are for
3.5 K/100 SFU (see text)

Fig. 28.10 Monthly
long-term temperature trends
(K/year) corrected for solar
flux influences, 1987–2008.
Annual mean is −0.23 K/year

month can be abrupt and very substantial. The trend distribution in Fig. 28.10 is
fairly asymmetric with respect to the summer/winter or spring/autumn seasons. This
leads to a long-term deformation of the seasonal curves as that given in Fig. 28.1.
A corresponding change of the shape parameter ESD results. This is further dis-
cussed in Sect. 28.4.2.
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Fig. 28.11 Temperature
standard deviations σN
(black) for the time interval
1994–2009 at Wuppertal. For
comparison σa (blue) and
3-minutes amplitudes (red)
are given (see text). A 50 pts
smoothing has been applied
(for details see text)

28.3.2 Zonal Wind

Zonal winds used in the present study are mostly radar winds measured at the sta-
tion of Juliusruh (55°N, 13°E). Measurement technique and data analysis have been
described by Keuer et al. [2007]. These authors give a detailed analysis of zonal
and meridional winds in the mesosphere including long-term trends and solar flux
influences. They obtain a long-term increase of zonal wind speed of 0.52 m/s per
year at 87.5 km altitude (their Fig. 15, solar influences removed). This will be used
in Sect. 28.4.2 below.

28.3.3 Gravity Waves

Short period gravity waves are represented by standard deviations σN from nightly
mean OH temperatures. The long-term development of σN since 1994 is shown
in Fig. 28.11. For comparison very short period oscillations are shown as repre-
sented by their standard deviation σa and the amplitudes of the three-minutes oscil-
lations (see Sect. 28.2.2). The σN data are quite variable. If a solar cycle variation
is contained in them it should become visible at the solar maximum around years
2000/2001 and the solar minima at about 1996 and 2008/2009. Nothing of this kind
is detectable, however, in the strong σN variability. The data rather show a trend-
like increase until 2004 and a subsequent decrease. Second largest variations are the
seasonal variations discussed above (Sect. 28.2.2). A minor intra-decadal variation
is also found [Offermann et al., 2011b]. Its time scale appears to be on the order of
four years. The amplitude is about 2 K (not shown here).

A linear fit to the whole data set is shown in Fig. 28.11 as a dashed (red) line. It
shows a moderate, but significant positive gradient of 0.29 ± 0.02 K/year.

The two other curves in Fig. 28.11 for the short period oscillations behave
similarly. They show a close correlation with σN . The correlation coefficients are
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Fig. 28.12 Mean zonal
winds at 55°N, 73 km in time
intervals 1990–1995 (black
squares) and 1997–2002 (red
dots). Errors of the mean are
also given. Dashed horizontal
lines indicate phase speeds of
Quasi-Two Day Waves W4
(above) and W3 (below). For
blue horizontal arrows and
numbers given see text

r = 0.94 for σa (blue curve) and r = 0.88 for the 3 min amplitudes (red curve).
From this very close correlation it is concluded that σN is representative of the GW
activity and GW dissipation [Offermann et al., 2011b]. The σN increase is about
1.5 %/year. As GW dissipation is one of the major forcings in the mesosphere the
question is whether corresponding consequences can be seen in measured data. This
is discussed in Sect. 28.4.

28.4 Circulation Changes

Many of the experimental results described above appear to be indicative of or re-
lated to changes of the general circulation. The reason common to them are possibly
the gravity wave trends detected. This is discussed here.

28.4.1 Zonal Wind

It is generally believed that GW dissipation in the upper mesosphere forces the zonal
wind. The increase of the GW proxy σN in Fig. 28.11 suggests a 1.5 % increase
of GW activity and dissipation at 87 km altitude. This and the above mentioned
(Sect. 28.3.2) increase in zonal wind speed of 0.52 m/s per year at 87.5 km are
thus in agreement with the general picture. An increase in zonal wind may certainly
be considered as part of a change in general circulation. If however the details are
studied two results are found that do not quite fit the picture.

1. At altitudes below 80 km the zonal wind trend in summer is opposite to that at
the higher altitudes [Keuer et al., 2007]. This is also seen from Fig. 28.12 which
gives zonal winds at Juliusruh (73 km altitude) in two different time intervals. At
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a given day in summer the mean zonal wind in the second time interval 1997–
2002 is lower (more negative) than in the earlier interval 1990–1995 [Offermann
et al., 2011a]. This has consequences for the Quasi-Two Day Waves discussed
below (Sect. 28.4.3).

2. The general belief concerning zonal wind forcing in the mesosphere assumes a
special seasonal GW variation. Maximum GW activity is expected around the
solstices [e.g. Fritts and Alexander, 2003, their Fig. 25]. This is not the case for
the OH data in Fig. 28.4 and the satellite data in Fig. 28.2. The maxima rather
occur at wind turn around, i.e. nearer to equinox. The same is seen for the eddy
coefficients obtained from the WACCM general circulation model (Fig. 28.5).

The double peak structure of the GW seen in Fig. 28.2 occurs in a rather limited
altitude and latitude regime. At 50°N it is found at about 85–95 km. At 70°N it
extends somewhat higher up. Above and below this area at 50°N the maxima tend
to occur around the solstices as expected (Fig. 28.2). In consequence the altitude
regime around the mesopause at middle and higher latitude appears to play a special
role that is more complicated than the basic picture. It should also be noted that the
double peak structure is not a deep modulation of the seasonal GW curves but a
rather moderate change as well in the OH temperature data as in the satellite data.

28.4.2 Summer Duration

The seasonal variation of temperature near the mesopause (Fig. 28.1) is strongly
influenced by the general circulation (ascending air in summer and descending air
in winter). If a change in general circulation occurs one would expect a change of
that seasonal curve. The width of the summer valley, i.e. the Equivalent Summer
Duration (ESD) has been used to monitor possible changes. Such a change is seen,
indeed. Since 1988 an ESD increase is observed with a rate of 1.2 days per year
[Offermann et al., 2010]. The analysis has taken into account corrections for solar
flux influences.

The cumulative change in 21 years can be made visible by means of the monthly
trends given in Fig. 28.10. This is shown in Fig. 28.13, where the temperature data of
year 1988 are given and have been decreased by the monthly trends in 21 years. The
resulting (red) curve shows a wider valley which can be seen from the dashed hor-
izontal line at 198 K temperature. Offermann et al. [2010] have discussed in detail
that only part of this change is due to the general temperature decrease mentioned
above, and large part must be due to dynamics/circulation effects. These authors
have also analyzed changes in summer duration (SD) in the stratosphere. The SD
parameter was determined as the time difference between autumn and spring rever-
sal of the zonal wind. They found a trend, indeed, that was of similar magnitude as
in the mesosphere. The sign is, however, opposite, i.e. the summer duration in the
stratosphere decreases.

A mesospheric change of summer length cannot be derived from zonal wind
reversal because corresponding data are available for spring only, not for autumn
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Fig. 28.13 Seasonal
temperature variation as taken
from a harmonic fit to
measured data of year 1988
(black squares). Decreased
temperatures after 21 years
are shown as red dots (“trend
results”), calculated by means
of the monthly trends in
Fig. 28.10

Fig. 28.14 Sketch of zonal
wind variation in summer
(87.5 km, see text). Summer
length is 2 ∗ SL. Increase of
summer length is by 2 ∗ sl
and results from an increase
of zonal wind U by u

[Offermann et al., 2011b]. It can, however, be related to the zonal wind trends in a
qualitative manner in the following way: The zonal wind U increases from spring
turnaround (U = 0) towards the middle of summer, and subsequently decreases to-
wards autumn turnaround (U = 0). This is sketched in a very simplified manner in
Fig. 28.14 by assuming linear changes (87.5 km). The summer length is 2 ∗ SL. The
parameter u denotes the increase of the wind speed (for instance in one year). It
is assumed here for simplicity that u is the same at all times of the summer. This
leads to a shift sl of the turnaround point (U = 0) to earlier times in the first half
of summer. From the geometry of Fig. 28.14 it follows that U0/SL = u/sl. Mid
summer maximum wind speed U0 is about 12 m/s, half of the summer length is
SL = 62 days (data for 87.5 km from Offermann et al. [2011a, their Fig. 6]). The
increase rate u as derived above from Keuer et al. [2007] is u = 0.52 (m/s)/year.
The resulting increase of the summer length is sl = 2.7 days/year (shift of spring
turnaround towards earlier times), which is half of the total increase.
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Fig. 28.15 QTDW
amplitudes during the course
of summer in the time
intervals: (a) 2004–2009,
Combi data; (b) 1988–1993,
Wuppertal. Time resolution is
7.5 days. For the red arrows
see text

A more detailed analysis is given by Offermann et al. [2011b]. They find that
these results are an exaggeration, but that basically the sign and the order of mag-
nitude of the trend are correct. Hence the measured ESD increase is in principle
related to the GW increase.

28.4.3 Quasi-Two Day Waves

Quasi-Two Day Waves (QTDW) are expected and observed if the mesosphere is
dynamically unstable (Eq. (28.1)) and the zonal wind has a suitable speed, i.e. it
matches the QTDW phase speed. Either aspect is found to play a role in the present
data (see above).

If a complex phenomenon like a change in general circulation is studied trends
of simple parameters as temperature or wind speed are sometimes not too helpful
because they need careful quantitative analyses. It is easier to use characteristic “ear-
marks” if they are available. The ESD parameter used above rests on such earmarks,
as it is determined from the circulation turnarounds or from the characteristic spring
and autumn points (198 K) of the seasonal temperature variation. Other earmarks
are the three peaks of the QTDW triplet (Fig. 28.7). Their distance in time defines a
temporal scale that is easy to study. As an example Fig. 28.15 shows QTDW triplets
from two different time intervals 15.5 years apart. Corresponding maxima and min-
ima in the two curves have been connected by red arrows. These arrows are not
parallel but diverge instead. This shows that the time scale has changed. The dis-
tance between the first and the last triplet peaks is 112.5 days in the upper panel and
90 days in the lower. Hence the time distance between the earmarks has increased
by 22.5 days in 15.5 years [Offermann et al., 2011a]. This is a rate of 1.5 days per
year. (Note the ESD increase of 1.2 days per year in Sect. 28.4.2, which is a similar
summer structure.) The detailed reasons for these changes appear to be twofold as
mentioned.
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1. The zonal wind field has changed, as is shown in Fig. 28.12. The QTDW mode
is mostly W3 with a phase speed of about −40 m/s. The days when this speed is
met by the (measured) zonal wind is favorable for QTDW excitation. The blue
horizontal arrows in Fig. 28.12 indicate that these favorable days have shifted to
earlier times in the first half of summer, and to later times in its second half. This
occurred over a time distance of seven years and yielded an accumulated time
shift (sum of the two blue arrows) of 15.4 days as indicated in Fig. 28.12 for the
W3 phase speed. This is the right direction and the right order of magnitude for
the changes in Fig. 28.15. For details see Offermann et al. [2011a].

2. Mesospheric instability can be derived from satellite determination of temper-
ature and quasi-geostrophic winds according to Eq. (28.1) [see Offermann et
al., 2011a]. Long-term analysis is, however, not yet possible as the satellite data
series presently available are too short. Suitable long-term series are available
from single station (radar) wind measurements as Juliusruh. The measured zonal
wind vertical structure can be used to calculate the baroclinic instability part of
Eq. (28.1) (last term of the equation). The corresponding parameter bc can be
used as an instability proxy as discussed above (Sect. 28.2.4). If there are long-
term trends of temperatures and zonal winds corresponding changes in bc are
expected. From the changes seen in Fig. 28.15 one would preferentially expect
changes in the early and late summer wings, respectively, of the curve shown
in Fig. 28.8, i.e. bc should increase in absolute values. An increase was found,
indeed, by Offermann et al. [2011a] especially in the early part of summer (DOY
100–140). The baroclinic instability increased by about a factor 1.6 (±6 %) in
seven years (using the intervals 1990–1995 and 1997–2002 for comparison). This
can be compared to the σN data in the same time interval (1993–2000). The lat-
ter increase by a factor 1.5 (±13 %) in this time interval. This is an interesting
coincidence that suggests further studies.
The late summer branch of the curve in Fig. 28.8 does not show a change in
this time interval. There are, however, indications that there might have been an
increase at somewhat later times. These data could, however, not be compared
to the earlier ones because of technical reconstructions of the radar instrument.
Further analyses of radar data are therefore needed.

It has been noted in the literature that gravity wave increases should lead to in-
creased atmospheric instability in the mesosphere [Hecht, 2004; Horinouchi et al.,
2002]. It remains to be determined whether/how the more local events of GW break-
ing and GW interaction with the horizontal winds are related in detail to the large
scale barotropic/baroclinic instabilities given in Eq. (28.1).

28.5 Summary and Conclusions

Ground stations for OH temperature and radar wind measurements yield long-term
data series. These are used to look for trends in mesospheric dynamics. A long-
term increase of short period gravity waves and their dissipation is found in OH
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temperature data at 87 km altitude. Wuppertal data (51°N. 7°E) are analyzed since
1988. The increase rate is 1.5 %/year.

Long-term zonal wind measurements were taken at Juliusruh (55°N, 13°E). Pub-
lished data show an increase of zonal wind speed at a rate of 0.52 m/s/year at
87.5 km altitude. Temperature and wind data cited have been corrected for solar
flux influences which are appreciable.

The seasonal temperature variation in the mesosphere is used to estimate the
length of summer. The Equivalent Summer Duration ESD is strongly influenced by
the general circulation, and hence an ESD change should indicate a corresponding
change in circulation. An increase of ESD is observed at a rate of 1.2 days/year since
1988. Similar values, but of opposite sign, are observed in the middle stratosphere.
The latter are obtained from the time difference between circulation turnaround in
spring and autumn. Corresponding values for the mesosphere can only be estimated
because the wind data at mesopause altitude do not reach far enough back. The
estimated values indicate similar results, though. They use the increase rate of the
zonal wind.

Another important structure in the mesosphere is the summer distribution of the
Quasi-Two Day Waves (QTDW). This distribution shows three characteristic max-
ima. They are earmarks well suitable to monitor long-term changes of summer time
scales, similarly as do the ESD values. Changes of these scales are observed, indeed,
with increasing distance between the first and the last QTDW maximum in summer
at a rate of 1.5 days/year. QTDWs occur in the summer mesosphere if the zonal
wind compares favorably with the phase speed of the QTDW, and if the atmosphere
is baroclinically/barotropically unstable. Either feature was found in the long-term
data analyzed.

The long-term changes of zonal wind, ESD, and QTDWs fit the idea of a chang-
ing general circulation. A common reason may be the long-term increase in GW.
The origin of the GW trend for its part may be in the lower atmosphere, possibly
a change of wind filtering in the stratosphere. This suggests a coupling to strato-
spheric circulation changes. This is nothing but speculation at present, but deserves
future detailed studies. The trends in GW, zonal wind, ESD, and QTDW can all be
further followed in the coming years and will show whether the picture presented
here will substantiate.
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Chapter 29
Solar Effects on Chemistry and Climate
Including Ocean Interactions

Ulrike Langematz, Anne Kubin, Christoph Brühl, Andreas
J.G. Baumgaertner, Ulrich Cubasch, and Thomas Spangehl

Abstract In the Project on Solar Effects on Chemistry and Climate Including Ocean
Interactions (ProSECCO) fundamental questions of the impact of solar variability
on Earth have been investigated with improved climate system models and observa-
tions. On the decadal time scale, the atmospheric signature of the 11-year Schwabe
cycle and the underlying mechanisms have been studied. This included the impact of
variations in UV radiation and particle precipitation on stratospheric chemistry and
ozone, as well as on the solar signal in the troposphere and on climate. On the cen-
tennial to millennium time scale, effects of solar variability on climate of different
pre-industrial periods, focusing on the Maunder Minimum and the mid-Holocene,
have been addressed.

29.1 Introduction

Variations in solar activity represent a natural external forcing of Earth’s atmo-
sphere which affects all height ranges from the upper atmosphere (ionosphere,
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thermosphere, >80 km) and the middle atmosphere (mesosphere, stratosphere,
10–80 km) down to the lower atmosphere (troposphere, 0–10 km) and the surface.
Observations have shown clear responses to the 11-year solar Schwabe cycle in
middle atmosphere temperature, stratospheric ozone concentration, or tropospheric
climate variability patterns. The mechanisms which lead to the solar signal in the at-
mosphere are only partly understood. Solar activity variations affect the atmosphere
directly by variations in in-coming electromagnetic radiation and energetic parti-
cles. While total solar irradiance (TSI) at the top of the atmosphere varies about
0.1 % during the 11-year solar cycle, variations at ultraviolet (UV) wavelengths
which are responsible for ozone photo-chemistry are of the order of 5–8 % [Lean,
1997] and reach 100 % in the Lyman-α line which influences photo-dissociation
of water vapour and carbon dioxide in the upper mesosphere. Variations of ener-
getic particle precipitation with the solar cycle, like solar protons or low and high
energy electrons lead to an activation of chemically active substances, such as ni-
trous oxides (NOx), and hence to a variation of composition with the solar cycle.
While the direct changes in electromagnetic radiation and charged particles can ex-
plain the response of the upper atmosphere, an impact of these variations on the
solar signal in the lower stratosphere and troposphere can only occur by a trans-
fer from above by indirect mechanisms. Kodera and Kuroda [2002] explained the
poleward downward propagation of upper stratospheric westerly wind anomalies
during solar maximum with an iterative interaction of planetary wave dissipation
and the zonal mean background circulation in winter. This dynamical feedback is
influenced itself by the phase of the tropical Quasi-Biennial-Oscillation (QBO) of
the zonal wind in the lower stratosphere. An overview of recent observations and
the current understanding of the underlying mechanisms is given in Gray et al.
[2010].

Solar activity also varies on time scales beyond the 11-year cycle. Sunspots can
be used to reconstruct solar activity back to the beginning of the 17th century. Fur-
thermore, the cosmogenic isotopes/nuclides 10Be and 14C are used as proxies to
reconstruct solar activity for the complete Holocene, the current geological epoch
which began about 10,000 years ago (cf. Chap. 2). Periodic variations in solar ac-
tivity have been documented for the Holocene record such as the Gleissberg and
Suess (de Vries) cycles which show distinct spectral peaks at 87 and 208 years
[e.g., Wanner et al., 2008, and references therein] and millennial time scales such
as the 2300 year Hallstatt cycle [Wanner et al., 2008; Gray et al., 2010]. The
Holocene represents the current interglacial following the Last Glacial Maximum
(LGM) around 20,000 before present (hereafter referred to as BP). The transition
phases between glacials and interglacials are characterised by the build-up or de-
cay of continental ice sheets that can be explained by variations of Earth’s orbit
around the Sun and related modifications of the latitudinal and seasonal distribu-
tion of Earth’s insolation [Kaspar et al., 2007, and references therein]. The retreat
of the ice sheets subsequent to the LGM including continental freshwater outflow
events considerably affected the climate until the early- to mid-Holocene (major sea
level changes only ceased after 6000 BP). Still, the period from the mid-Holocene
onwards underlies climate variations which have been linked to migrations, soci-
etal collapses, wars [e.g., Wanner et al., 2008, and references therein]. The time
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span from the mid- to late Holocene is characterised by a southward shift of the
northern hemisphere (NH) summertime innertropical convergence zone (ITCZ),
a weakening of the African and Indian Monsoon systems, an increase in the El
Niño-Southern Oscillation (ENSO) variability and a shift of the Arctic Oscillation
(AO)/North Atlantic Oscillation (NAO) towards its negative phase. Model studies
support the role of the orbital forcing for these long term shifts [e.g., Wanner et al.,
2008].

Much attention has been drawn to the climate of the last Millennium. It is charac-
terised by the transition from the Medieval Warm Period (MWP, around 900–1350
AD) to the Little Ice Age (LIA, around 1500–1850 AD) and the subsequent modern
warming [Solomon et al., 2007]. Model based studies indicate that the solar forcing
is important to capture the spatial response patterns [Mann et al., 2009]. Here the
realistic representation of stratospheric forcing and coupling mechanisms might be
of importance [Shindell et al., 2001], besides the dynamic response of the ocean
[Cubasch et al., 1997].

The goal of ProSECCO was to contribute to the investigation of the solar impact
on Earth’s atmosphere from the decadal to the millennium time scales by applying
sophisticated climate system models and observations. The studies have addressed
open questions concerning the decadal solar signal in stratospheric ozone and tem-
perature and the role of the so-called ‘top-down’ stratospheric solar forcing for the
tropospheric weather and climate. The assessment of the solar impact during the
Little Ice Age and the mid-Holocene allows us to derive conclusions of the atmo-
spheric response to solar forcing for different solar forcing amplitudes and under
different climate states.

29.2 Models for Solar Variability Studies

Early studies of the 11-year stratospheric solar signal employing 3-dimensional gen-
eral circulation models (GCMs) with prescribed TSI or UV changes for either the
maximum or minimum phase of the 11-year solar cycle and externally calculated
solar induced ozone anomalies uniformly reproduced a significant annual mean tem-
perature response in the upper stratosphere of ∼1 K [Matthes et al., 2003, and ref-
erences therein]. However, large discrepancies between the models were obvious
at high latitudes in winter which were attributed to missing dynamical feedback in
the models [e.g., Kodera et al., 2003]. On the centennial time scale, early simula-
tions with coupled atmosphere-ocean models of the solar signal during the Maunder
Minimum were able to explain features of climate reconstructions by solar irradi-
ance anomalies. However, these studies either included ocean interactions neglect-
ing the upper atmosphere [e.g., Cubasch et al., 1997] or included stratospheric pro-
cesses neglecting interactive ocean responses [e.g., Langematz et al., 2005]. With
the development of chemistry-climate models (CCMs) that involve complex mod-
ules to calculate changes in atmospheric composition, and of stratosphere resolving
climate models, improved tools became available to derive the solar signal in the
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atmosphere and to understand the underlying mechanisms. In this study we em-
ploy two state-of-the-art numerical models that complement each other to better
address the research questions of our project at the different time scales of solar
impact.

On the decadal time scale simulations were performed with the ECHAM-MESSy
Atmospheric Chemistry (EMAC) model [Jöckel et al., 2005, 2006; Roeckner et
al., 2006]. EMAC is a CCM that resolves the troposphere and middle atmo-
sphere up to an altitude of about 80 km. It includes an interactive chemistry
module [Sander et al., 2005] to account for the effects of solar irradiance varia-
tions on stratospheric ozone. In addition, EMAC employs a short-wave (SW) ra-
diation scheme with improved spectral resolution that was specifically designed
for solar variability studies [FUBRad, Nissen et al., 2007]. To consider the ef-
fects of solar cycle variations in auroral electron precipitation and of solar pro-
ton events (SPEs) on the NOx and ozone concentrations, EMAC was extended
by new modules [Baumgaertner et al., 2009, 2010]. For a more detailed de-
scription of this work it is referred to Chap. 17 of this book. Transient simula-
tions covering the period 1960–2000 (2005) performed according to the recom-
mendations of the Stratospheric Processes and their Role in Climate (SPARC)
Chemistry-Climate-Model Validation (CCMVal) initiative for changes in green-
house gas (GHG) concentrations, ozone depleting substances, sea surface temper-
atures and sea-ice distributions, as well as aerosols [REF-B1 simulations, SPARC,
2010] were analysed. For the first time, the solar signal could be examined based
on daily spectral irradiance data, prescribed at the top of the atmosphere (TOA)
(cf. http://www.geo.fu-berlin.de/en/met/ag/strat/forschung/SOLARIS/index.html)
hence allowing to derive the transient solar signal throughout the past four decades
and to derive uncertainties in the attribution of atmospheric change caused by ob-
served solar variability. Two REF-B1 simulations were available, performed at MPI
for Chemistry in T42L90 resolution, corresponding to a horizontal resolution of
2.8°×2.8° and 90 layers with internally resolved Quasi-Biennial Oscillation [QBO,
Giorgetta et al., 2006], and at FUB in T42L39 resolution, i.e. with reduced vertical
resolution of 39 layers and nudged QBO (hereafter called EMAC-FUB). The solar
signal was extracted from the transient simulations by applying different analysis
methods, like multiple linear regression analysis [adapted from Bodeker et al., 1998]
and empirical mode decomposition (EMD).

For our studies of solar effects on the centennial to millennium time scale a fully
coupled atmosphere-ocean general circulation model (AO-GCM) including a de-
tailed representation of the stratosphere was used [EGMAM, Huebener et al., 2007;
Spangehl et al., 2010]. EGMAM (ECHO-G with Middle Atmosphere Model) has
already been utilised to analyse variations within the climate system [e.g., Huebener
et al., 2007; Spangehl et al., 2010; Bal et al., 2011]. The atmospheric component
incorporates a T30 horizontal and L39 vertical resolution with the top level located
at 0.01 hPa (80 km). For a better representation of solar induced UV/visible varia-
tions in EGMAM the FUBRad radiation code was used [Nissen et al., 2007]. The
model does not generate a QBO resulting in predominantly weak easterly winds in
the tropical lower stratosphere. The coupled ocean model has a horizontal resolution

http://www.geo.fu-berlin.de/en/met/ag/strat/forschung/SOLARIS/index.html
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of 2.8° with equator refinement and 21 levels in the vertical covering the deep ocean.
The coupled model was driven by time dependent solar irradiance representing so-
lar variability and volcanic activity. Moreover, time dependent GHG concentrations
were prescribed. Three transient simulations have been performed covering the pe-
riod from 1630 to 2000 AD using slightly different solar forcings. For EGMAM-1
fixed climatological ozone concentrations were used while for EGMAM-2 and
EGMAM-3 time dependent ozone concentrations representing the effect of solar
variability on stratospheric ozone were prescribed. EGMAM-1 and EGMAM-2 used
a relative MM to PD TSI increase of about 0.3 % [Spangehl et al., 2010], contrary to
a 0.1 % increase in EGMAM-3. EGMAM-3 is additionally driven by spectrally high
resolved solar irradiance fluxes (reconstructed solar forcing data for EGMAM-3
provided by N. Krivova, cf. Chap. 2). Detailed information on the model version
used for EGMAM-1 and EGMAM-2 is given by Spangehl [2010]. The model ver-
sion used for EGMAM-3 was already applied by Bal et al. [2011] for idealised solar
cycle studies. To analyse the effect of changes in solar irradiance on the millennial
time-scale two simulations were performed in accordance with the Paleoclimate
Modelling Intercomparison Project Phase-II (PMIP2, http://pmip2.lsce.ipsl.fr/). The
first simulation represents the mid-Holocene (6000 BP). The simulation is com-
pared with a second simulation which represents a pre-industrial climate (1750 AD).
These simulations mainly differ in the setting of the orbital parameters resulting in
an enhanced seasonal cycle for the mid-Holocene [e.g., the NH summer insolation
at 60°N is increased by about 25 W/m2 [Kirsch, 2010]]. As solar activity is assumed
to be the same in both simulations the dominating effect is the change of the orbital
parameters. Table 29.1 gives an overview of the model systems and the simulations
used in the project.

29.3 Solar Influence on Climate on the Decadal Time Scale

29.3.1 The Solar Signal in the Stratosphere

29.3.1.1 The Impact of Solar Decadal Irradiance Variations

While the TSI, i.e. the spectrally integrated solar irradiance at the top of Earth’s at-
mosphere, varies only by about 0.1 % over the 11-year solar cycle, larger variations
occur in the UV part of the spectrum, reaching several percent in the ozone absorp-
tion bands that generate the major part of SW heating in the stratosphere [Lean,
1997]. However, because of the historical focus of numerical global modelling on
the troposphere where absorption of solar UV radiation by ozone plays only a mi-
nor role, SW radiation codes in climate or chemistry-climate models quite often
employ broad-band parameterisations using TSI to derive solar heating rates in one
or two SW absorption bands, mostly neglecting the UV spectral region. A compari-
son of the performance of SW radiation codes within the SPARC CCMVal initiative
showed that the observed solar temperature signal in the stratosphere can only be
reproduced in models that allow for the effects of spectral variations between solar

http://pmip2.lsce.ipsl.fr/
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Fig. 29.1 Global mean, short-wave heating rate differences between minimum and maximum of
the 11-year solar cycle in January (K/day), calculated off-line in CCM radiation schemes and one
reference line-by-line model. Left: radiative response to prescribed solar irradiance change, middle:
radiative response to solar induced ozone change, right: total radiative response. Figure taken from
SPARC [2010] and Forster et al. [2011]

minimum and maximum [SPARC, 2010; Forster et al., 2011]. As shown in Fig. 29.1,
the EMAC-FUBRad SW radiation code agrees well with reference calculations of
the SW heating rate differences for prescribed spectral UV variations (left), solar in-
duced ozone variations and the total variations between the minimum and maximum
phases of the 11-year solar cycle.

A different aspect influencing the solar signal in the atmosphere is discussed
since different spectral irradiance data sets became available for use in radiation
models [e.g., Haigh et al., 2010; Cahalan et al., 2010]. Oberländer et al. [2012]
find in off-line calculations with the FUBRad SW radiation code for solar minimum
conditions lower solar heating rates when using updated spectral information from
Solar-Stellar Irradiance Comparison Experiment (SOLSTICE) and Solar Spectral
irradiance (SOLSPEC) measurements [NRLSSI data, based on Lean, 2000] than
when using newer data derived from Solar and Heliospheric Observatory (SOHO)
Michelson Doppler Imager (MDI) and KPNSO (Kitt Peak National Solar Observa-
tory) full-disk magnetograms [Krivova et al., 2009] or Scanning Imaging Absorp-
tion Spectrometer for Atmospheric Chartography (SCIAMACHY) measurements
[Pagaran et al., 2009]. Consequently, using the Krivova et al. [2009] data in the
EMAC-FUB CCM leads to significantly higher temperatures by up to 2 K in the up-
per summer stratosphere at solar minimum. Heating rate differences between solar
minimum and maximum vary for the three irradiance data sets by up to 40 %. How-
ever, this discrepancy has a minor effect on temperature as the simulated temper-
ature differences between solar minimum and maximum are quantitatively similar
for the spectral irradiance data sets. In contrast, when using the Spectral Irradiance
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Fig. 29.2 Semiannual (winter + spring and summer + fall) NOx and ozone anomalies related to
particles calculated by EMAC, climatological seasonal cycle and ozone trend due to CFCs elimi-
nated

Monitor (SIM) data [Harder et al., 2009], changes in SW heating from 2004 to
2007, i.e. about half the complete solar cycle, are up to six times stronger than for
the NRLSSI data. This leads to a significant solar cycle effect in the summer up-
per stratosphere and mesosphere temperature by more than 1 K compared to the
NRLSSI data, implying a potentially stronger effect of solar variability on the atmo-
sphere than previously assumed.

29.3.1.2 The Influence of Precipitating Particles on Stratospheric Ozone

Besides the UV changes associated with the 11-year solar cycle the rate of particles
precipitating into Earth’s atmosphere such as low energy electrons (LEE) or protons
varies with the level of solar activity. The effects of precipitating particles on the
composition of the middle atmosphere have been studied with EMAC using the pa-
rameterisations for the influence of LEE and solar proton events (SPE). The produc-
tion of NOx from precipitating LEE in the thermosphere has been shown in obser-
vations to be correlated with geomagnetic activity (expressed by the Ap-index ob-
served since 1932) [Randall et al., 2007]. These NOx enhancements are transported
downward by the Brewer-Dobson circulation to the lower mesosphere and strato-
sphere during polar winter where NOx can catalytically destroy ozone [Randall et
al., 2007; Baumgaertner et al., 2009]. Figure 29.2 shows the time series of semi-
annual anomalies of NOx and ozone for the period 1960–2000 from a simulation
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Fig. 29.3 Cross-correlation of tropical (20°S to 20°N) ozone (a) and temperature (b) with the
solar flux at 205 nm. Contour interval is 0.1. Adaption of Fig. 4 from Kubin et al. [2011]

with EMAC averaged over 60°N–90°N with respect to the long-term mean seasonal
cycle. For ozone the trend due to CFCs has been eliminated for clarity. As expected,
high NOx corresponds to reduced ozone. Prominent NOx enhancements and ozone
reduction are related to strong solar proton events (e.g. 1972, 1989, and 2000) [Jack-
man et al., 1990; Baumgaertner et al., 2010] which produce NOx and HOx over a
wide altitude range locally and which are more likely in the years following so-
lar maximum. The large SPE in October 2003 has been studied in more detail by
Baumgaertner et al. [2010], including an evaluation with ENVISAT/MIPAS satel-
lite observations. The largest LEE effects are in spring 1961, 1983 and 1992. Further
details on the different particles, their energy and the induced production of ozone
depleting radicals are given in Chap. 17.

29.3.1.3 The Ozone Response to 27-Day Solar Irradiance Variability

During maximum phases of the 11-year solar cycle there is a pronounced short-
term variability of solar UV irradiance on the solar rotational time scale of about
27 days. This is due to a relatively uniform facular brightening which is modulated
by sunspot darkening during the transit of spots. The variable UV irradiance affects
the abundance of stratospheric ozone, the short-wave heating and, consequently,
temperature in the middle atmosphere. Via the reaction rates of the most important
ozone destruction reactions which increase with increasing temperature there arises
a feedback on the ozone response [Brasseur et al., 1987].

Making use for the first time of a daily irradiance data set it could be shown that
these processes are well represented in EMAC-FUB. In a sensitivity study with two
idealised simulations, one with prescribed daily spectral irradiances, hence explic-
itly resolving the 27-day variability, and a control simulation with a fixed interme-
diate spectral irradiance [Kubin et al., 2011] the effect of daily resolved irradiances
on ozone and temperature was examined. Consistent changes were prescribed to
the photolysis module of EMAC-FUB. Figure 29.3a shows the cross-correlation
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of tropical ozone with the solar irradiance at 205 nm. The correlation maximises
between 5 and 3 hPa and shows a second peak in the lower mesosphere. The shift
from negative time lags at high altitudes to positive lags at lower levels reflects the
temperature feedback on the ozone response (Fig. 29.3b). Higher up in the meso-
sphere an increasing production of odd hydrogen by increased photolysis of water
vapour leads to ozone loss which overcompensates the enhanced ozone production.
Tropical ozone is most sensitive to UV changes in the upper stratosphere at about 3
hPa (44 km). The magnitude of about 0.37 % per 1 % change at 205 nm is in good
agreement with observational results from e.g., Hood and Zhou [1998]. The corre-
lation and the ozone sensitivity in the upper stratosphere increase when a sub-period
of particularly strong 27-day variability is analysed and they degrade during periods
of weak daily irradiance variability. Our results suggest that ignoring daily solar flux
variations on the 27-day time scale in transient CCM simulations does not lead to a
significant degradation of the time mean ozone response in the stratosphere, while
in the tropical mesosphere significant errors of up to 3 % may occur [Kubin et al.,
2011].

29.3.1.4 The 11-Year Solar Signal in Ozone and Temperature

An Empirical Mode Decomposition (EMD) analysis of tropical total column ozone
as simulated by EMAC from 1960 to 2000 with six intrinsic mode functions (IMFs,
see Fig. 29.4) yields a signal with a period of approx. 11 years, therefore possibly
of solar origin, of the order of 4 DU (IMF5). This is similar to the effects of man-
made halocarbons (measured as equivalent effective stratospheric chlorine, EESC),
and of the QBO (IMF3). As a guide to the eye, the 11-year cycle and the QBO (at
10 hPa) are overlayed in green and red, respectively. IMF4 has a period of around
four years and a closer examination shows that it is potentially related to the ENSO
phenomenon (see inlet ENSO index). The results are rather similar to standard mul-
tiple regression methods. EMD is a signal processing technique for analysis of non-
stationary and non-linear time series. Previous studies have shown its ability to iden-
tify amplitude and frequency modulations [e.g., McDonald et al., 2007]. One of its
strengths is the detection of natural variations in the atmosphere without the need for
a priori information on the form of these variations. The method can be also applied
to compute correlation coefficients between the F10.7 cm solar radio flux and IMF5
for vertical distributions of zonally averaged ozone. A large positive correlation is
found in the tropical middle and upper stratosphere and in the lower mesosphere at
mid-latitudes (not shown). In the high latitude middle stratosphere there is a neg-
ative correlation, presumably related to precipitating particles. There are, however,
also regions where the attribution is not unique.

The signal of the 11-year solar cycle in the vertically resolved tropical ozone
mixing ratio is strongest in the middle and upper stratosphere as shown in Fig. 29.5.
These results from a 41-year simulation with EMAC are in agreement with the ob-
servationally based analysis by Steinbrecht et al. [2006] where a multiple regression
technique was used to separate the effects.
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Fig. 29.4 Empirical mode
decomposition of total
column ozone in the tropics
(20°S to 20°N) in DU, blue
curves: intrinsic mode
functions, red: QBO at
10 hPa, green: F10.7 cm solar
radio flux, IMF5 is potentially
related to the 11-year solar
cycle

Fig. 29.5 Tropical ozone anomaly due to the 11-year solar cycle as simulated by EMAC. Differ-
ence between the results of running means over 2 and 11 years

The global picture of the ozone response to 11-year solar cycle irradiance
changes is depicted on the left hand side of Fig. 29.6 as obtained from a 46-year
transient simulation with EMAC-FUB. Ozone reacts to the imposed solar irradiance
with a positive anomaly throughout most of the stratosphere. The spatial distribu-
tion with a maximum of about 1.5 to 2 % at both the southern and northern hemi-
sphere mid-latitudes at about 5 hPa agrees with observations derived from SAGE I
and SAGE II [Randel and Wu, 2007] as well as SBUV/2 and UARS HALOE data
[Soukharev and Hood, 2006]. However, the model does not simulate the observed
secondary maximum of ozone in the tropical lower stratosphere. The mesospheric
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Fig. 29.6 The annual mean zonal mean 11-year solar signal in ozone (left) in % per 100
units F10.7 cm flux and temperature (right) in K per 100 units F10.7 cm flux as simulated by
EMAC-FUB. Contour interval is 0.5 % and 0.2 K. Light (heavy) shading denotes statistical signif-
icance at the 95 % (99 %)-level

response is of opposite sign, i.e. the ozone volume mixing ratio decreases as solar
activity increases. This is due to the enhanced abundance of OH as a consequence
of increased water vapour photolysis at solar maximum.

The annual mean 11-year solar signal in zonal mean temperature (Fig. 29.6, right)
shows a significant warming in the tropical and subtropical stratosphere. The peak
values of about 0.8 K per 100 units F10.7 solar flux are found at the subtropical to
mid-latitude stratopause. The annual mean temperature response at high northern
latitudes is dominated by the winter signal with lower temperatures in the lower
stratosphere and higher values in the upper stratosphere and lower mesosphere at
solar maximum. The simulated solar signal agrees well in shape and strength with
SSU-satellite measurements of the solar cycles between the years 1979 and 2009
[Randel et al., 2009]. Discrepancies exist, however, with the solar signal derived
from ERA-40 reanalysis data [Frame and Gray, 2010] in the tropics, where ERA-40
data show a stronger signal at the stratopause and a secondary maximum in the lower
stratosphere. The differences in the observed solar signal point at uncertainties and
possible caveats in the observational platforms and reanalysis procedure, an issue
which is still unsolved.

It is currently a matter of debate as to what causes the appearance of secondary
maxima in the 11-year solar cycle responses of ozone and temperature in the tropical
lower stratosphere. Such secondary maxima are seen in observational data [Frame
and Gray, 2010]. However, models have difficulties to reproduce these features. It
is assumed that (non-)linear interactions and aliasing effects between the 11-year
solar irradiance variability, the QBO and the sea surface temperatures contribute
to the observed signal [Marsh and Garcia, 2007; Smith and Matthes, 2008]. To
further investigate this a transient simulation with band-pass filtered QBO and SSTs,
hence, linearly independent forcings was performed within the framework of the
Solar Influence for SPARC (SOLARIS) initiative.
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It turned out that the correlation between annual mean upper stratospheric tem-
perature (or ozone) and the 10.7 cm solar radio flux improves when filtered forcings
are used compared to the reference simulation with unfiltered forcings. A similar
improvement could not be found in the tropical lower stratosphere. However, there
is a tendency towards reduced maxima in the temperature and ozone response to the
solar cycle in the tropical lower stratosphere when the filtered forcings are used. The
remaining signal can be interpreted as purely solar or due to non-linear interactions
between the forcings.

29.3.2 Climate Response to the 11-Year Solar Variability

29.3.2.1 Tropospheric Response to a Stratospheric Momentum Forcing

While the downward propagation of the 11-year solar signal from the upper to the
lower stratosphere can be explained by dynamical interactions (see Sect. 29.3.2.2)
the processes leading to a tropospheric response to solar variability are less clear.
To investigate the potential implications of a solar induced disturbance in the lower
stratosphere on the troposphere a pilot study with sensitivity simulations using an
idealised stratospheric momentum forcing according to Thuburn and Craig [2000]
has been performed with EMAC-FUB. The momentum forcing produces a stronger
stratospheric zonal wind, which modifies the propagation conditions for planetary
waves which in turn affects the residual mean meridional circulation (MMC). In
consequence, anomalous downwelling in the tropical lower stratosphere leads to an
adiabatic warming and anomalous upwelling at high latitudes to adiabatic cooling
which creates a negative equator-to-pole temperature gradient, a situation as it oc-
curs during 11-year solar maximum solstice seasons. The tropospheric jet on the
winter hemisphere is shifted polewards in response to this lower stratospheric tem-
perature anomaly, a behaviour that was also found in NCEP-NCAR data [Haigh et
al., 2005]. A similar but weaker signal is seen in the summer hemisphere where no
stratospheric wind forcing was applied. Apart from the jet shift there is a strato-
spheric influence on the tropical tropopause which is located at lower levels when
the forcing is active. The Hadley circulation is weakened in the forced simulations,
as is shown for July in Fig. 29.7, which leads to reduced convective precipitation
in the tropics. These results from a comprehensive chemistry-climate model con-
firm the possibility of a purely dynamically induced signal in the troposphere ow-
ing to stratospheric changes during maxima of the 11-year solar cycle, as shown
in simplified GCM studies of Simpson et al. [2009] and Haigh et al. [2005]. The
tropospheric effectivity of this coupling mechanism was found to be qualitatively
unchanged but sensitive to the vertical resolution of the model, particularly in the
upper troposphere/lower stratosphere.

29.3.2.2 The 11-Year Solar Signal in the Troposphere

The radiatively and photochemically induced stratospheric 11-year solar signal
is characterised by an altered ozone abundance, modified SW heating rates and
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Fig. 29.7 Tropical
meridional circulation in July.
Arrows: difference between
the forced and the control
experiment, Colour and
contours: vertical velocity
from the control experiment
in mm/s, yellow colours
denote upward motion, blue
downward motion

temperature which creates an anomalous meridional temperature gradient. Via the
thermal wind relationship the zonal wind is influenced which implies a change in
the propagation conditions for planetary waves. As these waves drive the MMC a
solar influence on the summer hemisphere upwelling and winter hemisphere down-
welling can be explained. The MMC changes may even influence the upwelling
and the meridional circulation in the troposphere. The predominantly stratospheric
(top-down) pathway of 11-year solar cycle influence was proposed by Kodera and
Kuroda [2002] and is most effective during the solstice seasons.

In a transient simulation with EMAC-FUB driven by observed forcings it was
possible to show that this mechanism was active during the period 1960 to 2005.
The 11-year solar signal was extracted with an advanced multiple linear regression
method [SPARC, 2010, Chapter 8] as opposed to composite analyses employed in
earlier perpetual solar maximum and minimum GCM studies [e.g., Matthes et al.,
2006]. The leading modes of natural atmospheric variability such as the Northern
and Southern Annular Mode (NAM, SAM) are susceptible to an 11-year solar influ-
ence as was shown in earlier studies [Langematz et al., 2008; Kuroda, 2007; Kuroda
and Yamazaki, 2010]. Strong and statistically significant positive NAM anomalies
are, e.g., found in early and mid northern winter (December and January) in the
lower stratosphere at 30 hPa (not shown). By February the stratospheric anomaly
has decayed but a significant positive NAM pattern with positive geopotential height
anomalies over the Atlantic-European as well as the Asian-Pacific sector at mid-
latitudes and negative geopotential height deviations of about 40 m near the pole is
evident in the troposphere at 700 hPa (Fig. 29.8, left), consistent with observational
results of Kuroda [2007].

The geopotential height changes are associated with a poleward shift of the tro-
pospheric jet stream and with a significant temperature increase at 850 hPa over the
European and Asian continent of about 1 to 1.5 K between solar minimum and maxi-
mum (Fig. 29.8, right). A similar downward transfer from the stratosphere to the tro-
posphere within one month was seen in southern hemisphere winter and spring. In
the troposphere a negative geopotential height anomaly near the Antarctic peninsula
flanked by higher than average heights to the east and to the west was detected in the
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Fig. 29.8 The February monthly mean 11-year solar signal in geopotential height in m per 100
units F10.7 cm solar radio flux from 20°N to 90°N at 700 hPa (left), and in temperature in K per
100 units F10.7 cm solar radio flux at 850 hPa (right) from a transient simulation of the period
1960 to 2005. Light (heavy) shading denotes statistical significance at the 95 % (99 %)-level

CCM simulation in October which is comparable to reanalysis results of Kuroda and
Kodera [2002]. These patterns are found in transient simulations with a realistically
evolving 11-year solar cycle as well as in equilibrium simulations with fixed perpet-
ual solar cycle phases and prescribed solar induced ozone changes (not shown).

A tropospheric signal has also been detected in the northern hemisphere summer
season, in particular, in the Indian summer monsoon. In accordance with the ob-
servational analysis of Kodera [2004] statistically significant correlations between
the 10.7 cm solar radio flux and the upward vertical velocity at 300 hPa over the
southern Arabian peninsula and the equatorial Indian Ocean were found in a tran-
sient simulation of the past half century (not shown). In these regions stronger up-
welling occurs at solar maximum which yields higher convective precipitation rates.
However, the observed signal could only be retrieved in a simulation with observed
SSTs prescribed at the lower boundary. Similar transient simulations from 1960 to
the present with EMAC-FUB using modelled SSTs or SSTs fixed at 1960-values
repeating each year could not reproduce the observed anomaly. This suggests that
atmosphere-ocean interaction processes play an important role for the 11-year solar
signal in the Indian summer monsoon.

29.3.2.3 The 11-Year Solar Signal in a Changing Climate

An important prerequisite for a successful simulation of the solar signal with a CCM
is a realistic background climatology. As this climatology is itself subject to the an-
thropogenic climate change it is possible that the 11-year solar signal will appear in
a different way in a future warmer climate. This is investigated in a simulation with
the EMAC-FUB CCM covering the period 1960 to 2100. The model was forced with
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Fig. 29.9 The annual mean zonal mean 11-year solar signal in the 2nd half of the 21st century
in ozone (left) in % per 100 units F10.7 cm flux and temperature (right) in K per 100 units F10.7
cm flux as simulated by EMAC-FUB. Contour interval is 0.5 % and 0.1 K. Light (heavy) shading
denotes statistical significance at the 95 % (99 %)-level

prescribed modelled sea surface temperatures and sea ice, projected abundances of
greenhouse gases according to the SRES A1B scenario and ozone depleting sub-
stances following the adjusted WMO A1 scenario. Spectral solar irradiance data
from the solar cycles 20 to 23 were repeated to prescribe solar variability in the fu-
ture. The solar signal is extracted by means of a multiple linear regression approach.
A comparison of the annual mean solar signal in ozone and temperature in the 20th
and in the second half of the 21st century when the CO2 concentration has more than
doubled compared to 1960 values reveals a similar spatial pattern as in the past. The
ozone response to an increase in solar irradiance peaks at mid-latitudes in the upper
stratosphere, see Fig. 29.9, left. The strongest temperature increase is found in the
stratopause region (Fig. 29.9, right). The area with statistically significant changes
has shrunk from the past to the future period. This points towards an increased
variability in the atmosphere in a warming climate. An uncertainty is, however, the
specification of the spectral irradiances in the future since the solar activity will not
necessarily remain on the present relatively high level [Abreu et al., 2008].

29.4 Solar Influence on Climate on the Centennial to Millennial
Time Scale

The role of external drivers (e.g., solar variability, volcanoes, GHG concentrations,
changes of the Earth’s orbit around the Sun) for long term climate variations is
investigated by means of climate model simulations for selected episodes of the
past. The focus is on (i) the role of solar variability for the period from the early
17th century (Maunder Minimum) to present and (ii) the role of the orbital forcing
for the mid-Holocene.
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Fig. 29.10 Annual Northern Hemisphere mean 2 m temperature anomaly (K) for simulations
with EGMAM-FUBRad (EGMAM-3 time-dependent ozone and high resolved fluxes for UV/vis,
red/solid line), EGMAM (EGMAM-2 time-dependent ozone and low resolved short wave fluxes,
cyan/dashed line; EGMAM-1 fixed ozone and low resolved short wave fluxes, cyan/solid line) and
two simulations with ECHO-G (ERIK1, dark blue/solid line; ERIK2, dark blue/dashed line, data
for ECHO-G provided by E. Zorita, GKSS). Grey shading represents overlap of NH temperature
reconstructions from IPCC AR4. Data from reconstructions and simulations with ECHO-G are
expressed as anomalies from their 1500–1899 means. Simulations with EGMAM-FUBRad and
EGMAM are centred to 1716–1790 mean value from the centred (1500–1899) ECHO-G simu-
lations. All time series are smoothed with a 30 year low-pass filter. The figure is modified after
Spangehl et al. [2010] (forcings for EGMAM and ECHO-G (GHG, volcanic and solar) are shown
in the same paper). EGMAM-3 (EGMAM-FUBRad) is additionally shown and uses a weaker TSI
forcing than the other simulations

29.4.1 Maunder Minimum to Present

The Maunder Minimum (MM, 1645–1715 AD), which falls within the Little Ice
Age, is defined by the nearly complete absence of sunspots and thereby represents a
period with exceptional low solar activity lasting over several decades (cf. Chap. 2).
While recent studies focusing on the entire millennium [e.g., Mann et al., 2009;
Jungclaus et al., 2010], do not resolve seasons due to the lack of information from
proxy-data, the period from the MM onwards provides a case study for a more
detailed investigation of the role of external drivers such as solar variability, volcanic
eruptions and GHG concentrations for climate [Spangehl and Raible, 2008, and
references therein].

29.4.1.1 Northern Hemisphere Near Surface Temperature

The simulated annual northern hemisphere (NH) mean near surface temperature is
shown in Fig. 29.10. EGMAM-1 and EGMAM-2 (see Sect. 29.2 for details of the
experiments) are close to simulations with the tropospheric version of the model
(ECHO-G) indicating that the inclusion of a detailed stratosphere does only play a
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moderate role for the simulated climate on the hemispheric scale when using similar
forcings [Spangehl et al., 2010]. Larger differences are seen for EGMAM-3. This
simulation fails to capture the temperature increase during the 18th century. Still,
the simulation is within the range of the proxy based temperature reconstructions
with respect to the simulated pre-industrial climate from the beginning of the Late
Maunder Minimum (LMM, 1675–1715 AD) onwards. Jungclaus et al. [2010] use
an Earth system model for ensemble simulations driven by realistic estimates of a
number of relevant forcings (solar, volcanic, GHG, and aerosol forcing as well as
land cover changes). They show that a small solar TSI forcing together with the
internal variability of their coupled system might be sufficient to reproduce general
features of the climate of the last millennium and thereby highlight the role of an
interactively coupled carbon cycle. Internal variability together with the small TSI
forcing used in EGMAM-3 might contribute to the weaker temperature increase
from LMM onwards in EGMAM-3. It should be noted that the inclusion of the new
radiation code was associated with a minor decrease of the incoming solar irradi-
ance at the surface which resulted in a slightly colder mean climate and a moderate
increase of the North Atlantic overturning circulation. Though no further increase
of the North Atlantic overturning circulation was recognised when starting the tran-
sient simulation, a slight drift towards a colder mean climate might be left. All sim-
ulations show a clear cooling for the Dalton Minimum (DM, 1790–1830 AD) and a
comparably strong temperature increase from the onset of the industrialisation on-
wards. The volcanic forcing is necessary to simulate the cooling during DM while
the absence of the sulfate aerosol forcing explains the overestimation of the subse-
quent temperature increase [Spangehl et al., 2010, and references therein].

29.4.1.2 Thermal Structure

As discussed by Spangehl et al. [2010] EGMAM-1 and EGMAM-2 are close to
transient simulations with ECHO-G when regarding the simulated near surface cli-
mate under present-day conditions. Huebener et al. [2007] show on the basis of
ensemble simulations with EGMAM and ECHO-G, that the inclusion of the high
resolved stratosphere mainly improves the simulated climate in the upper tropo-
sphere and lower stratosphere. All three transient simulations presented here show
a similar global scale vertical temperature structure for the troposphere and lower
stratosphere (Fig. 29.11, left). While EGMAM-1 shows a slight underestimation of
the temperature around the stratopause, the use of a new ozone background clima-
tology in EGMAM-2 and EGMAM-3 leads to better agreement with observations.
Note that EGMAM-3 shows clearly lower temperatures in the higher mesosphere
close to the observations [Randel et al., 2004], which is related to the fact that
ozone concentrations do not vary with height in EGMAM-1 and EGMAM-2 at lev-
els above 0.3 hPa. To assess the response to the solar forcing the Late Maunder
Minimum is compared with a subsequent pre-industrial period during the 18th cen-
tury (1716–1790 AD, hereafter referred to as PI) which is characterised by higher
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Fig. 29.11 Vertical structure of simulated annual mean temperature. (left) Present day
(1992–1997) 80°S–80°N mean [°C]. (right) LMM (1675–1715) minus PI (1716–1790) global
mean anomaly [K]. Colours indicate the different simulations: EGMAM-3 (red), EGMAM-2 (yel-
low) and EGMAM-1 (green). Observations are additionally shown [black curve, left, after Randel
et al., 2004]. Note that the black curve disappears when simulations are plotted on top

solar irradiance while the other external forcings show comparably small variations
[Spangehl et al., 2010].

All three simulations show a global cooling during LMM in the upper tro-
posphere which reaches about 0.4 K when using the strong TSI forcing thereby
exceeding the lower TSI estimate (EGMAM-3) by a factor of more than 3
(Fig. 29.11, right). In the lower stratosphere the simulations employing ozone forc-
ing (EGMAM-2 and EGMAM-3) both show cooling during LMM which is about
25 percent larger when taking into account the additional direct radiative effect due
to variations in the UV/visible spectral range (EGMAM-3). A maximum cooling
of nearly 0.5 K is found around the stratopause in EGMAM-3 which exceeds the
simulated cooling in EGMAM-2 by a factor of more than 2.5. Note that the strong
cooling at 0.01 hPa in EGMAM-3 is due to oxygen absorption at the Lyman-α
wavelength [Nissen et al., 2007]. Hardly any global mean temperature changes in
the stratosphere and mesosphere are seen when using fixed climatological ozone
together with the low resolved short-wave radiation scheme (EGMAM-1).

29.4.1.3 Dynamic Response: Multi-decadal Time Scale

The solar induced heating in the stratosphere and upper troposphere is related to
changes in the temperature and wind structure. As shown by Bal et al. [2011]
EGMAM-3 reproduces important features of the observed response to the 11-year
solar cycle. This response includes a strengthening of the NH stratospheric polar
vortex during phases of high solar activity and the associated downward propaga-
tion of the solar signal from the stratosphere down to the troposphere during the NH
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winter season (note that the model does not generate a QBO and does therefore sim-
ulate weak easterly winds in the tropical lower stratosphere). As shown by Spangehl
et al. [2010] the simulation including the strong solar TSI forcing together with pre-
scribed ozone (EGMAM-2) shows statistically enhanced multi-decadal vortex vari-
ability together with a weaker vortex during the LMM and DM as well as a general
strengthening from the LMM to the end of the 20th century (i.e. positive long-term
trend) which is consistent with the proposed solar forcing mechanisms [e.g., Haigh,
1999; Kodera and Kuroda, 2002]. The suggested link between solar forcing and
stratospheric polar vortex strength is also expressed by statistically significant en-
hanced wavelet-coherence and an in-phase relationship for periods around 50 years
during most parts of the 18th and the first half of the 19th century (Fig. 29.12c).
This signal is even larger in the simulation including the strongest stratospheric
solar forcing which also shows enhanced coherence for periods larger than hun-
dred years accompanied by a large solar lead time/nearly anti-phase relationship
(EGMAM-3, cf. Fig. 29.12e). Note that the multi-decadal signal is restricted to the
Dalton Minimum and to periods below 20-years indicating only a weak relation-
ship in the simulation which neglects the stratospheric solar forcing (EGMAM-1,
cf. Fig. 29.12a). Schimanke et al. [2011] find a multi-decadal variability in the num-
ber of sudden stratospheric warmings with a period around 52 years when analysing
a pre-industrial control simulation (i.e. constant solar forcing) performed with the
same model. While their study highlights the role of internally generated variability
within the coupled atmosphere-ocean system, their results do not imply an in-phase
relationship with the solar forcing.

All simulations show evidence for an in-phase relationship between the winter
mean values of the strength of the stratospheric polar vortex and the Arctic Oscil-
lation index in the lower troposphere on the decadal to multi-decadal time scale
(Fig. 29.12b, d, f). Still, this relationship is not robust in time. This explains the
simulated regional climate variability during the pre-industrial era to some extent
[Spangehl et al. 2010]. However, a clear and consistent AO/NAO like response to
the solar forcing during the pre-industrial era as suggested by Shindell et al. [2001]
is not simulated (not shown).

29.4.1.4 Dynamic Response: Centennial Time Scale

Further evidence for a solar impact on the strength of the stratospheric polar vortex
is seen on the centennial and longer time scale. The simulation employing strato-
spheric solar ozone and UV forcing (EGMAM-3) does not show a clear weakening
of the vortex when regarding the complete Maunder Minimum and Dalton Mini-
mum. Still, the simulation shows a strengthening of the stratospheric polar vortex
during the 18th century which is also seen in the applied solar forcing (Fig. 29.13a).
Both simulations employing stronger stratospheric solar forcing (EGMAM-2 and
EGMAM-3) show a clear strengthening of the stratospheric polar vortex during the
18th century which is accompanied by an increase in solar activity (Fig. 29.13b, c).
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Fig. 29.12 Squared wavelet coherence after Grinsted et al. [2004] between (left) solar forcing
and strength of stratospheric polar winter vortex (calculated as winter (DJF) mean of zonal mean
zonal wind at 10 hPa, 60°N) and (right) strength of stratospheric polar winter vortex and Arctic
Oscillation index (calculated as PC1 of the winter (DJF) mean series of geopotential at 700 hPa,
20°N–90°N). (a) and (b) for EGMAM-1, (c) and (d) for EGMAM-2 and (e) and (f) for EGMAM-3.
Arrows indicate the relative phase relationship between the series (e.g. pointing right: in-phase; left:
anti-phase; down: solar forcing (stratospheric vortex) leading stratospheric vortex (AO 700 hPa).
Statistically significant areas are indicated by thick black curves. Oval curve indicates the cone of
influence (i.e. values outside this curve are not reliable)

This increase in vortex strength exceeds the range of variability analysed in a pre-
industrial control simulation by a factor of 3 which shows that internal variability is
most likely not sufficient to generate such large variations in vortex strength. Note
that EGMAM-3 shows a somewhat lagged response which might be related to the
applied spin-up procedure.

A less consistent picture emerges for the 20th century. As shown by Huebener
et al. [2007] for future projections according to the SRES-A2 scenario the increase
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Fig. 29.13 Stratospheric polar vortex calculated as the winter (DJF) mean of zonal mean zonal
wind at 10 hPa, 60°N. Annual (thin black curve) and 11-year running mean (thick black curve) of
vortex strength [m/s] are shown for (a) the simulation including high resolved short-wave radiation
scheme (EGMAM-3). Red curve additionally shows the used solar TSI forcing [W/m2]. Centen-
nial trends are shown for (b) EGMAM-3 and (c) EGMAM-2 (orange) and EGMAM-1 (green)
(shown as centred 101 year linear trend [m/s/(101 years)]). The black bars in (b) and (c) give the
respective maximum/minimum values of a 600 year control simulation under constant pre-indus-
trial conditions and the thin purple curves show additionally the respective centennial trends of
the TSI forcings used to drive the transient simulations. Note that TSI forcings used in (b) and (c)
differ and that the purple curves are scaled to show uniform maximum values

in GHG concentrations results in enhanced tropospheric wave forcing and a re-
lated weakening of the stratospheric polar winter vortex when using the same model
(EGMAM). Spangehl et al. [2010] emphasise that the effect is relevant for the his-
torical simulations. A similar stratospheric effect might explain the weakening of the
stratospheric vortex during the 20th century in EGMAM-3 (cf. Fig. 29.13b). Note
that EGMAM-2 shows a strengthening of the stratospheric vortex during the 20th
century (Fig. 29.13c) indicating that also differences in the applied solar forcing
might play a role besides GHG forcing and internal variability.
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Fig. 29.14 Long-term winter mean difference of MSLP (hPa) for LMM (1675–1715) minus PD
(1950–1999) for (a) EGMAM-3, (b) EGMAM-2, (c) EGMAM-1, and (d) reconstruction after
Luterbacher et al. [2002]; coloured regions are statistically significant above 95th percentile value
after a Student’s t test (Welch’s correction is applied to account for non-uniform variances, (b)–(d)
modified after Spangehl et al. 2010)

29.4.1.5 North Atlantic/Europe

Following Spangehl et al. [2010] the largest impact on the tropospheric circula-
tion is seen when comparing the Late Maunder Minimum with a present-day (PD)
climate, as the solar forcing reaches a maximum together with the GHG forcing.
Here, all simulations show a weakening of the zonal flow over the eastern North
Atlantic/European sector for the Maunder Minimum (Fig. 29.14a–c). The NAO
like change pattern can be explained by the anthropogenic GHG increase and the
higher concentrations during PD. Moreover, Scaife et al. [2011] show on the basis
of idealised simulations that the GHG induced changes in winter mean MSLP over
the eastern North Atlantic are affected by troposphere/stratosphere coupling pro-
cesses via a modification of the synoptic scale activity (‘storm tracks’). The effect
(namely a southward shift of the stratospheric jet and a related change in vertical
wind shear and upper tropospheric baroclinicity) is found in the historical simula-
tions presented here (results not shown) and explains MSLP anomalies around the
British Isles [Spangehl et al., 2010].

There is clear evidence for a solar impact. While EGMAM-1 shows hardly any
MSLP signal over Europe the simulations employing the more realistic stratospheric
solar forcing show distinct changes of MSLP and pressure gradient in this area
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Fig. 29.15 Simulated long term mean (100 years) difference of mid-Holocene (6000 BP) minus
pre-industrial state (1750) for (a) summer (JJA) near surface temperature [K], (b) winter (DJF)
zonal mean zonal wind [m/s], (c) winter (DJF) near surface temperature [K] and (d) winter (DJF)
MSLP [hPa]

(Fig. 29.14a, b), which is in good agreement with the reconstruction (Fig. 29.14d).
In EGMAM-2 the stronger MSLP change signal over Europe is consistent with the
strengthening of the stratospheric polar vortex from the LMM to PD and the ’polar-
route’ of the solar influence via the stratosphere [Kodera and Kuroda, 2002; Gray et
al., 2010; Woollings et al., 2010]. EGMAM-3 does not show such a clear change in
the strength of the stratospheric polar vortex (cf. Sect. 29.4.1.4). Here, the compara-
bly strong MSLP signal can be explained by the lower TSI forcing which results in
a weaker Arctic surface temperature response and thereby favours the strengthening
of the NAO from the LMM to PD. Note that this effect is confirmed by a data com-
parison (results not shown) of the standard (E1) and the strong (E2) solar forcing
ensemble experiments described by Jungclaus et al. [2010].

29.4.2 Mid-Holocene

The vertically extended AO-GCM (EGMAM) reproduces the main features of the
mid-Holocene climate including the strong continental NH summer warming and
cooling in the African and Indian Monsoon regions (Fig. 29.15a) which is associ-
ated with changes in the Monsoon circulation [Kirsch, 2010]. The main features for
the winter season are a tropical/subtropical cooling and a warming in the north polar
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region which is related to the strong reduction of sea ice in late summer and autumn
(Fig. 29.15c). The lower temperatures over the western and central North Atlantic
can partly be explained by a moderate strengthening of the NAO (Fig. 29.15c, d)
and a slightly weaker North Atlantic overturning circulation in the mid-Holocene
simulation (not shown). Note that the changes in the simulated near surface tem-
perature are very similar to results obtained with the tropospheric version of the
model for the mid-Holocene (ECHO-G, pers. comm. S. Wagner, GKSS). Similar
patterns but with larger amplitudes emerge for the Eemian interglacial [Kaspar et
al., 2007]. However, EGMAM does not simulate higher temperatures over Europe
(Fig. 29.15c). Results obtained from reconstructions and other models suggest an
even stronger change of the NAO, i.e. a more positive NAO during the mid-Holocene
[Wanner et al., 2008]. The vertically extended model responds with a more dis-
turbed stratospheric vortex for the mid-Holocene which counteracts the strengthen-
ing of the NAO and thereby explains the comparably weak NAO response. There-
fore, the results show a clear stratospheric impact for the simulated climate of the
mid-Holocene. However, results also indicate that other factors should be considered
such as changes in solar activity and sensitivities to stratospheric ozone concentra-
tions to cover the complete range of the related uncertainties.

29.5 Conclusions and Outlook

Different aspects of solar variability on decadal and centennial to millennial time
scales were analysed with a CCM and an AO-GCM, respectively. It was shown that
an assessment of the decadal solar signal in atmospheric models requires the inclu-
sion of spectral irradiance information—in contrast to formerly used TSI—as well
as SW radiation schemes with sufficient spectral resolution. With newly developed
parameterisations the influence of precipitating particles on the composition of the
middle atmosphere has successfully been simulated. Based on these new develop-
ments the decadal solar signal was analysed for the past four decades in realistic
transient simulations with the EMAC CCM, a stratosphere resolving state of the art
chemistry-climate model that includes an interactive chemical model as well as a
high resolution SW radiation scheme, hence providing optimal conditions to derive
solar signals in the atmosphere. The focus of our analyses was on the photochemi-
cally and radiatively induced 11-year solar signal in ozone, temperature, geopoten-
tial height and wind speed in the stratosphere and troposphere. These results con-
tributed to the SPARC Chemistry Climate Model Validation (CCMVal) initiative
and helped to derive multi-model estimates of the solar induced contributions to cli-
mate variability and climate change. It could be shown that the ‘top-down effect’ of
decadal stratospheric UV variations contributed at least partially to the tropospheric
signal, which is most prominent in the late solstice seasons with positive Annular
Mode anomalies in the lower troposphere.

For the first time the influence of the solar forcing on the European winter cli-
mate during the Maunder Minimum and the subsequent centuries is demonstrated
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by comparing transient climate simulations performed with a stratosphere resolving
AO-GCM with proxy-based climate reconstructions. Simulations of the long-term
changes in solar irradiance focused on circulation changes during the Maunder Min-
imum and the mid-Holocene. The temporal evolution of hemispheric scale tempera-
ture from the Maunder Minimum to present day is well captured by the stratosphere
resolving AO-GCM. During the phase of extremely low solar activity lower tem-
peratures were found in the stratosphere and upper troposphere as well as a weaker
polar vortex and a negative NAO anomaly in surface pressure. These results are
in line with the decadal solar signal which favours a strong polar vortex and an
opposite tropospheric anomaly at high solar activity. By additional mid-Holocene
simulations we show that the centennial scale orbital forcing results in dynamical
changes in the stratosphere which in turn affect surface climate. Our results sug-
gest the use of stratosphere resolving AO-GCMs in ongoing modelling activities
such as PMIP (Paleo Model Intercomparison Project) and CMIP (Coupled Model
Intercomparison Project).

Future studies will be conducted to investigate the interactions of the 11-year so-
lar signal with the QBO and ENSO within the framework of the SPARC SOLARIS
initiative. The open question whether the new measurements of spectral irradiance
variations throughout the 11-year solar cycle will be confirmed in future and how
this will alter our understanding of the atmospheric response to solar variability will
further be pursued. The role of long-term changes in solar activity and QBO inter-
actions will be analysed for the Holocene.
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Chapter 30
Interannual Variability and Trends
in the Stratosphere

Karin Labitzke and Markus Kunze

Abstract Large effects of solar variability related to the 11-year sunspot cycle
(SSC) are seen in the stratosphere throughout the year, but they are clearly larger
if the data are grouped according to the phase of the QBO (quasi-biennial oscilla-
tion). New results based on an extended, 70 year long data set, fully confirm earlier
findings. By means of teleconnections, the dynamical interaction between the Arc-
tic and the Tropics in the stratosphere and in the troposphere is investigated for the
whole data set and compared with the anomalies of single events.

30.1 Introduction

The standard deviations (scatter about the mean) of the monthly mean 30-hPa tem-
peratures averaged along latitude circles in Fig. 30.1 serve as a measure of the inter-
annual variability. As pointed out by Labitzke and Van Loon [1994], this variability
is small in the tropics and in the summer hemisphere, but increases with latitude
and season. It is largest in the polar regions in winter and much larger in the Arctic
than in the Antarctic winter. The larger Arctic variability is related to the frequent
occurrence of Major Midwinter Warmings which are disturbing and sometimes de-
stroying the otherwise quiet stratospheric polar vortex, see discussion in Sect. 30.5.

In the southern hemisphere the largest variability can be observed near the South
Pole during spring, which can be attributed to the final warmings during the tran-
sition to the stratospheric summer circulation. The band of increased standard de-
viation around the equator is a result of the QBO induced secondary meridional
circulation [Reed, 1964]. The data available today for Fig. 30.1 (n = 43) are al-
most two times more than originally available [Labitzke and van Loon, 1999, their
Fig. 2.11].

The focus in this chapter is mainly on the northern hemisphere during winter
and spring. The stratospheric variability during this time period may be attributed
mainly to planetary scale waves, generated in the troposphere which can propagate

K. Labitzke (�) · M. Kunze
Institut für Meteorologie, Freie Universität Berlin, Carl-Heinrich-Becker-Weg 6-10, 12165 Berlin,
Germany
e-mail: Karin.Labitzke@met.fu-berlin.de

F.-J. Lübken (ed.), Climate and Weather of the Sun-Earth System (CAWSES),
Springer Atmospheric Sciences,
DOI 10.1007/978-94-007-4348-9_30, © Springer Science+Business Media Dordrecht 2013

573

mailto:Karin.Labitzke@met.fu-berlin.de
http://dx.doi.org/10.1007/978-94-007-4348-9_30


574 K. Labitzke and M. Kunze

Fig. 30.1 The global
distribution of standard
deviations (K) of the 30-hPa
monthly mean temperatures
for the period 1968–2010
[based on NCEP/NCAR
re-analyses; update of
Fig. 2.11 in Labitzke and van
Loon, 1999]

upward in the prevailing westerly flow. Tropospheric oscillations, like the South-
ern Oscillation (SO) or the North Atlantic Oscillation, modulate the planetary scale
waves and thus may have an influence on stratospheric variability [van Loon et al.,
1982; Perlwitz and Graf, 1995]. Here, we want to give an update on the influence
of the 11-year sunspot cycle (SSC) on the stratosphere and its modulation by the
quasi-biennial oscillation (QBO) [Labitzke, 1987; Labitzke and van Loon, 1988].

The large variability during the northern and southern hemisphere winter and
spring makes it difficult to detect significant temperature trends in the stratosphere,
where trends can change sign, dependent on the time period selected (cf. Sect. 30.4).
During the dynamically least disturbed summer seasons however significant nega-
tive trends can be derived [Randel et al., 2009].

30.2 Data and Methods

In earlier studies concerned with the influence of the 11-year SSC on the strato-
sphere and its modulation by the QBO, the available data were analyses of the
lower and middle stratosphere based on radiosondes [Labitzke, 1987; Labitzke and
van Loon, 1988]. With the availability of the NCEP/NCAR re-analyses from 1948
till 2010 [Kalnay et al., 1996], it is now possible to analyse the solar influence for
a much longer time period. In this study we use the temperature and geopotential
height data of the NCEP/NCAR re-analyses. A shorter time period from 1968 to
2010 is used for all analyses extending into the northern hemisphere tropics and
into the southern hemisphere, because re-analyses of the stratosphere are less re-
liable during the early years because of the lack of radiosonde stations, especially
over the southern hemisphere, the lack of high reaching balloons in the early years,
and the scarce satellite information before 1979. More recently the time period was
expanded back to 1942 for the geopotential height data at the North Pole [Labitzke
et al., 2006] by using the reconstructions of Brönnimann et al. [2006].
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The QBO is an oscillation in the atmosphere which is best observed with ra-
diosonde data in the stratosphere above the equator, where the zonal winds change
with time between winds from the east and from the west. The period of the QBO
varies in time and space, with an average value near 28 months at all levels, see
reviews by Naujokat [1986] and Baldwin et al. [2001].

The QBO appears to modulate the solar signal in the stratosphere, and is in turn
modulated by the sun [e.g. Soukharev and Hood, 2001; Labitzke, 2005], although
there is some controversy on this latter point [e.g. Fischer and Tung, 2008; Hamil-
ton, 2002]. Therefore, it is necessary to stratify the data into years for which the
equatorial QBO in the lower stratosphere [at about 45 hPa, e.g. Holton and Tan,
1980] was in its westwind or eastwind phase. To define the QBO phase the monthly
mean QBO data set derived from single radiosonde soundings at near equatorial sta-
tions (Canton Island (closed 1967), Gan/Maledive Islands (closed 1975), and Singa-
pore) covering the period from 1953 to 2010 [Naujokat, 1986; Labitzke and Collab-
orators, 2002] are used. The average of the monthly mean zonal winds at 50 and 40
hPa defines the QBO phase of the respective month. There was no threshold used,
once easterly winds are observed the QBO phase is defined as east and vice versa.

Monthly mean values of the 10.7 cm solar flux are used as a proxy for varia-
tions through the SSC. The flux values are expressed in solar flux units (1 s.f.u. =
10−22 W m−2 Hz−1). This is an objectively measured radio wave intensity, highly
and positively correlated with the 11-year SSC and particularly with the UV part of
the solar spectrum [Hood, 2003].

The differences between solar minima (about 70 units) and solar maxima (about
200 units) are calculated by using a simple linear regression y = a + bx, where x

in this case is the 10.7 cm solar flux and b is the slope. This slope is used here,
multiplied by 130 units, in order to get the differences of stratospheric parameters
between solar minima and maxima [van Loon and Labitzke, 2000; Labitzke, 2003].

30.3 Solar Influence on Stratospheric Temperatures
over the Tropics and Subtropics During
the Northern Summer

As pointed out in the beginning (Fig.30.1), the inter-annual variability is very weak
over the subtropics throughout the year. However, it turned out that the stratosphere
is influenced by the 11-year SSC and by the phase of the QBO [van Loon and
Labitzke, 2000]. In the following, we are giving a few examples which show this
relationship. We are mainly showing data from July, as this is a summer month over
the Northern Hemisphere when the atmosphere is dynamically least disturbed.

The time series of the 10.7 cm solar flux (dashed lines) correlate moderately well
with the 30-hPa temperatures in July at a grid point near New Delhi, if the data of
all years are considered, uppermost panel, Fig. 30.2. But the correlation improves
to values above r = 0.85, if only July in the east phase of the QBO is used, (middle
panel), while there is a weak correlation if only the data during the west phase
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Fig. 30.2 Time series of
monthly mean values of the
10.7 cm solar flux (red lines)
in solar flux units
(1 s.f.u. = 10−22 W m−2 Hz−1)
and detrended 30-hPa
temperatures in July at the
grid point 25°N/80°E (near
New Delhi). The upper panel
shows all years (n = 43), the
middle panel only years in the
east phase of the QBO
(n = 20), and the lower panel
only years in the west phase
of the QBO (n = 23).
r: correlation coefficients;
�T: temperature difference
(K) between solar maxima
and minima (data:
NCEP/NCAR re-analyses,
1968–2010)

of the QBO are considered. This very clear result is robust since about 1968, i.e.,
since we have reliable data for the tropics and subtropics. With �T we indicate the
temperature difference between solar maxima and solar minima. In the east phase
the difference is 2.6 K, and this is more than 2 standard deviations.

Figure 30.3 shows very clearly the influence of the 11-year SSC on the middle
stratosphere, with correlations reaching 0.87 in July, when the sunlight is strongest
over the tropics and the temperature differences between solar maximum and solar
minimum are largest, more than 2 standard deviations (Fig. 30.1). Until October the
sun moves towards the southern sub-tropics, the intensity of the sunlight and the
correlations weaken, as well as the temperature differences.

30.4 Temperature Trends in the Stratosphere During the Arctic
Winters

“It is almost impossible to determine a trend in the Arctic in winter even with a
sample of 40 years because the interannual variability is so large” [Labitzke and
van Loon, 1994]. Today, with the NCEP/NCAR re-analyses, we have 64 years of
data (1948–2011) for heights and temperatures and 6 more years for heights (1942–
1947), based on the reconstructions of Brönnimann et al. [2006], [see Labitzke et
al., 2006].
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Fig. 30.3 Left: Vertical meridional sections of the correlations between the 10.7 cm solar flux
and the detrended zonal mean temperatures in July (upper panel) and October (lower panel), only
during the east phase of the QBO; shaded for emphasis where the correlations are above 0.4. Right:
The respective temperature differences (K) between solar maxima and minima, shaded where the
corresponding correlations on the left hand side are above 0.4 (data: NCEP/NCAR re-analyses,
1968–2010)

In Figs. 30.4 and 30.5, the time series of the 30-hPa monthly mean temperatures
over the North Pole in February and March, are shown as examples of the large
inter-annual variability during the Arctic winter. And we indicate the possibility
of different trends, with the trend for the whole period (1948–2011, n = 64) being
0.1 K/decade in March, with clearly no significance. And we stress, that it is difficult
to determine a significant trend in the Arctic, at least with the data available so far
[cf. Labitzke and Kunze, 2005].

As shown in Figs. 30.4 and 30.5, the North Pole temperatures during February
and March of 2011 were among the lowest of the whole time series, and it is of
interest to see the extent of this anomaly. This is best done with the maps of the
monthly mean deviations from the long-term mean 1968–2010 (n = 43) which are
centred over the Arctic: Over the polar region the temperature anomalies are as large
as two standard deviations, Fig. 30.6. The stable and cold polar vortex persisted in
March 2011, leading to an even larger negative anomaly in geopotential height and
temperature going beyond two standard deviations. With a major final warming, oc-
curring at the beginning of April 2011, the cold conditions over the polar region
ended. The still very cold vortex was shifted towards central Siberia, where the neg-
ative geopotential height and temperature anomaly exceed three standard deviations
(s. Fig. 30.6), extending over an area from Europe to central Siberia.
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Fig. 30.4 Time series of the monthly mean 30-hPa temperatures (°C) over the North Pole in
February, 1948 through 2011. Mean temperature (Tm), sample size (n), standard deviation (sigma),
linear trend, and significance level of the trend (prob) are given for three different time periods as
indicated. The trend for all 64 years is 1.17 K/dec (data: NCEP/NCAR re-analyses)

Fig. 30.5 As Fig. 30.4 for the time series of the 30-hPa monthly mean temperatures at the North
Pole in March [adapted from Fig. 2.12 in Labitzke and van Loon, 1999]; data: NCEP/NCAR
re-analyses

30.5 Arctic Variability Connected to the SSC and the QBO

As indicated already several times in this study, large dynamical anomalies may
occur during the course of the winter, often leading from a very cold polar vortex
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Fig. 30.6 30-hPa monthly mean fields of deviation from the long-term mean (1968–2010, n = 43)
over the northern hemisphere (Eq—90°N) for February 2011 and April 2011; (a) and (c) geopo-
tential height in gpdam; (b) and (d) temperature in K. In shaded areas the deviations are larger
than 1, 2 or 3 (blue/red) standard deviations (data: NCEP/NCAR re-analyses)

to the breakdown of the vortex and intensive warming of the stratospheric Arctic.
With additional data of up to 70 years this variability has been studied with the
aim of understanding and possibly forecasting the type of the coming winter, in the
stratosphere and also in the troposphere. Today, there is general agreement that the
variability of the stratospheric circulation during the Arctic winters is influenced by
different forcing mechanisms: by the tropospheric planetary waves, which penetrate
into the stratosphere, by the QBO and the SO in the tropics, and by the 11-year
sunspot cycle which interacts with the QBO and very likely with the SO.

In Sect. 30.4 we discussed temperature trends over the Arctic, and we are now
turning to the 30-Pa heights, which are an integral from the troposphere to the strato-
sphere of the temperatures measured below. Figure 30.7 shows the monthly mean
30-hPa heights over the North Pole for February, from 1942 till 2011, i.e. 70 years.
The very large inter-annual variability is outstanding and no simple connection can
be made. However, Labitzke [1987] and Labitzke and van Loon [1988] showed a
clear connection between the SSC and the 30-hPa heights, but only if the data were
grouped based on the phase of the QBO.
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Fig. 30.7 Time series of monthly mean 30-hPa heights over the North Pole in February;
1942–2011; n = 70 years; linear trend: 2.4 gpdam/dec; significance level of the trend: 59 % (data:
NCEP/NCAR re-analyses and reconstructions (1942–1947))

The two groups are given in Fig. 30.8, and it is of interest to note that the first
paper on this topic was based on only 32 years of data, [1956–1987, Labitzke, 1987]
while we have 70 years available today. And it is obvious that the early results were
stable during the following 40 years, with only one clear outlier in the west wind
group, i.e. the winter 2008/09 [Labitzke and Kunze, 2009].

30.6 Summary

We have shown some examples of temperature and geopotential height time se-
ries at the North Pole to illustrate the large interannual variability of the Northern
hemisphere polar stratosphere during winter and spring, which does not allow the
detection of significant trends during these seasons. A part of the variability can be
attributed to the 11-year SSC, when the data is grouped according to the phase of
the QBO.

30.6.1 Conclusion for the Summer

During the summer the detection of the solar signal is relatively straight forward:
over the tropics and subtropics the temperatures of the middle stratosphere are
highly and positively correlated with the SSC during the east phase of the QBO,
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Fig. 30.8 The values of the monthly mean 30-hPa heights (geopot. km) are plotted against the
10.7 cm solar flux, grouped according to the QBO phases with the west wind group on the right
hand side and the east wind group on the left. Sample size (n), correlation coefficient (r), and the
height difference from solar minimum to solar maximum (i.e. 130 s.f.u.) (�H) are indicated for
each group. Filled symbols indicate that during this winter month a “Major Midwinter Warming”
took place, connected with the breakdown of the polar vortex. The numbers in the plots indicate
the respective years, with years during the warm/cold phase of the SO marked red/blue (data:
NCEP/NCAR re-analyses and reconstructions (1942–1947))

with practically no solar signal during the west phase of the QBO, over the whole
globe. In the east phase the warming between solar maxima and solar minima is on
the order of 2 standard deviations, which is highly significant.

30.6.2 Conclusion for the Winter

The QBO and SSC explain a large portion of the variance of the winter monthly
values of Arctic geopotential heights. The behaviour of the Arctic stratosphere is
strongly related to the QBO phase and the SSC, yet other factors such as internal
variability also play an important role. The Arctic 2008/2009 winter is an excel-
lent example of how these other factors, such as internal variability, can sometimes
overwhelm the strong statistical relationships involving the QBO and the SSC. This
emphasises the probabilistic nature of forecasting Arctic stratosphere behaviour, and
we must keep in mind that correlations do not prove causality.
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Chapter 31
The Atmospheric Response to Solar Variability:
Simulations with a General Circulation
and Chemistry Model for the Entire
Atmosphere

Hauke Schmidt, Jens Kieser, Stergios Misios, and Aleksandr N. Gruzdev

Abstract The coupled general circulation and chemistry model HAMMONIA and
the MPI-ESM, consisting of the MAECHAM5 atmospheric GCM and the ocean
model MPIOM, have been applied in a multitude of setups to study the response of
the earth system to the variable forcing from the sun. This paper motivates the use
of complex entire atmosphere models for the study of solar-terrestrial relations, and
presents numerical results concerning solar rotational forcing, the response of the
atmosphere-ocean system up to the lower thermosphere to 11-year forcing, and the
response to particle precipitation. An issue analyzed in more detail is the so-called
“secondary” response maximum in equatorial lower stratospheric ozone and tem-
perature. Comparing numerical experiments with a variety of simulation setups it is
argued that solar signals in this atmospheric region are easily obscured by variabil-
ity stemming in particular from ENSO. However, simulations with solar variability
as the only variable forcing suggest that indeed, the secondary maximum is of solar
origin.

31.1 Introduction

One of the key issues in climate research today is to separate natural and anthro-
pogenic causes of the observed changes. Variability of solar electromagnetic radi-
ation but also particles emitted by the sun contribute substantially to the observed
natural variability in the middle and upper atmosphere. And also for the troposphere,
correlations between solar variability and for example the temperature are docu-
mented [see e.g. Gray et al., 2010]. The mechanisms producing the atmospheric
response to the inconstant sun are still not well understood, despite many decades
of research. This is partly related to the relative shortness of many observational
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records with respect to the length of e.g. the solar irradiance variation in the 11-year
sunspot cycle. Additionally, solar signals have to be identified in a background at-
mosphere that is characterized by partly much larger variability caused internally or
by other types of forcing. Numerical modeling is therefore a crucial tool to test hy-
potheses concerning possible mechanisms related to the occurrence of solar signals
in the Earth system as a whole but in particular in the atmosphere. This paper de-
scribes a large set of numerical experiments with two complex models, the Hamburg
Model of the Neutral and Ionized Atmosphere (HAMMONIA) which is an atmo-
spheric general circulation and chemistry model covering the altitude range from
the thermosphere to the surface, and the Max Planck Institute-Earth System Model
(MPI-ESM), an atmosphere-ocean general circulation model that extends well into
the mesosphere in the version used here. Different types of experiments have been
performed: such where the only applied forcing originates from the sun in order to
identify the “pure” solar signal, and such where a realistic inclusion of all important
forcing types was included in order to test to what extent it is possible to reproduce
observations.

The following two subsections provide background on solar forcing and its sig-
nals in the atmosphere, and on the current status of entire atmosphere modeling. Sec-
tion 31.2 contains a description of the models used and the numerical experiments
performed in this study. Section 31.3 provides results concerning the atmospheric
response to the 27-day solar rotational variability. Section 31.4 describes simulated
responses to the 11-year solar cycle variability in the stratosphere, troposphere, and
ocean. Effects of energetic precipitating particles are dealt with in Sect. 31.5.

The aim of this paper is to provide an overview of results concerning the effect
of solar variability on the Earth system obtained with numerical models belonging
to the ECHAM family in general, and the HAMMONIA model in particular. Many
results of the experiments are only summarized. This is the case, e.g., for the so-
lar rotational effect, the high latitude stratospheric response, and the response of
the equatorial oceans where the reader is referred to earlier publications for details.
One issue addressed in more detail is the stratospheric equatorial response, and in
particular the secondary response maximum in ozone and temperature in the lower
equatorial stratosphere. The multitude of experiments performed offers the oppor-
tunity to assess the question to what extent this response is purely of solar origin or
related to interaction or aliasing with other sources of variability like the QBO and
the El Nino-Southern oscillation (ENSO).

31.1.1 Solar Forcing and Atmospheric Signals

For a comprehensive overview on observational and modeling results concerning
the influence of solar variability the reader is referred to a review paper recently
published by Gray et al. [2010]. This and the following section can only provide a
brief overview of solar signals and model prerequisites to simulate these signals.

The response of the atmosphere to solar variability can be characterized by sev-
eral “regimes”:



31 The Response to Solar Variability in a CCM for the Entire Atmosphere 587

1.) The large variability in the extreme ultraviolet (EUV) and x-ray parts of the solar
spectrum leads to dramatic signals in the thermosphere [hundreds of Kelvin in
temperature, large changes in density and in the concentration of neutral and ion
species; see e.g. Qian et al., 2006; Emmert et al., 2008]. However, the influence
of these signals on the lower levels of the atmosphere may be negligible.

2.) The relatively limited variability in the Schumann-Runge continuum and bands
as well as in the Herzberg continuum of the spectrum leads to relatively small
signals in the concentration of key species like ozone and in the temperature of
the middle atmosphere [see e.g. Chandra and McPeters, 1994; Soukharev and
Hood, 2006; Randel et al., 2009]. Dynamical feedbacks associated with changes
in heating rates and hence in zonal winds and planetary wave propagation [early
studies in this field were performed e.g. by Geller and Alpert, 1980; Haigh,
1996] are still not fully understood, and should be addressed through coupled
radiative chemical-dynamical three-dimensional models with an explicit formu-
lation of key dynamical processes such as the quasi-biennial oscillation (QBO)
of equatorial stratospheric winds. Labitzke and van Loon [1988] showed that
temperature and geopotential height in the stratosphere are correlated with the
11-year solar cycle, in particular when the studied seasons are grouped accord-
ing to the phase of the QBO.

3.) The absence of significant solar variability for wavelengths beyond 300 nm pro-
tects the troposphere from large direct solar influences. Using statistical meth-
ods, different authors [Lean and Rind, 2008; Camp and Tung, 2007] estimated
the solar signal of the 11-year cycle at the Earth’s surface to be not larger than
0.1 K in the global mean. However, stratospheric signals may dynamically prop-
agate downward and regionally influence the troposphere. Kodera and Kuroda
[2002], for instance, suggested that stratospheric changes in the zonal mean
winds, and hence in the vertical propagation of planetary waves could modify
the large-scale meridional circulation in winter with influences on the tropo-
spheric dynamics and specifically on the modes of variability including the Arc-
tic Oscillation. Again, this possible effect can only be addressed by an advanced
general circulation model that is capable of simulating the coupling between
the troposphere and stratosphere, including the downward propagation of the
modes of variability [Baldwin and Dunkerton, 1999]. Another suggested path-
way of downward coupling works via a temperature signal in the lower-most
equatorial stratosphere [Haigh et al., 2005, see also Sect. 31.4]. The dynamics
of the atmosphere, at least up to the mesosphere [Schmidt et al., 2006], are also
influenced by changes in the sea surface temperature (SST). Since SSTs appear
to be responding to solar variability at long time scales [e.g. Reid et al., 1991],
a full model simulation addressing these issues should include coupling to an
ocean model.

4.) Episodic injection of energetic particles (as well as the penetration of cosmic
galactic rays) affects all layers of the atmosphere, depending on the initial en-
ergy of the incoming particles. Particle precipitation may significantly influence
the chemical composition down to the stratosphere [e.g. Funke et al., 2011].
Besides the direct influence of precipitating solar protons, also indirect effects
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of magnetospheric electrons and solar irradiance that influence thermospheric
and mesospheric nitrogen and subsequently stratospheric ozone are discussed
[e.g. Randall et al., 2007]. Recent studies suggest that this influence may be of
similar importance as that of solar irradiance variability [Marsh et al., 2007]. In
order to study the full range of solar influences, a numerical model should hence
also include processes related to particle precipitation.

31.1.2 3D Modeling of the Entire Atmosphere

As described above, due to the complexity of processes and the large altitude range
involved in producing the atmospheric response to solar variability, an ideal numer-
ical model should cover physics and chemistry in the entire atmosphere, represent
complex dynamical features like the QBO realistically, and be coupled to a compre-
hensive ocean model. Such models are still not existing, however, large progress has
been made.

Until recently, most general circulation models (GCM) extended typically from
the surface to approximately 2–10 hPa with the stratospheric layers being considered
as a buffer between the tropopause and the top of the model. Some GCMs have
been extended to approximately 80 km altitude [e.g. Fels et al., 1980; Boville, 1995;
Manzini et al., 1997] and used for solar studies [e.g. Haigh et al., 1996; Shindell
et al., 1999; Matthes et al., 2004]. Prompted by the increasing knowledge on the
importance of vertical coupling processes for climate and the availability of faster
computers, several major climate research centers have decided to use this type of
vertically extended models coupled to ocean models for climate simulations in the
CMIP5 [Climate Modeling Intercomparison Project 5, Taylor et al., 2009] context
that will form the basis for the next assessment report (AR5, to be published in
2013).

Middle atmosphere GCMs have also been coupled to detailed chemical schemes
[e.g. Rasch et al., 1995; de Grandpré et al., 2000; Steil et al., 2003]. Such models
have been used in the CCMVAL (Chemistry Climate Model Evaluation) intercom-
parisons [Eyring et al., 2006, 2010]. These simulations focused on stratospheric
ozone but have also been analyzed extensively with respect to solar signals [e.g.
Austin et al., 2008]. Only in the last decade, a few GCMs with coupled chem-
istry which extend from the surface even to the thermosphere have been developed.
This is the case of the Extended Canadian Middle Atmosphere Model [CMAM,
e.g. Fomichev et al., 2002], of the Whole Atmosphere Community Climate Model
[WACCM, e.g. Marsh et al., 2007] developed at the National Center for Atmo-
spheric Research (NCAR), and of HAMMONIA [Schmidt et al., 2006], developed
at the Max Planck Institute for Meteorology. Because of the large vertical extension
and the chemistry coupling (including lower thermospheric ion chemistry) these
models are particularly well adapted to assess the impact of solar variability on the
atmosphere. However, due to their large computational cost, they can not be run
over very long time-scales and their coupling to ocean models is still in its infancy.
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31.2 Model Description and Simulation Setup

31.2.1 ECHAM5, MAECHAM5, and HAMMONIA

ECHAM5 [Roeckner et al., 2003, 2006] is a state-of-the art general circulation
model with a spectral dynamical core that includes comprehensive descriptions of
the energy budget, the water cycle, land surface exchanges, and other physical pro-
cesses. In its standard configuration it extends from the surface up to 10 hPa. It has
been applied in numerous climate and atmospheric process studies. In its version
coupled to the Max Planck Institute Ocean Model [Marsland et al., 2003, MPIOM],
for instance, it has participated in the Climate Model Intercomparison Project 3
(CMIP3) of which the results have been used as a basis for the fourth assessment
report (AR4) of the Intergovernmental Panel for Climate Change [Solomon et al.,
2007].

The middle atmosphere version MAECHAM5 [Manzini et al., 2006] has its
upper lid at 0.01 hPa (∼80 km). In a few of the simulations analyzed here,
MAECHAM5 has been used in versions coupled and uncoupled to MPIOM. Most
results of this study, however, have been obtained with the Hamburg Model of
the Neutral and Ionized Atmosphere (HAMMONIA) that is a vertical extension
of MAECHAM5 up to 1.7*10−7 hPa (∼250 km). The model physics have been
enhanced by including processes relevant for the mesosphere and the lower ther-
mosphere: solar heating at ultraviolet and extreme ultraviolet wavelengths, a radia-
tive scheme considering non-LTE (non-Local Thermodynamic Equilibrium) effects,
vertical molecular diffusion and conduction, and a simple parameterization of elec-
tromagnetic forces in the thermosphere (ion drag and Lorenz forces). Furthermore,
HAMMONIA is interactively coupled to the MOZART3 chemical module [Kinni-
son et al., 2007] that is used here in a version with 48 chemical compounds. A more
detailed description of HAMMONIA is given by Schmidt et al. [2006]. For the sim-
ulation of precipitating particle effects as presented in Chap. 13 five positive ions
and several reactions representing ion chemistry have been included into the model.

Both atmospheric models (MAECHAM5 and HAMMONIA) have been used
with the relatively coarse horizontal resolution of T31, i.e. a triangular truncation
at wavenumber 31, but most simulations use a high vertical resolution (90 and 119
layers, respectively) that allows for an internal generation of the QBO [see Giorgetta
et al., 2006].

31.2.2 The Simulations

Table 31.1 contains brief details of the simulations presented in this study. More
detailed information can be found in the indicated references. As explained above,
most simulations have been performed with vertical resolutions allowing for a free
QBO simulation. Exceptions are simulation H27, because the QBO is not consid-
ered important in the context of 27-day variability, and simulations Hlo-max/min
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Table 31.1 Numerical simulations

Name Modela No. of years Solar forcing Reference

H27 HAMMONIA
(L67)

5 idealized 27-day variation Gruzdev et al.
[2009]

Hlo-max,
Hlo-min

HAMMONIA
(L67)

35, 35 permanentc solar maximum,
minimum

Schmidt et al.
[2006]

Hhi-max,
Hhi-min

HAMMONIA
(L119)

35, 35 permanent solar maximum,
minimum

Schmidt et al.
[2010]

Hhi-trans-free HAMMONIA
(L119)

2*47b transientc (1960–2006) solar,
GHG, volcanoes, and SSTs

Chiodo and
Schmidt [2012]

Hhi-trans-nudg HAMMONIA
(L119)

2*47b like Hhi-trans-free but
nudged QBO

Chiodo and
Schmidt [2012]

Mc-strans MAECHAM5-
MPIOM
(L90-L40)

11*52b transient (1955–2006) solar,
all other forcings constant

Misios and
Schmidt [2012]

Ma-strans MAECHAM5
(L90)

9*49b transient (1958–2006) solar,
all other forcings constant

Misios and
Schmidt [2012]

H-epp-pa HAMMONIA
(L67)

5*1b time dependent precipitation
of protons and α-particles

Kieser [2011]

H-epp-pea HAMMONIA
(L67)

5*1b like H-epp-pa but
additionally with
precipitating electrons

Kieser [2011]

aThe number of vertical model layers is given in brackets
bThese simulations have been performed as ensembles with 2, 11, 9, and 5 members, respectively.
Ensemble members are started from differing initial conditions
c“Permanent” means that solar forcing is kept constant over the simulated time period, “transient”
means varying with time

which allow an estimation of the role of the QBO when compared to Hhi-max/min.
Hhi-trans-nudg is weakly nudged towards the observed QBO in order to assess (in
comparison to Hhi-trans-free) the possible influence of a specific phase relation be-
tween the QBO and the solar forcing.

In all simulations information on solar spectral variability has been used as pro-
vided by Lean [2000] with a resolution of 1 nm. In the case of HAMMONIA, these
data have been rebinned to more than 200 intervals in the near infrared, visible, and
UV, while the EUV is parameterized following Richards et al. [1994]. In the case of
MAECHAM5 the spectral resolution of solar radiation is much coarser with only 6
bands between 4500 and 170 nm [see Cagnazzo et al., 2007]. Because of the miss-
ing interactive chemistry, the effect of solar variability on ozone is represented in
MAECHAM5 by adding to the background ozone climatology an anomaly (taken
from HAMMONIA simulations) scaled with the 10.7 cm solar radio flux (F10.7).

Simulations Hhi-trans-free/nudg have been performed according to the specifi-
cations for the CCMVAL2-RefB1 experiment Eyring et al. [2010], i.e. using bound-
ary conditions in terms of sea surface temperatures (SST), greenhouse gas (GHG)
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concentrations, heating and cooling effects of volcanic aerosols and solar irradi-
ance as observed for the period 1960 to 2006. Contrary, in the simulations with
MAECHAM5, only solar irradiance is varying while all other forcings are fixed to
values characteristic for present-day conditions.

In the case of the Mc-strans simulations, SSTs (and sea ice) have been calculated
interactively using the ocean model MPI-OM. In all other cases monthly averaged
values are prescribed. These stem from the HadlSST1 data set recommended for the
CCMVAL2 simulations (Hhi-trans), climatological values averaged over the AMIP2
period 1979–1996 (Hlo/hi-max/min, H27), and from a control run without solar
forcing performed with the coupled model also used for Mc-trans (Ma-trans).

The analysis of 11-year solar signals was performed either by subtracting time
averages of two simulations (Hlo/hi-max/min) or by a multiple linear regression
(MLR) analysis, where the simulated time dependent temperature T (t) is regressed
to a number of proxies:

T (t) = Tave + βtrend ∗ t + βsolar ∗ F10.7(t)+ βenso ∗ Nino3.4(t) (31.1)

+ βqbo ∗ u10hPa(t)+ βqbo,orth ∗ u28hPa(t)+ βvolc ∗ AODvolc(t)+R(t),

(31.2)

where β denotes the regression coefficients, Tave is the average temperature, and
R(t) the residual. The following proxies are used: F10.7(t): 10.7 cm solar radio
flux; Nino3.4(t): Nino3.4 index; u10/28hPa(t): equatorial zonal average zonal winds
at 10 and 28 hPa which are assumed to be almost orthogonal and should sufficiently
describe the QBO [see e.g. Lee and Smith, 2003]; AODvolc(t): globally averaged
optical depth of volcanic aerosol. Depending on the model simulations, a reduced
number of proxies is applied. A trend term, e.g. is only needed in the “realistic”
transient simulations Hhi-trans, an ENSO-proxy is not needed in simulations with
climatological average SSTs (Ma-strans). The MLR is applied to deseasonalized
monthly average time series. Solar signals are usually normalized to a forcing of
100 sfu (units of the 10.7 cm solar radio flux). Typical solar cycles show peak-to-
peak amplitudes of about 130 sfu.

31.3 The Atmospheric Response to Solar Rotational Variability

The variation of solar radiation with a period of approximately 27 days is related to
the sun’s rotation and the inhomogeneous distribution of magnetic field structures
and, thereby, inhomogeneous distribution of active areas on its surface. This varia-
tion is interesting to study for at least two reasons: a) Due to its shortness, it is much
easier to analyze a large number of cycles and get proper statistics than from the
11-year solar cycle of which single satellite instruments usually do not cover much
more than one cycle. b) As the 27-day variability is large during maximum phases
of the 11-year cycle and negligible during minimum phases, it can not be excluded
that 11-year signals are partly related to 27-day forcing.
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Fig. 31.1 Logarithm of the power spectral density of the ozone mixing ratio as a function of time
at altitudes of (a, c, e) 35 km and (b, d, f) 100 km. Panels (a–d) are from the simulation including
a 27-day solar variability, panels (e–f) from a reference simulation with solar irradiance constant
in time. Panels (a–b) show results for the equator, panels (c–f) for 50N. This figure is taken from
Gruzdev et al. [2009]

Since the 1980s, many authors have studied 27-day signals in ozone and temper-
ature fields in the middle atmosphere from both observations and numerical simu-
lations. An overview of existing work is given by Gruzdev et al. [2009]. Remaining
open questions concern in particular possible effects on atmospheric waves, the de-
pendence of signals on atmospheric background conditions, signals in the upper
mesosphere and lower thermosphere (where few observations exist), and signals in
chemical species other than ozone. To study some of these issues, Gruzdev et al.
[2009] have performed HAMMONIA simulations with an idealized 27-day sinu-
soidal cycle of constant but realistic amplitude (H27 in Table 31.1), and compared
it to a reference simulation without 27-day forcing.

Figure 31.1 presents time series of power spectral densities for periods from 10
to 50 days calculated from the ozone mixing ratio from different simulations and
for several altitudes. An interesting result of the simulations is the intermittency of
the 27-day signal (despite a continuous forcing) as shown in Fig. 31.1 (a–d) for the
stratosphere and the mesopause region both at tropical and northern mid-latitudes.
This means that the signal is influenced by the interannual variability of the back-
ground dynamical state of the atmosphere. However, a simple causal dependency
(like a clear seasonal cycle) could not be identified except for the mesopause where
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the signal is more prominent in winter than in summer. Another intriguing feature
is the presence of strong wintertime oscillations with periods between 16 and 20
days in the simulations without 27-day forcing (Fig. 31.1, e–f) which seem to be
damped when 27-day forcing is applied. This means that either the forcing affects
the background atmospheric states and thereby the generation or propagation con-
ditions for planetary waves, or the forcing interacts non-linearly with such intrin-
sic atmospheric oscillations. Further results from these simulations concern a non-
linearity in the response of both ozone and temperature, the daytime dependence of
the ozone signal in the mesopause region and potential signals in other observable
trace gases like nitrogen oxides and the hydroxyl radical [Gruzdev et al., 2009].

31.4 The Atmospheric Response to 11-Year Solar Cycle Forcing

The amplitude of solar 11-year variability depends on the wavelength. The strongest
variability is observed at very short wavelengths. This implies that the direct radia-
tive 11-year solar signals should be largest at high atmospheric altitudes where the
shorter wavelengths are absorbed. Accordingly, in the thermosphere, temperature
signals of several 100 K are simulated. Figure 31.2 shows signals in zonal mean
temperature and ozone from the lower thermosphere down to the surface calculated
as the difference from simulations Hhi-max and Hhi-min. In the mesopause region,
simulated signals per 100 sfu are of about 2 K and 5 % in temperature and ozone,
respectively, up to 0.7 K and 2 % in the upper stratosphere, and very small (mostly
insignificant) in the troposphere. These values are in general in the range suggested
by observations (see e.g. Beig et al. [2012] for mesopause temperature and ozone,
Soukharev and Hood [2006] for stratospheric ozone, and Randel et al. [2009] for
stratospheric temperature) and other model studies and mainly explained by the in-
creased absorption of UV radiation during solar maximum. The presented signal of
diurnal average ozone in the mesopause region may be misleading as a strong diur-
nal cycle exists in absolute ozone mixing ratios as well as locally in the solar signal
[see Beig et al., 2012]. The small band of negative ozone response close to 0.01 hPa
is related to a positive signal in the hydroxyl radical OH caused by stronger pho-
tolysis of water vapor during solar maximum. A more detailed discussion of these
issues is given by Schmidt et al. [2006].

The latitudinal dependence of the signal in the troposphere and stratosphere is
expected to be influenced by dynamical responses to the radiative forcing. This is
less well established from observations. The ozone responses estimated from three
different satellite instruments that operated over different periods as analyzed by
Soukharev and Hood [2006] show fairly different latitudinal structures. The same
is true for temperature responses deduced from different re-analysis datasets [com-
pare e.g. Frame and Gray, 2010; Labitzke, 2005]. It is also unclear if a part of the
analyzed latitudinal structure may be related to the difficulty in disentangling solar
and QBO signals [see Smith and Matthes, 2008].
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Fig. 31.2 Solar cycle
responses of the annual mean
zonal average ozone mixing
ratio (top, in %) and
temperature (bottom, in K)
normalized to 100 sfu from
HAMMONIA simulations
(Hhi-max—Hhi-min). Gray
shading indicates statistical
significance of the signal
larger than 95 % calculated
with Student’s T-test. These
figures have been published
as b/w versions by Schmidt et
al. [2010]

The increased gradient of solar heating during solar maximum between the sun-
lit low to middle latitudes and the polar night region should lead to an accelera-
tion of the stratospheric polar night jet. According to observational analyses and
a mechanism proposed by Kodera and Kuroda [2002] this positive anomaly in the
jet should propagate poleward and downward during the winter and finally influence
the tropospheric circulation. Labitzke [1987] and Labitzke and von Loon [1988] have
suggested first that the high latitude wintertime stratospheric solar signal interacts
non-linearly with the QBO. Simulations of these high latitude effects are, so far, in-
conclusive. Some simulations [e.g. Matthes et al., 2004] reproduce the mechanism
proposed by Kodera and Kuroda [2002] albeit in general with relatively small sig-
nals. Schmidt et al. [2010] have simulated an interaction of QBO and solar cycle al-
beit also with weak amplitudes and with different timing than observed. Figure 31.2
shows significant response minima in temperature and ozone in the northern polar
lower stratosphere. These signals are dominated by the response in northern winter
and are related to an anomalous upwelling. This is consistent with the anomalous
tropical downwelling as part of a weaker Brewer-Dobson circulation that is dis-
cussed in the following section. However, the variability of the northern winter is
very high and solar signals in this region have to be interpreted with caution as
indicated by large ensemble simulations (e.g. Mc-strans) where signals may dif-
fer strongly between ensemble members. For a further discussion of high latitude
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Fig. 31.3 Solar cycle responses of equatorial (25S–25N) annual mean temperature normalized
to 100 sfu from HAMMONIA simulations. Left: dotted: Hlo-max—Hlo-min (simulations without
QBO); solid: Hhi-max—Hhi-min (simulations with QBO). Right: response calculated with MLR
from two realizations with internally produced QBO (Hhi-trans-free; solid) and two realizations
with “nudged” QBO (Hhi-trans-nudg; dashed)

responses the reader is referred to Schmidt et al. [2010]. In the following we will
concentrate on the solar signals in the equatorial stratosphere and in the equatorial
Pacific.

31.4.1 The Response in the Equatorial Stratosphere

Besides the response maximum in temperature and ozone in the upper stratosphere,
Fig. 31.2 also indicates secondary maxima in the lower-most equatorial stratosphere.
This is more evident in a vertical profile of the temperature signals averaged over
25S to 25N as shown in Fig. 31.3 (left). The secondary response maximum would
appear more pronounced directly at the equator (and in ozone) as presented by
Schmidt et al. [2010] but we discuss here the tropical average in order to com-
pare to other published results. Some observations and reanalysis data confirm the
existence of a secondary maximum [see e.g. Soukharev and Hood, 2006; Labitzke,
2005; Frame and Gray, 2010]. In other observations the signal is unclear but may
be obscured by poor vertical resolution. Kodera and Kuroda [2002] have suggested
that the occurrence of the secondary maximum is related to reduced equatorial up-
welling caused by changed wave-mean flow interactions in the extratropics. In most
previous simulations with permanent solar maximum and minimum conditions the
signal could not be reproduced. In transient simulations with prescribed observed
SSTs of the period 1960 to 2006, however, a number of models have reproduced
a secondary maximum [Austin et al., 2008; Eyring et al., 2010], albeit with quite
different amplitudes and peak altitudes.
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Fig. 31.4 Solar cycle responses of equatorial (25S–25N) annual mean temperature normalized
to 100 sfu from MAECHAM simulations calculated with MLR. Left: 11 realizations of the
MAECHAM5 simulation coupled to MPIOM (Mc-strans) and their ensemble mean (red). Right: 9
realizations of the atmosphere-only simulation (Ma-strans) and their ensemble mean (red)

As can be seen in Fig. 31.3 (left), HAMMONIA reproduces such a secondary
maximum also with prescribed climatological average SSTs, and independent of the
vertical resolution, i.e. independent of the existence of a QBO. HAMMONIA has
now also been applied using the settings of the CCMVAL RefB1 scenario where
other models have also produced a secondary maximum [see Fig. 8.11 of Eyring et
al., 2010]. We have performed four HAMMONIA simulations, two with an inter-
nally produced QBO and two with exactly the same model configuration but weak
“nudging” to observational data in the equatorial stratosphere to force the QBO to
the observed phasing. All four simulations (see Fig. 31.3, right) are characterized
by similar vertical structures with response minima close to 80 hPa. This structure
seems not to depend strongly on the specific QBO phasing. At least in the “nudged”
simulations a weak local response maximum can be identified at around 50 hPa.
These vertical profiles are very different to those from simulations Hhi/lo-min/max
but quite similar to those of some models of the CCMVAL comparison [Fig. 8.11
Eyring et al., 2010]. It has been discussed if the lower stratospheric response max-
imum in observations is partly caused by an aliasing of solar and ENSO signals
[Marsh and Garcia, 2007; Hood et al., 2010], but over the period 1960–2006 the
correlation of ENSO and solar indices is very weak and the vertical profiles ana-
lyzed from our simulations change only weakly when the ENSO index is excluded
from the MLR (not shown). However, the differences between the left and right
panels of Fig. 31.3 suggest a strong dependence of the simulated solar signal on
the choice of boundary conditions and provokes the questions if the signal ana-
lyzed by the MLR for the transient simulations is indeed purely of solar origin. The
most likely boundary condition of influence is the ENSO for which HAMMONIA
and MAECHAM5 simulate a very strong response peak in this region. According
to Calvo et al. [2010], this response (that occurs also in observations and other
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models) is related to changes in upwelling caused by anomalous orographic gravity
wave forcing during ENSO events.

To further analyze this issue we have performed two ensembles of simulations
(9 and 11 members) with the MAECHAM5 model with and without ocean cou-
pling (Ma-strans and Mc-strans, respectively). The solar signals analyzed by MLR
for many of the coupled ensemble members (Fig. 31.4) show strong (negative or
positive) response maxima in the lower equatorial stratosphere. The members of the
uncoupled ensemble show much less variability in this region. Hence, the reason
for the peaks in the coupled simulations is either the incapability of the MLR to
properly disentangle solar and ENSO signals or an interaction of the two forcings.

It should be noted that the secondary maximum in the solar response is suggested
to depend on the QBO, being strong only in the east phase. Simulations by Matthes
et al. [2010] and to a lesser extent also our Hhi-trans-nudg/free simulations [not
shown, see Chiodo and Schmidt, 2012] confirm this.

31.4.2 Responses of Troposphere and Ocean

The secondary temperature response maximum in the lower equatorial stratosphere
may also be instrumental in the downward propagation of the solar signal to the tro-
posphere. According to sensitivity simulations with prescribed temperature anoma-
lies by Haigh et al. [2005] and Haigh and Blackburn [2006] this leads to changes
in the stability of the tropical tropopause region, changes of tropospheric eddy mo-
mentum fluxes and a poleward shift of the subtropical jets. A similar solar response
pattern is deduced from reanalysis data by Frame and Gray [2010]. Our simula-
tions Hhi-min/max, that produce lower stratospheric equatorial temperature anoma-
lies (see above) also show a similar shift of tropospheric zonal wind patterns [see
Schmidt et al., 2010].

In simulations with prescribed SSTs, however, the solar signal near the sur-
face may be damped as SSTs can not react, and possible feedbacks resulting
from a change in SSTs would be suppressed. Hence, to study these effects we
performed the simulations Mc-strans with the coupled atmosphere ocean model
MAECHAM5/MPIOM. In the remaining part of this section we concentrate on the
solar response of the equatorial Pacific as analyzed in detail by Misios and Schmidt
[2012].

There is an ongoing debate concerning the solar signal in this region. According
to an analysis of observed SSTs by van Loon et al. [2007], the equatorial Pacific
shows a negative temperature response during peak years of solar maximum. Meehl
et al. [2009] attributed a similar response in a model simulation to a combination
of a direct radiative effect and a dynamical signal propagating downward from the
stratosphere. Another analysis of SST observations by Roy and Haigh [2010], how-
ever, identifies a weak El-Nino like (i.e. warming) signal during solar maximum.

The ensemble mean tropical SST anomalies of our Mc-strans simulations are fil-
tered by the Multichannel Singular Spectrum Analysis [MSSA, Ghil et al., 2002].
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Fig. 31.5 Top: Leading Empirical Orthogonal Function [EOF1] of the simulated tropical annual
SST anomalies filtered with the Multichannel Singular Spectrum Analysis. EOF1 explains 88.4 %
of the filtered variance. To present EOF1 in meaningful units it is expressed in terms of the re-
gression coefficients of the filtered SSTs onto the first principal component (PC1) resulting from
the EOF analysis. Units are K per standard deviation. Bottom: Time series of the PC1 (normalized
to one standard deviation) over the simulated period 1955–2006 (red). The annual 10.7 cm radio
fluxes (gray) are superimposed for reference

The 7th and 8th oscillatory mode (4.2 % and 4.1 % of the total variance) exhibit
spectral peaks at around 10.9 years which may be associated with the solar cycle.
The first six oscillatory modes describe ENSO and other intra-decadal frequencies.
The leading Empirical Orthogonal Function of the SST anomalies reconstructed
from the modes with 10.9-year periods is displayed in Fig. 31.5. A weak (but clear)
temperature response in phase with the solar forcing can be identified. The response
in the equatorial Pacific is stronger than in other equatorial oceans. Misios and
Schmidt [2012] explain this amplification by a synergetic effect of a water-vapor
feedback and ocean dynamics.

31.5 The Atmospheric Response to Energetic Particle
Precipitation

The precipitation of energetic particles can influence chemistry and dynamics of the
atmosphere from the surface down to the stratosphere. Strongest signals are iden-
tified in the polar cap and polar oval where most particles enter the atmosphere.
Important classes of particles are solar protons that occasionally (after large so-
lar eruptions) have strong influences down to the stratosphere, and magnetospheric
electrons of which the flux depends on geomagnetic activity and thereby indirectly
also on solar activity. More information on effects of particle precipitation on the at-
mosphere can be found e.g. in studies by Marsh et al. [2007], Randall et al. [2007],
Funke et al. [2011], Kieser [2011] and references therein. In this volume, particle
effects are discussed in more detail for example in Chaps. 13, 15, 16, and 17.
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Fig. 31.6 Top: Nitrogen
oxide (NOx ) number density
[1/cm3] as simulated with
HAMMONIA in simulation
H-epp-pea (including effects
from protons, electrons and
α-particles) at 69N
geomagnetic latitude. Bottom:
Difference [%] in NOx

number densities between
simulations H-epp-pea and
H-epp-pa, i.e. increase of
NOx resulting from electrons
compared to a simulation
including only protons and
α-particles. Hatching
indicates statistical
significance above 95 %

Hammonia ensemble simulations including ion chemistry and ionization rates
calculated with the AIMOS model (see Chap. 13) have been performed to study the
relative effects of different particle classes during the winter 2003/2004 that was
characterized by a strong solar proton event around 1 November (known as “Hal-
loween event”), and strong downward transport of mesospheric air masses in late
winter. Figure 31.6 shows the importance of precipitating energetic electrons for the
NOx concentration near the northern polar oval from the thermosphere down to the
upper stratosphere. Compared to a simulation neglecting electron effects, NOx con-
centrations are increased up to a factor of 5. The relative effect is smallest during
the Halloween event because of the large contribution of protons. However, studies
of proton events that neglect electrons would considerably underestimate the back-
ground NOx concentration and thereby overestimate the proton effect.

Further results from these numerical experiments are presented by Kieser [2011],
Wissing et al. [2011], and in the model intercomparison study by Funke et al. [2011].

31.6 Conclusions

The coupled general circulation and chemistry model HAMMONIA and the MPI-
ESM consisting of the MAECHAM5 atmospheric GCM and the ocean model
MPIOM have been applied in a multitude of setups to study the response of the
earth system to the variable forcing from the sun. Results have been obtained con-
cerning solar rotational forcing, the response of mesosphere, stratosphere, tropo-
sphere, and ocean to 11-year forcing, and the response to particle precipitation. An
issue analyzed in more detail is the secondary response maximum in the equatorial
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lower stratosphere that will be discussed in the following as an example for possible
benefits from and shortcomings of extensive modeling studies like presented here.

The time slice simulations with permanent solar maximum and minimum con-
ditions, respectively, show that such a secondary maximum may be produced as a
pure solar signal. However, analyzed signals from different transient simulations
with a full set of forcings indicate a fairly different vertical profile of the solar re-
sponse. One may conclude that the solar signal can either not be analyzed properly
with the chosen (MLR) method or is the result of interaction with other forcings.
A crucial role is likely played by ENSO which produces a signal of large amplitude
in the region of the secondary solar maximum. The employed HAMMONIA model
has of course deficiencies, e.g. it has only been applied at a very coarse resolution
(T31), the effects of gravity waves have to be parameterized and no dependence of
the sources on the actual meteorology is implemented, and the fixed SSTs would
dampen solar signals. To overcome the latter deficit (and to allow for large ensem-
ble simulations) we have additionally employed a coupled atmosphere-ocean model
where the atmosphere, however, is not interactively coupled to a chemistry module.
The ensemble simulations indicate a large variability (with strong positive and nega-
tive responses in single ensemble members) in the region of the assumed secondary
solar response maximum. A comparison with the rather similar responses of the four
Hhi-trans-free/nudg simulations (with prescribed SST time series) suggest that the
analyzed solar response may appear very different with different underlying SSTs.
It may be very difficult to analyze the solar signal in this region from a time series
covering only five observed solar cycles. It can however not be excluded that the
model simulations overestimate the problem of the contamination (or interaction)
with ENSO signals as the ENSO variability produced by the MPI-ESM is known to
be too regular and too strong.

Although model results are not always conclusive, for further progress in solar-
terrestrial research it seems inevitable to continue applying further improved com-
plex models in long (or large ensemble) simulations. One possible uncertainty is
also provided by the assumptions on the spectral solar variability. Recent observa-
tions with the SIM instrument onboard the SORCE satellite suggest a much stronger
UV variability than previously assumed and out of phase variability in a part of the
visible spectrum [Harder et al., 2009]. If these observations are confirmed, all the
model simulations performed here (and in other studies) will be of very limited use
for the explanation of the actual solar signals.
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Chapter 32
Long-Term Behaviour of Stratospheric
Transport and Mean Age as Observed
from Balloon and Satellite Platforms

Gabriele Stiller, Andreas Engel, Harald Bönisch, Norbert Glatthor,
Florian Haenel, Andrea Linden, Tanja Möbius, and Thomas von Clarmann

Abstract Tracer observations from balloon-borne in-situ measurements and satel-
lite observations have been transferred into mean age of stratospheric air. A 30-year
time series of mean age of air from balloon observations for the period 1975 to 2005
has been generated. This time series indicated a trend of the stratospheric mean age
for Northern midlatitudes which was positive or consistent to zero within its error
bars, in apparent contradiction to results from Chemistry-Climate models. Satellite
observations from the MIPAS instrument onboard of Envisat provided, for the first
time ever, a global view of the stratospheric mean age, covering the period from
2002 to 2010, and the altitude range from 10 to 40 km. Analysis of MIPAS ob-
servations confirmed the positive trend of age of air for Northern midlatitudes, and
provided a vertically resolved picture.

32.1 Introduction

The mean age of stratospheric air is a fundamental transport parameter, which sum-
marises the ability of the atmosphere to transport tropospheric air to a certain loca-
tion in the stratosphere [Hall and Plumb, 1994]. Mean age is therefore a “diagnostic
of stratospheric transport”. It was Kida [1983] who first realised that age has a statis-
tical nature, i.e. that air parcels (macroscopic units, consisting of many molecules)
do not maintain their integrity during the transport in the stratosphere. Due to mix-
ing processes, a stratospheric air parcel therefore has a mean age and not a single
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well defined transport time. As shown by Li and Waugh [1999] mean age is sensitive
to the strength of the advective stream function (meridional circulation) and to the
strength of horizontal and vertical mixing. The strongest effect results from a faster
meridional circulation, which results in lower mean ages.

The increase of greenhouse gas abundances in the atmosphere is associated with
an increased radiative forcing, leading to a warming of the troposphere and a cool-
ing of the stratosphere [IPCC, 2007]. A secondary effect of increasing levels of
greenhouse gases is a possible change in the stratospheric circulation [Butchart et
al., 2006] with substantial feed-backs on chlorofluorocarbon lifetimes [Butchart and
Scaife, 2001], ozone [Sheperd, 2008], and the climate system [Baldwin et al., 2007].
Model calculations [Waugh and Hall, 2002] have shown that the mean age of air in
the stratosphere is a good indicator of the strength of the meridional circulation [Li
and Waugh, 1999] and that mean age is expected to decrease [Austin et al., 2007;
Austin and Li, 2006; Garcia and Randel, 2008]. An increase in the rate of up-welling
in the tropical lower stratosphere is predicted by all atmospheric general circulation
models [Butchart et al., 2006] and is consistent with the observed long term tem-
perature decrease in the tropical tropopause region [Thompson and Solomon, 2005].
The models indicate that a change in the mean age of air has occurred over the past
40 years, with a decrease of mean age mainly occurring after 1975, coupled to an in-
crease in mean tropical upwelling. For instance, a decrease in mean age from about
4.5 years to about 4 years for northern high latitudes (60–90°N) at 35 hPa is derived
from the model runs.

Based on meteorological data, positive anomalies in tropical upwelling have also
been derived for the period from 2001 to 2004 when compared to the long term
mean [Randel et al., 2006]. If this increased upwelling also leads to an increase
in the overall residual circulation of the stratosphere (Brewer-Dobson circulation),
then shorter transport times and shorter residence times of some greenhouse gases
and ozone-depleting substances (ODS) are expected, as these are mainly photolysed
at altitudes above 20 km in tropics, leading to decreased atmospheric lifetimes. An
increased upwelling which is restricted to the lowest part of the tropical stratosphere,
however, would have a much smaller feed-back on the lifetimes of ODSs.

The studies above indicate that a change in the mean circulation may occur,
which could lead to changes in mean age and may have a strong impact on the over-
all composition of the stratosphere. The mean age may be the most suitable tracer to
detect such changes in atmospheric coupling. As the expected changes in mean age
are rather small (on the order of 10 to 20 % [Austin et al., 2006]), they are difficult
to detect from observations, which are influenced by atmospheric variability and by
systematic errors in the derivation of mean age.

Mean age can be derived from observations of tracers which increase with time
in the atmosphere and show neither sinks nor sources in the middle atmosphere. The
two tracers that have been used most widely to derive mean age are CO2 and SF6.
Both of these tracers have somewhat different characteristics: CO2 has a seasonal
cycle in the troposphere which can propagate into the stratosphere and makes the
determination of mean age values below 2 years ambiguous. It also has a strato-
spheric source due to the oxidation of methane, which can however be corrected for
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if methane is measured simultaneously. Furthermore, the growth rate of CO2 shows
considerable interannual variability, as it is strongly coupled to the biosphere. Such
interannual variability may lead to systematic uncertainties in the dating of the air.
SF6 on the other hand increases monotonically and with small interannual variabil-
ity in the troposphere but has a sink in the mesosphere, which can cause an artefact
when dating old air [Waugh and Hall, 2002; Strunk et al., 2000; Reddmann et al.,
2001; Engel et al., 2002, 2006; Ray et al., 2002; Plumb et al., 2002].

Mesospheric SF6 is influenced by chemical breakdown, both due to short wave-
length photolysis and to electron attachment processes (see Reddmann et al. [2001]).
Free electrons in the middle atmosphere are produced from photoionization pro-
cesses or by precipitating energetic particles [Brasseur and Solomon, 1986]. As
short wavelength radiation below 200 nm shows a strong variation with solar activ-
ity, both of these processes vary with the solar cycle. It is therefore probable that
the mesospheric sink of SF6 may vary with the solar cycle. On the other hand, real
changes in mean age may occur under the influence of the solar cycle, too, as strato-
spheric transport is also modulated by the solar cycle.

While the total solar irradiance changes only by about 0.1 % over a solar cycle,
much larger variation (4–8 %) are found in the UV flux between 200 and 250 nm
[Lean et al., 1997]. At even shorter wavelengths, the solar cycle related changes be-
come even stronger. For instance, Lyman-α radiation varies with a factor of about 2
over a solar cycle. Although the variability in total irradiance is small, some signif-
icant effects on stratospheric circulation and composition are observed, particularly
during high latitude winter (see Haigh et al. [2004]). Kodera and Kuroda [2002]
noted that it is expected that the Brewer-Dobson circulation should be weakened
during solar maximum conditions. As noted by Labitzke [1987], polar stratospheric
dynamics show variations with the solar cycle and with the Quasi Biannual Oscil-
lation (QBO). This could lead to a difference between mean age of stratospheric air
during solar minimum and solar maximum conditions.

Several experimental studies have provided data on the distribution of mean age
derived from observations of very long lived tracers (mainly CO2 and SF6) in the
stratosphere (e.g. Schmidt and Khedim [1991]; Volk et al. [1997]; Boering et al.
[1996]; Strunk et al. [2000]; Andrews et al. [2001]; Engel et al. [2002]). However,
only the studies by Schmidt and Khedim [1991] and by Andrews et al. [2001] in-
vestigated the temporal evolution of mean age. The earlier study by Schmidt and
Khedim [1991] showed much more variability than the later observations by An-
drews et al. [2001]. This can only be partly explained by the better precision of the
later observations. The mean values derived in both studies showed good agreement.
Observations made by Engel et al. [2003] after 1990 also showed much lower scat-
ter in the observed mean age. This might suggest that mean age has shown larger
variabilities before 1990 than during later years.

Mean age studies based on our samples have been conducted with both SF6

[Strunk et al., 2000; Engel et al., 2002, 2006] and CO2 [Schmidt and Khedim, 1991;
Strunk et al., 2000; Engel et al., 2002, 2006] data. Strunk et al. [2000] and En-
gel et al. [2002] used a combination of SF6 and CO2 observations to investigate
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whether both age tracers gave comparable results. Their conclusion was that un-
der certain conditions mesospheric loss of SF6 can lead to an overestimation of
mean age [Strunk et al., 2000; Engel et al., 2002, 2006] which is in agreement with
model calculations [Reddmann et al., 2001]. Systematic differences increase with
mean age. For air parcels older than 5 years, SF6 dating leads to an overestimation
of mean age [Engel et al., 2002]. On the other hand, the interannual variability in
growth rates and the seasonal cycle in CO2 also introduce some systematic errors in
CO2-dating, making neither of these two age tracers an ideal tracer.

An ideal tracer for the determination of mean age would have no sinks or sources
in the middle atmosphere and increase linearly with time. Possible tracers include
perfluorocarbons and highly fluorinated fluorochlorocarbons. However, the non-
availability of good tropospheric reference data and of precise and accurate strato-
spheric observations has so far prevented the use of these tracers for mean age de-
termination.

With the launch of the Envisat satellite and the MIPAS infra-red limb emission
spectrometer on board, for the first time the opportunity was provided to observe
SF6 with global coverage from space. The first global distributions of SF6 from
satellite observations have been derived from MIPAS data by Burgess et al. [2004,
2006]; however, the global distributions derived by these authors were biased low,
and, hence, analysis of age of air distributions was not attempted.

The aim of the work described in this paper is to characterise stratospheric trans-
port time scales and the influence of solar variability and long term change on
these time scales, using observations of the age tracers CO2 and SF6 in the strato-
sphere. Both balloon-borne in-situ observations and global satellite data from the
MIPAS/Envisat instrument have been used. The coupling between the mesosphere
and the stratosphere was investigated by the analysis of variations in the tracer obser-
vations. Existing data sets, in combination with reanalyses of archived stratospheric
whole air samples and observations performed with a new light weight balloon-
borne cryogenic whole air sampler were used to generate a 30-year time series from
in-situ observations, covering a period starting in 1975 up to today. Further, the po-
tential of MIPAS satellite SF6 data for the derivation of mean age was analysed. In
co-operation with several modelling groups the data were used for model validation.
In particular, the following questions were addressed:

• What is the temporal evolution and variability of mean age of air over decadal
time scales?

• Can changes of age of air be attributed to solar cycle influence via the meso-
spheric chemistry of SF6, and does this lead to an artefact in SF6 based mean age
determination?

• Or does solar variability influence stratospheric transport to the extent that this
leads to changes in the mean age?

• How often is mesospheric air transported into the polar vortices in significant
amounts and which dynamic processes drive this effect?

• What other tracers can be used to derive mean age of air?
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32.2 Methods and Tools

32.2.1 Balloon-Borne In-situ Measurements

Two ways to improve observational knowledge on age of air from in-situ measure-
ments have been pursued: First, the series of balloon-borne measurements has been
extended, for which a new light-weight instrument was developed, and second, the
already available measurements of the last 30 years have been reanalysed.

Measurements of stratospheric trace gases have been performed for more than
two decades using the technique of stratospheric whole air sampling [Schmidt et
al., 1991; Schmidt and Khedim, 1991; Engel et al., 1998, 2002, 2006; Strunk et
al., 2000] by the University of Frankfurt research group. The advantage of balloon-
borne observations is that they can reach altitudes up to 35 km, thus allowing to
study the middle stratosphere, in contrast to research aircrafts which are limited to
an altitude of about 20 km. This series of measurements has been extended: A newly
developed cryogenic whole air sampler was flown for the first time on October 15,
2006. The instrument has 26 sample bottles, which are held in a custom built Dewar
made from glass fibre reinforced plastic. Each sample bottle is sealed with a glass
cap, which is broken during the flight by releasing a small hammer, so that air can
enter the sample bottle. The ambient air entering the sample bottle condenses on
the cold surfaces (27 K, liquid Neon), so that the sample bottles act as very effi-
cient cryo-pumps. After a predefined time, the sample is closed, by firing a small
pyro-actuator. By this means, large amounts of air can be collected in a very short
time. At the same time, this system works without using any polymers for seal-
ing, which tend to be a contamination factor due to out-gassing. The instrument is
able to keep cold for about 5–7 hours after filling. After this time, the instrument
should gradually heat up, making the cryo-sampling of ambient air impossible. We
have analysed/reanalysed a large suite of archived stratospheric whole air samples
for their SF6 and CFC-12 mixing ratios. The old samples had been analysed for a
number of species but not for SF6. A new method which allowed precise and well
calibrated measurements at the very low mixing ratios present in these samples has
been developed at University Frankfurt and applied to the old archieved samples.

Many samples have also been analysed for N2O and CFC-11. These include sam-
ples from the MPAE whole air sampler (e.g. Fabian et al. [1979]) and NCAR whole
air samples (e.g. Ehhalt et al. [1975]) archived at the University of Miami. In total,
79 samples of the MPAE whole air samplers taken between 1987 and 1999, at low,
mid and high latitudes and 115 samples of the NCAR sampler taken from tropi-
cal to high latitudes have been analysed. The analytical precision for SF6 has been
improved considerably for this effort, mainly by improving the analytical proce-
dure and by more sophisticated data processing. The analytical precision of a single
measurement of SF6 is better than 0.7 %.

Based on assumptions about the growth rates, the analytical errors and the pos-
sible differences in absolute calibration scales, we estimate that a long term change
on the order of 0.5 years over the entire time range covered should be detectable in
our data set for both age tracers.
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Most of the data included in the consolidated SF6 data set are from our own anal-
ysis, as the focus is on the altitude range above 20 km. The OMS data included in the
data set are publicly available, as well as a large suite of ER-2 data. All these data
are from the NOAA/ESRL (former NOAA/CMDL) laboratory. Unfortunately, the
absolute calibration scale of this laboratory has been modified over the last years.
NOAA/ESRL laboratory planned to reprocess the data and to produce a data set on
a consistent calibration scale (Bradley Hall, NOAA/ESRL, private communication,
2006). In order to be able to link our data to this scale, a primary standard was pro-
vided by NOAA/ESRL to our institute. An intercomparison between the two scales
(Maiss and Levin vs. NOAA/ESRL) was possible, and the difference in calibration
scales was below 1 %.

32.2.2 Satellite Data

MIPAS radiance data have been analysed and global distributions of about 30 differ-
ent trace species have been derived by KIT/IMK [von Clarmann et al., 2010a]. The
approach is research-oriented in contrast to those applied by operational processing
centres like ESA or DLR and focuses on the derivation of trace gas distributions of
minor constituents. Global SF6 distributions have been shown to be retrievable from
MIPAS data before by Burgess et al. [2004].

The general approach of SF6 retrieval from MIPAS data has been described in
detail in Stiller et al. [2008]. In short, the spectroscopic signature of SF6 around
948 cm−1 is used to retrieve SF6 mixing ratio profiles from MIPAS radiance pro-
files by applying a non-linear regularised least-squares-fit approach. Interfering sig-
natures of other species like CO2 or H2O are jointly fitted. The retrieved SF6 profiles
have a precision on the order of 0.5 pptv (10 %) and a vertical resolution of 4–6 km
and cover the altitude range from about 10 km (or above cloud top height) to 40 km.

As described in the appendix of Stiller et al. [2008], the MIPAS radiance data of
version 4.61 from the period 2002 to 2004 which were used for the retrievals were
affected by an artefact due to erroneous radiance calibration. The artefact showed up
as oscillations in the radiance baseline for certain calibration episodes. The oscilla-
tions, however, where below the precision specification for the MIPAS instrument,
and affected difficult-to-retrieve species like SF6 (and HO2NO2 and others) only.
Since rapid correction by re-processing of the radiance spectra by ESA could not
be expected, a correction method was developed to remove biases caused by the
artefact from SF6 distributions. Re-retrieval of SF6 from a new, corrected version of
MIPAS radiance spectra will ultimately solve the calibration problem.

32.3 Balloon-Borne In-situ 30-Year Time Series of Northern
Midlatitude Mean Age of Stratospheric Air

In-situ stratospheric observations from balloon-borne instrumentation for the two
mean age tracers SF6 and CO2 have been compiled from 27 high altitude balloon
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Fig. 32.1 Long term trend of
mean age derived from
observations during 27
balloon flights. The derived
long term trend is positive,
but the level of uncertainty
does not put very strong
constraints on model
predictions yet. Further
observations are necessary to
give stronger constraints
(figure from Engel et al.
[2009])

flights up to 35 km altitude (SF6 data from one flight are available up to 43 km al-
titude) from 1975 to 2005 at Northern Hemisphere midlatitudes between 32°N and
51°N [Engel et al., 2009]. Many whole air samples from these flights are archived
and have recently been reanalysed for SF6, while other measurements were made
in-situ during the balloon flights. Care was taken that only observations made with
sufficient altitude coverage and quality were used which can be linked to reference
tropospheric time. For CO2, data of sufficient quality are available for the period
from 1986 through 2005. For SF6, the selected data span the years from 1975 to
2005, with a gap between the years 1985 and 1994. Note that most profile obser-
vations are from the May to October period, when stratospheric variability in the
Northern Hemisphere is expected to be lower than during the winter period. The
main result of this work is that, in contrast to the model prediction, the observations
do not show a significant decrease in mean age. Of particular importance for this
study was the question of the uncertainty in this estimate. A detailed error estima-
tion has been performed (see details in Engel et al. [2009]) which includes errors
in the observations, uncertainties in the age-spectra, uncertainty in the tropospheric
reference time series and their representativeness, uncertainties in the seasonal vari-
ation of air mass transport into the stratosphere and also the uncertainty associated
with the sparse sampling of the balloon profiles and the latitude range covered by the
observations. Taking all these sources of uncertainty into account, the measurements
show an increase in mean age of +0.24 ± 0.22 years per decade (1 − σ uncertainty
level; see Fig. 32.1). The published model predictions of change in mean age are
between −0.25 and −0.05 years per decade [Waugh, 2009]. While the upper limit
of these predictions is inconsistent with our observations at a confidence level of
95 %, the lower end of the predictions (−0.05 years per decade) can not be falsified
by our data on the 90 % confidence level. In order to put a tighter constraint on the
range of model predictions of changes in mean age which is compatible with the
observations, a longer time series is needed.
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Fig. 32.2 Monthly zonal
mean distributions of age of
air at 20 km altitudes derived
from MIPAS for 19 months
between September 2002 and
March 2004 (coloured lines),
compared to aircraft
observations of age of air
from SF6 taken between 1992
and 1997 (data as published
in Waugh and Hall [2002])

32.4 Global MIPAS 8-Year Time Series of Mean Age
of Stratospheric Air

32.4.1 Full Resolution Measurement Phase 2002 to 2004

The first global data set of the mean age of stratospheric air derived from SF6 has
been derived from MIPAS/Envisat data for the period September 2002 to March
2004. This work has been published by Stiller et al. [2008]. The retrieval approach
has been developed and fine-tuned, taking into account, in particular, non-LTE ef-
fects on the emission of CO2 lines in immediate neighbourhood of the SF6 signa-
ture. Based on the retrieval approach developed, monthly global mean distributions
of SF6 for the altitude range of ∼5 km to ∼35 km and the period September 2002
to March 2004 could be derived, with a precision of better than 5 % for the 5° latitu-
dinal zonal mean values. Our approach resulted in SF6 distributions well consistent
to in-situ balloon observations of SF6 (see Fig. 4 of Stiller et al. [2008]).

The tropospheric SF6 increase was in excellent agreement with ground-based
observations by NOAA/ESRL/GMD and was consistent with a linear increase of
0.230 ± 0.008 pptv/year. The zonal mean distribution of mean age of air at 20 km for
all months covered agrees well with previous aircraft measurements (see Fig. 32.2).

32.4.2 Comparison to Models

The global distributions of mean age of stratospheric air derived from MIPAS SF6
observations have been compared to age calculations with the KASIMA model by
Stiller et al. [2008]. The overall global agreement was very good. The MIPAS time
series of mean age of air at all potential temperature levels above 550 K revealed
very high apparent ages during polar winters, indicating subsidence of SF6-poor
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Fig. 32.3 Left: A five years average of zonal mean age of air from the UM (colour shades),
and differences to the MIPAS age observations (isolines). Positive numbers indicate older air in
observations. Right: Annual cycle of modelled zonal means of mean age of air (5 years average) at
17 km altitude, and observed zonal means of age of air for 2003 (isolines) (figures from Braesicke
et al. [2008a, 2008b])

mesospheric air. However, if in KASIMA the mesospheric sink of SF6 was taken
into account, the very high apparent ages could be reproduced, while the real age
was on the order of 6 to 7 years. The atmospheric lifetime of SF6 was assessed at
about 4500 years by this comparison [Stiller et al., 2008; Reddmann et al., 2001].
This confirms the relevance of the mesospheric sink in case of age determination
from SF6 and offers the opportunity to further quantify this sink.

Besides the comparison of global age of air distributions derived from MIPAS
and the KASIMA model, MIPAS global mean age distributions have been com-
pared to the Met Office Unified Model (UM) developed at University of Cambridge
for purposes of model validation and for analysis of transport of air through the
tropopause. Braesicke et al. [2008a] have compared zonal means of age of air as
produced by the Met Office Unified Model (UM) with MIPAS zonal means of age of
air distributions and found reasonable agreement, with the model producing some-
what higher ages above the tropical tropopause (appr. 0.5 yr) and younger air in the
polar and midlatitude mid-stratosphere (see Fig. 32.3). In a second study, Braesicke
et al. [2008b] compared the longitudinal distribution of mean age of air just above
the tropical tropopause between model and observations, and found, in both data
sets, indications for air younger than average during summer at the location of the
Asian monsoon anticyclone (not shown).

32.4.3 Reduced Spectral Resolution Mode of MIPAS Since 2005

The time series of SF6 derived from MIPAS has been extended up to January 2010
so far to cover also the so-called reduced-resolution mode of MIPAS from January
2005 on (see Fig. 32.4). MIPAS resumed operation in January 2005 in this mode
after an instrument failure in March 2004. The spectral resolution was decreased
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Fig. 32.4 Left: Latitude-time cross section of SF6 at 25 km for September 2002 to January 2010
derived from MIPAS measurements (left); right: similar, but for age of air as derived from SF6.
From April to December 2004 no observations from MIPAS were available. In January 2005 MI-
PAS resumed operations in the reduced-resolution operation mode

to 0.0625 cm−1 from 0.025 cm−1 before the instrument failure, while the sam-
pling along-track and in the vertical was improved. This resulted in better vertical
and horizontal resolution of the retrievals. The reduced spectral resolution led to
broader and stronger interfering spectral signatures, so that it had not been clear
from the beginning if the SF6 signature could be separated well enough from the
interfering strong CO2 lines. However, test retrievals demonstrated that the spectral
resolution was still good enough to perform significant retrievals. The data set of
SF6 presented in Fig. 32.4 has been retrieved with retrieval settings adapted from
the high-resolution data version V3O_SF6_6 as published in Stiller et al. [2008].
Radiance baseline oscillations due to an incorrect radiance calibration procedure
which had been a serious difficulty to be overcome for retrieving a reliable data set
from full-resolution data (see Stiller et al. [2008]) were fortunately not present in
the spectral version of the reduced resolution data set. However, comparison of MI-
PAS tropical tropospheric daily means to in situ ground-based tropical data and the
combined flask/in situ global means of NOAA ESDL [Hall et al., 2011] revealed
a bias between the full-resolution and the reduced-resolution data set of 0.111 pptv
(reduced-resolution data being lower). The complete data set has been corrected for
this bias, however, it cannot be excluded that a latitude/altitude dependent residual
bias remained. The time series shows a continuous increase of SF6 as expected from
the tropospheric trend. Episodes of very low SF6 hinting towards mesospheric in-
trusions during Arctic and Antarctic winters appear regularly, in particular during
the Antarctic winters.

32.4.4 Impact of Mesospheric SF6-depleted Air on Age-of-Air
Determination at Low and Middle Latitudes

In each polar winter mesospheric air intrudes into the stratospheric polar vor-
tex. During final warming events southern polar vortices are vertically divided at
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Fig. 32.5 Southern
hemispheric vortex
break-down as seen from a
zonal mean distribution of
age of air for November
2008; young air from lower
latitudes enters polar latitudes
around 30–35 km and divides
the vortex air into a part
below the entry altitude
which will finally be mixed
into the hemispheric
stratospheric air, and a part
above the entry altitude which
will be pushed back into the
mesosphere

typically 35 km altitude in an upper and a lower part by midlatitudinal air pene-
trating into polar regions (cf. Fig. 32.5). The upper part of the vortex remnant as-
cends back into the mesosphere while its mixing barriers—discernable as regions of
still strong age gradients—remain intact. The lower vortex remnant is mixed with
midlatitudinal air, thus contains air irreversibly subsided from the mesosphere into
the stratosphere, affecting the mean age in a sense that through diluted polar ex-
mesospheric air the apparent age is higher than the true one. Similar behaviour is
observed for northern polar vortices, except that the subsidence of mesospheric air
is less pronounced and that the vertical splitting of the vortex is not typically visible
in latitudinal means (which certainly does not exclude that it may be present in a
longitudinally resolved representation). The entire vortex air seems to be mixed into
the midlatitudes. The effect of too large apparent age of air is also to be considered
here. We have assessed the over-aging of non-tropical (polar non-vortex and midlat-
itudinal) air by mesospheric contamination from estimates of the mean excess age
of polar vortex air and the amount of air mixed with midlatitudinal air after the final
warming for the winters covered by the MIPAS measurements. The estimated ex-
cess age ranges from 0.003 years for the Northern hemispheric winter 2002–2003 to
0.21 years for the Southern hemispheric winter 2009. Due to high variability of the
vortex size and the lowest altitude reached by subsiding air, the over-aging of mid-
latitude air varies strongly from winter to winter, and no significant trend in excess
age was found.

32.4.5 Analysis of the Seasonal, Interannual and Decadal-Scale
Variability Within the Global MIPAS Data

The global altitude-resolved age of air time series as shown in Fig 32.4 has been
analysed for midlatitudes (30–40°N) and compared to the 30-years time series de-
rived from air-borne in-situ observations (see Fig. 32.6). The monthly averages
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Fig. 32.6 Time series of age of air at 25 km altitude for 30 to 40°N from MIPAS data (dark blue
diamonds: monthly averages together with their standard errors), and a fit including a linear trend,
seasonal, QBO, and semi-annual variations (solid orange curve), compared to the data points from
balloon observations and the trend derived by Engel et al. [2009] (green and violet squares and
green dashed line). The solid orange line is the linear term of the regression fit. The dotted orange
line and dotted orange curve give the linear term and the full regression fit without the bias between
the two MIPAS data sets considered. The lower panel provides the residual between MIPAS data
points and the solid orange curve

of mean age have been fitted by a model including a constant value (axis inter-
cept), a linear trend, two QBO proxies from normalised Singapore winds at 30
and 50 hPa, and sinusoidal variations with periods of 12 months (seasonal cy-
cle), 6 months (semi-annual variation), as well as further higher harmonics to ac-
count for a shape deviating from the pure sinusoidal shape. A potential residual
altitude/latitude-dependent bias between the full-resolution and reduced-resolution
data set was accounted for by applying the trend analysis method for correlated data
of von Clarmann et al. [2010b]. This model reproduced the temporal evolution in
a satisfactory manner. The data points of Engel et al. [2009] and MIPAS data are
consistent within their errors; the linear regression lines, however, show an offset of
about 0.3 years. While, in general, a bias between the balloon-borne and satellite-
borne data cannot be excluded, it must be kept in mind, that the regression line of
the Engel et al. [2009] data set represents the period 1975 to 2005, while the regres-
sion line from the MIPAS data set represents the period 2002 to 2010. The linear
term provided a trend of 0.70 ± 0.08 years per decade (orange solid line) which
is—considering the 2σ error bars—only slightly larger than the trend derived by
Engel et al. [2009] (green dashed line). However, in contrast to Engel et al. [2009],
this trend is significantly distinct from zero and not consistent to model results. Due
to its vertical resolution, MIPAS provides also a picture on the variation of the trend
with altitude (Fig. 32.7). In Fig. 32.7 the trend for Northern midlatitudes, this time
30–50°N, is shown; it is always positive and largest at the lowest altitude at about
17 km; there are two ranges to be separated—below 20 km and above 23 km with
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Fig. 32.7 Vertical profile of
the midlatitudinal age of air
trend, this time for 30–50°N
from MIPAS, compared to
the trend derived by Engel et
al. [2009] (in red)

a transition zone of 20 to 23 km in between—which coincide well with the shallow
and the deep branch of the Brewer-Dobson circulation. In both ranges the trends de-
crease with altitude; above 30 km the trend is no longer distinct from zero within the
1 − σ uncertainty. It is to be noted that due to the MIPAS measurement period this
trend describes the declining phase of the solar cycle from maximum to minimum
only, so that any impact of the solar cycle on the stratospheric circulation cannot be
separated. A longer time series would be necessary for this.

32.5 Impact of the Solar Cycle on Age of Air Observations

Since SF6 is destroyed in the mesosphere by electron capture processes, the meso-
spheric loss should in principle depend on the availability of electrons in the meso-
sphere, which in turn depends on energetic particle precipitation. We expected to
observe signals of mesospheric SF6 destruction in subsided air originating from
the mesosphere. Therefore we analysed time series of SF6 anomalies (with re-
spect to October 4, 2003 as reference day) in correlation with CO time series for
the Arctic winter 2003/2004, in particular during the Solar Proton Event (SPE) in
Oct/Nov 2003, and during the episode of strong subsidence in late winter 2004 (see
Fig. 32.8, left). CO is in principle an excellent tracer for subsided mesospheric air
(see Fig. 32.8, right). For the altitudes covered by MIPAS SF6 data, however, i.e.
below 1000 K, the signal of downward transport in the CO data is not very clear.
Comparing the SF6 time series with CO time series below 1000 K, we can mainly
identify the effect of the mid-winter major warming when CO-rich, SF6-rich air was
transported into lowest altitudes (see around day 85 for SF6 and around Jan 1, 2004
for CO, respectively). Direct effects of the SPE event or the strong subsidence at
higher altitudes in Jan-Mar 2004 do not reach the lower stratosphere, according to
the CO time series. The SF6 enhancements during the SPE (days 25–31) and the de-
crease afterwards (until day 80) are not yet understood and contradict expectations.
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Fig. 32.8 Left: Time series of SF6 differences (averaged over 60° to 90°N equivalent latitudes)
relative to SF6 on October 4, 2003 (reference day) for different potential temperature levels as
indicated; the Halloween Solar Proton Event was on days 25 to 31 (October 29 to November 4);
the major warming was between day 80 and 103; the strong subsidence in late winter was after
day 103. Right: CO time series (averaged for 60° to 90°N equivalent latitudes) from Oct 1, 2003 to
March 25, 2004

We concluded therefore that the SF6 data derived so far are of insufficient qual-
ity since they do not cover the upper stratosphere, and thus do not allow to derive
conclusive results on the dependence of mesospheric loss processes on the solar ac-
tivity. Further improvements of the SF6 retrievals to provide age of air of the upper
stratosphere are under way.

32.6 Alternative Age of Air Tracers

32.6.1 Balloon-Borne In-situ Measurements

Due to the problems associated with the use of SF6 and CO2 as age tracers, the
suitability of other very long-lived tracers for the determination of mean age was
investigated. Possible other tracers should have no (or negligible) chemical sinks in
the middle atmosphere and a well documented long term steady increase, which in
an ideal case should be linear over a period of about 20 years. Possible tracers which
may fulfil these criteria include perfluorocarbons and highly fluorinated chloroflu-
orocarbons like e.g. CF4, C2ClF5 (CFC-115) and C2F6 (CFC-116). In particular,
CF4 is considered as another potential long-lived tracer for estimating the age of
stratospheric air, with a tropospheric increase of about 1 % (or 1 pptv) per year
(known from ground-based in-situ observations), a tropospheric burden of about
80 pptv, and an atmospheric lifetime of about 50.000 years. A gaschromatogra-
phy/mass spectrometry (GC/MS) system capable of measuring these compounds
has been established at the University of Frankfurt. The new GC/MS system was set
up with a cryogenic preconcentration unit which is based on the use of a chromato-
graphic packing material (HayeSep D) held at −70 °C as trapping material in com-
bination with a special chromatographic column (GasPro) which allows for a good
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Fig. 32.9 Profiles of C2F6 (CFC-116) and C2ClF5 (CFC-115) obtained from the balloon flight on
June 8, 2005

separation of low boiling halocarbons. With this method both C2F6 and CFC-115
(C2F5Cl) could be separated well from possible interfering peaks, and in addition
even CF4 (which has an even higher volatility) could be measured. A test of the
reproducibility for these low boiling compounds is still pending, as is a calibration
of our standard gases. Other species, however, show reproducibilities in a similar
set-up of better than 0.3 %.

Vertical profiles of some of the tracers have been measured on the samples col-
lected during two balloon flights from Teresina, Brazil (5°S) on June 8 and June
25, 2005. The analytical system was not optimal at the time of the measurements.
Figure 32.9 shows the profiles of C2F6 (CFC-116) and C2ClF5 (CFC-115) obtained
from this balloon flight.

32.6.2 Global Satellite Observations

CF4 is another tracer which can be measured by infrared remote sensing. Due to its
long atmospheric lifetime and, thus, almost constant vertical profile, it can provide
information of the stratospheric mean age particularly at altitudes where SF6 failed
so far to provide reliable data, i.e. above appr. 40 km. CF4 has been demonstrated
to be available from infrared remote sensing instruments by Zander et al. [1996]
and von Clarmann et al. [1995]. Recently Rinsland et al. [2006] have shown that
the derivation of a stratospheric trend of CF4 is possible from satellite infrared ob-
servations. Figure 32.10 shows the distribution of CF4 as derived from MIPAS for
September 2003 (from 9 days analysed). The distribution in the upper stratosphere
is rather homogeneous, as expected, with a volume mixing ratio of about 65 pptv.
Tropospheric volume mixing ratios are at maximum around 74 pptv. An artefact be-
tween 60°S and 80°S could be traced back to retrieval problems in the polar vortex
boundary caused by strong horizontal temperature gradients; the retrieval set-up has
meanwhile been improved with respect to this point. The retrieval error due to mea-
surement noise for a single profile is about 3 % between 20 and 45 km, increasing to
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Fig. 32.10 Zonal mean
distribution of CF4 (CFC-14)
derived from 9 days of
MIPAS data in September
2003

8–10 % above and below, i.e. moderate averaging can provide a data set sufficiently
precise to derive age of air from the data. A larger data set of CF4 is currently pro-
duced, from which the tropospheric increase and the atmospheric lifetime of CF4,
and finally the age of air above 40 km will be derived.

32.7 Summary and Conclusions

The work presented in this paper had three foci related to stratospheric circulation
and the mean age of stratospheric air. First, long-term time series of mean age of
stratospheric air for Northern midlatitudes have been derived from air-borne in-situ
observations of CO2 and SF6, and from satellite-borne global SF6 observations. For
the 30-year age of air time series from in-situ observations, archived atmospheric
air samples collected during the period 1975 to 2005 have been reanalysed in a self-
consistent way in order to exclude any inconsistencies due to data processing. The
satellite data are from MIPAS on Envisat, which is a mid-infrared limb emission
sounder with global coverage. SF6 global distributions have been derived for the
lower and middle stratosphere up to about 40 km. The 30-year in-situ time series
provided a trend for the 30–50°N middle stratosphere (above 30 hPa) of 0.24 ± 0.22
years per decade. The 8-years time series from MIPAS observations covering 2002
to 2010 gave a vertically resolved trend for the same altitude range between 0.44
± 0.04 and 0.0 years per decade, which is significantly (within 1σ ) positive below
30 km. Both observational results are in contradiction to model simulations (or at
least to their upper limits, in case of the in-situ time series) which have consistently
produced a negative trend of mean age for the last decades.

A second focus of this work was related to the impact of solar variability. We
searched for observational indications that the Brewer-Dobson circulation may vary
with the solar cycle as indicated by e.g. Labitzke [1987]. Regarding this point, it has
to be distinguished between real change of the circulation and change of apparent
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age of air. The latter may be produced by the mesospheric sink of SF6 by reacting on
the electron densities in the mesosphere which are influenced by energetic particle
precipitation which in turn varies with the solar cycle. Although the impact of the
mesospheric sink on real versus apparent age of air from SF6 could be quantified, no
clear indication has been found for a systematic trend from solar maximum to solar
minimum of real nor apparent age of air on the basis of the current data set. The
data quality and temporal coverage of SF6 observations from MIPAS needs to be
improved in the upper stratosphere to answer this question; extension of the MIPAS
age of air data set towards the next solar maximum and to the upper stratosphere is
under way.

The third and last focus of the project was on the development of alternative age
of air tracers which have not the shortcomings of CO2 (seasonal variation and in-
terannual variability in growth rates) or SF6 (mesospheric sink). The feasibility to
measure several other tracers by in-situ measurements has been investigated, and
C2F6 and CF4 turned out to be very promising. For infrared remote sensing obser-
vations as from MIPAS, CF4 is also a favourable tracer and can be derived with high
precision. The work towards assessment of age of air from CF4 will be continued in
future.
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CTM Chemistry and Transport Model
DFG Deutsche Forschungsgemeinschaft
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626 Acronyms and Abbreviations

DLR Deutsches Zentrum für Luft- und Raumfahrt
ECHAM5-MESSy atmospheric chemistry general circulation model Modular

Earth Submodel System
ECMWF European Centre for Medium-Range Weather Forecasts
EEP Energetic Electron Precipitation
EISCAT European Incoherent SCAtter
EMAC ECHAM5-MESSy Atmospheric Chemistry
ENVISAT ENVironmental SATellite
ENSO El Niño/Southern Oscillation
EOF Empirical Orthogonal Function
EPP Energetic particle precipitation
ERA ECMWF reanalysis
ESA European Space Agency
ESR EISCAT Svalbard Radar
EUV Extreme UltraViolet
FZJ Forschungszentrum Jülich
GCM General Circulation Models
GCR Galactic Cosmic Ray
GEANT GEometry ANd Tracking, Monte Carlo Toolkit for particle sim-

ulations (provided by the CERN)
GEC Global Electric Circuit
GFZ Deutsches GeoForschungsZentrum Potsdam
GHG Greenhouse Gas
GNSS Global Navigation Satellite System
GOES Geostationary Operational Environmental Satellite
GOME Global Ozone Monitoring Experiment
GOMOS Global Ozone Monitoring by Occultation of Stars
GPS Global Positioning System
GRACE Gravity Recovery And Climate Experiment
GSWM Global Scale Wave Model
GW Gravity Wave
GW-CODE Gravity Wave coupling processes and their decadal variation
GWD Gravity Wave Drag
HALOE Halogen Occultation Experiment
HAMMONIA HAMburg Model Of the Neutral and Ionized Atmosphere
HELIOCAUSES Energetic particle transport in the atmosphere and environment

of the Earth, cosmic rays, solar energetic particles, heliospheric
and atmospheric transport

HEMT High Electron Mobility Transistor
HEPPA High Energy Particle Precipitation in the Atmosphere
HIRDLS High Resolution Dynamics Limb Sounder
HME Hough Mode Extension
HYDOX Response of Atomic Hydrogen and Oxygen to Solar Radiation

Changes: Measurements and Simulations
IAP Leibniz Institute of Atmospheric Physics in Kühlungsborn
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IGRF International Geomagnetic Reference Field
IHY International Heliospheric Year
IMK Institut für Meteorologie und Klimaforschung
IPCC Intergovernmental Panel on Climate Change
IR InfraRed
ISCCP International Satellite Cloud Climatology Project
ISR Incoherent Scatter Radars
ISSI International Space Science Institute
KASIMA Karlsruhe Simulation Model of the middle Atmosphere
KIT Karlsruhe Institute of Technology
KMCM Kühlungsborn Mechanistic General Circulation Model
LIMA Leibniz-Institute Middle Atmosphere model
LTE Local Thermodynamic Equilibrium
MAARSY Middle Atmosphere Alomar Radar System
MAECHAM5 Middle Atmosphere version of ECHAM5
MAIONO Middle Atmosphere IONisation by energetic particles
MANOXUVA Middle Atmosphere NOx variations and solar UV VAriability:

Examples to study mesospheric/stratospheric coupling and the
impact of solar variability on stratospheric ozone

MESSy Modular Earth Submodel System
MF Medium Frequency
MICHAELA Laboratory experiments on the microphysics of electrified

clouds droplets
MIPAS Michelson Interferometer for Passive Atmospheric Sounding
MLS Microwave Limb Sounder
MLT Mesosphere/Lower Thermosphere
MPS Max-Planck-Institut für Sonnensystemforschung
MR Meteor Radar
NAM Northern Annular Mode
NAO North Atlantic Oscillation
NASA National Aeronautics and Space Administration
NAT Nitric Acid Trihydrate
NCAR National Center for Atmospheric Research
NCEP National Centers for Environmental Prediction
NDACC Network for Detection of Atmospheric Composition Change
NH Northern Hemisphere
NLC Noctilucent Cloud
NMT-MLT Seasonal and interannual variability of nonmigrating tides in the

mesosphere and lower thermosphere
NOAA National Oceanic and Atmospheric Administration
NRLMSISE US Naval Research Laboratory—Mass Spectrometer and Inco-

herent Scatter Radar
PMC Polar Mesospheric Clouds
PMSE Polar Mesosphere Summer Echoes
PMWE Polar Mesospheric Winter Echoes



628 Acronyms and Abbreviations

POAM Polar Ozone and Aerosol Measurement
POES Polar Orbiting Environmental Satellites
ProSECCO Project on Solar Effects on Chemistry and Climate Including

Ozean Interactions
PSC Polar Stratospheric Clouds
PW Planetary Waves
QBO Quasi-Biennial Oscillation
RMR Rayleigh-Mie-Raman
SABER Sounding of the Atmosphere using Broadband Emission Ra-

diometry
SACOSAT Sun driven Atmospheric Change Observed by ground based

Stations in the Arctic and Tropics
SAGACITY SAtellite and model studies of GAlactic cosmic rays and Clouds

modulated by solar activITY
SBUV/TOMS Solar Backscatter in the Ultraviolet, Total Ozone Mapping Sys-

tem
SCIAMACHY Scanning Imaging Absorption spectroMeter for Atmospheric

CHartography
SCOSTEP Scientific Committee on Solar-Terrestrial Physics
SEM Space Environment Monitor
SH Southern Hemisphere
SICMA Solar variability impacts on the chemical composition of the

middle atmosphere: measurements and model predictions
SME Solar Mesosphere Explorer
SMR Sub-Millimetre Radiometer on ODIN
SNR Signal-to-Noise Ratio
SOLEIL SOLar variability and trend Effects in Ice Layers
SOLIVAR Models of SOLar total and spectral Irridiance VARiability for

climate studies
SOLOZON Solar irridiance variability on hourly to decadal scale from

SCIAMACHY and its impact on middle atmospheric ozone and
ozone-climate interaction

SOLSTICE Solar-Stellar Irradiance Comparison Experiment
SORACAL Solar Radiation Perturbations on the Coupling of Atmospheric

Layers
SOTIVAR Solar contribution to the variability of middle atmosphere solar

tides in their interaction with zonal-mean-flow variations, plan-
etary waves and gravity waves

SPARC Stratospheric Processes And their Role in Climate
SPE Solar Proton Event, depending on context also Solar Particle

Event
SSI Solar Spectral Irradiance
SST Sea Surface Temperature
SSU Stratospheric Sounding Units
SSW Sudden Stratospheric Warming
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TEC Total Electron Content
TID Traveling Ionospheric Disturbance
TIDI TIMED Doppler Interferometer
TIME-GCM Thermosphere Ionosphere Mesosphere Electrodynamics Gen-

eral Circulation Model
TIMED Thermosphere, Ionosphere, Mesosphere Energetics and Dy-

namics
TOMS Total Ozone Mapping System
UARS Upper Atmosphere Research Satellite
UBIC University of Bremen Ion Chemistry model
UHF Ultra High Frequency
UT Upper Troposphere or Universal Time depending on context
UTC Coordinated Universal Time
UV UltraViolet
VHF Very High Frequency
WACCM Whole-Atmosphere Community Climate Model
WMO World Meteorological Organization



Index

0–9
10.7 cm solar flux, 575
11-year solar cycle, 545, 593
11-year sunspot cycle, 575
27-day solar cycle, 374
27-day variability, 591
5-d planetary wave, 139

A
ACE-FTS (Atmospheric Chemistry

Experiment Fourier Transform
Spectrometer), 420

Acousto-Optical Spectrometer, 131
AIMOS, 223, 224, 226, 229, 230, 236, 241,

260, 278, 372
sorting algorithm, 224

Alternative age of air tracers, 618
ARIS, Alpine Radiometer Intercomparison at

the Schneefernerhaus, 141
Atmosphere-ocean coupling processes, 458
Aurora, 223, 236, 276
Auroral oval, 224, 225, 276
Auroral particles, 276
AWIPEV, 126

B
B2dM: Bremen 2-dimensional model, 278
B3dCTM: Bremen 3-dimensional Chemistry

and Transport Model, 279
Balloon-borne in-situ measurements, 605
Berger–Seltzer, 226
Bethe–Bloch, 226
Bremsstrahlung, 226
Brewer-Dobson circulation, 306, 606

C
C2ClF5 (CFC-115) and C2F6 (CFC-116), 618

Catalytic ozone loss, 276, 368
CCM, 543
CF4, 619
CFC’s, 133
CHAMP satellite, 191, 239, 494
Chapman cycle, 133
Chemical transport model, 152, 250
Chemistry-Climate Model, 543, 605
Chlorine activation, 287
CLaMS, 250
Climate change, 306, 444
Cloud droplets

charge effects, 95, 97, 100
heterogeneous nucleation, 102
homogeneous nucleation, 95
scavenging of aerosols, 97
vapor pressure, 100

CO2 and SF6, 606
Contact freezing, 102
Contact nucleation, see Contact freezing
Coronal mass ejection (CME), 224, 276, 367
Correlation of ice parameters, 325
Cosmic rays, 260
COSMOS, 445
Cryogenic whole air sampler, 608
CTM-B, 279
Cusp density anomaly, 195

D
Dalton Minimum, 559
Data assimilation, 151
DFG: Deutsche Forschungsgemeinschaft, 280
Digital fast Fourier transform spectrometer,

131
Direct effect of particle precipitation, 277
Downward transport, 261
Dynamical effects, 475
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E
ECHAM5, 447, 589
ECMWF, 318
EDB, see Electrodynamic balance
Eddy viscosity, 472
EISCAT, 223, 229, 230, 236
EISCAT_3D, 236, 243
Electrodynamic balance, 93
Electrodynamic levitation, 93
Electron density, 412
Energetic Electron Precipitation (EEP), 276
Energetic particle precipitation (EPP), 248,

598
ENSO, 597
Envisat, 367, 605
Equivalent summer duration (ESD), 533
European Incoherent SCATter radar, 236

F
FAC, field-aligned current, 195
Freeze drying, 318

G
G-distribution of PMC, 322
Galactic cosmic rays, 90
Gaschromatography/mass spectrometry

system, 618
GCM, 543
GCR, see Galactic cosmic rays
GCR galactic cosmic rays, 276
GEANT 4, 226
GEC, see Global electric circuit
General Circulation Model, 543
Geomagnetic activity, 225, 226, 305
Geomagnetic disturbance, 224
Geomagnetic index, 420
Geomagnetic storms, 276
Global electric circuit, 91
GOES, 224, 229
GOME, 153
GPS radio occultation, 207
Gravity wave dissipation, 470
Gravity wave drag, 269, 470
Gravity waves (GW), 410, 467
Gravity wave heating/cooling, 470
Gravity wave spectrum, 473
Gravity wave trends, 532
Gulf-Stream, 460

H
H2O2, 263
Halloween storms, 249, 302
HAMMONIA, 223, 224, 226, 229, 231, 236,

241, 589

HEPPA, 224, 251, 260, 266, 277, 281
HNO3, 273
HNO3, N2O5, and ClONO2, 271
HOx, 303
Holocene, 565
Hough Mode Extension (HME), 489
HOx, 140
HOx = H, OH, HO2, 276

I
Ice layer trends, 333
Ice particle growth, 320
Ice particle lifetime, 320
Ice particle radius, 320
Ice particle trajectory, 320
Incoherent scatter radar, 236
Indirect effect of particle precipitation, 277
Infra-red limb emission spectrometer, 608
Ion drag, 472
Ionization rate, 260, 303
Ionosphere, 207
IRF Kiruna, 126

J
Joule heating, 200, 476

K
KASIMA, 250, 261, 265
Kinetic energy, 415
KIT Karlsruhe, 125

IMK, 125, 416
Kühlungsborn Mechanistic General

Circulation Model, 369
Kuroshio, 460

L
LIMA model, 279
Little Ice Age, 543
Lyman α, 318, 413

M
Magnetosphere, 302
Magnetospheric electrons, 224
Magnetospheric particles, 225
Major Midwinter Warmings, 573
Major stratospheric warming, December 2003,

294
Maunder Minimum, 558
Mean age,

of stratospheric air, 605
long term trend of, 611

Mean meridional circulation, 306
Mérida, 126
Pico Espejo, 126
Universidad de los Andes, 126



Index 633

Meridional circulation, 606
Mesopause region, 318
Mesosphere, 318, 615
Mesospheric instability, 536
Mesospheric sink of SF6, 607
Mesospheric water vapor, 318
MESSy, 302
Meteor radar, 411
MF radar, 410
MgII index, 374
Microphysics of ice formation, 318
Microwave Limb Sounder (MLS), 369, 418
Middle atmosphere waves, 519
Millimeterwave measurements, 127

KIMRA, 129
MIRA2, 128
MIRA5, 131
OZORAM, 126, 127
WARAM, 130
WARAM2, 130

MIPAS, 277, 304, 605
MIPAS on ENVISAT, 248, 260
MLT, 318
Molecular viscosity, 472
Monte-Carlo simulation, 224, 226
Multiple scattering, 226

N
NAO, 458, 564
NDACC, 127
Negative ion chemistry, 285
Nitric oxide NO, 418
NOx, 140, 303
NOx from EPP, 256
NOx intrusion, 252
NOy, 257
Noctilucent cloud (NLC), 318, 366
Non-LTE, 430
Nonlinear saturation, 471
Nonmigrating tides, 482
Northern Annular Mode (NAM), 159, 310, 555
NOx = N, NO, NO2, 276
NOx/HOx increase, 276

O
O3-VMR

mesospheric, 134
diurnal, 135, 137, 138

stratospheric
diurnal, 135

Ocean currents, 460
Ozone, 150, 303
Ozone, zonally asymmetric component, 444

Ozone Hole, 150
Ozone loss, 254, 258
Ozone-depleting substances, 606

P
Pacific ocean, 597
Particle precipitation, 302
Planetary waves, 150, 444
PMSE, 236, 241
PMWE, 242
POES, 224, 229, 230
Polar cap, 223, 225, 276
Polar mesospheric clouds (PMC), 318
Polar summer mesopause, 366
Polar Vortex, 560
Precipitating particles, 223

Q
Quasi-biennial oscillation (QBO), 575
Quasi-two day waves (QTDW), 535

R
Radiation belt, 276
Radiative damping, 473
Retrieval procedure, 264
Riometer, 421
Ripples, 518, 520

S
Satellite observations, 605
SBUV, 151, 318, 367
SBUV albedo, 334
SCIAMACHY, 153, 367
Sea-ice thickness, 461
Secondary maximum, 595
SEP, 223
SF6, 273
SF6 and CO2 observations, 607
SIC: Sodankylae ion chemistry model, 282
Solar activity, 412
Solar cycle, 164, 412, 607
Solar energetic particles, 223, 226
Solar flare, 276
Solar flux influences, 529, 531
Solar irradiance: secular change, 28, 30, 31
Solar proton events (SPE), 140, 161, 251, 259,

276, 303, 366, 420
Solar protons, 223
Solar Rotational Cycle, 550
Solar rotational variability, 591
Solar spectral irradiance (SSI), 20, 26, 27, 32
Solar UV radiation, 26, 27, 32
Solar wind, 276, 302
Southern Annular Mode (SAM), 555
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Spectral Solar Irradiance, 548
Spitsbergen

Ny Ålesund, 126
Sporadic E layers, 207, 208
Stratopause, 418
Stratosphere, 574

inter-annual variability, 573
Stratosphere-troposphere interaction, 445
Stratospheric polar vortex, 445, 614
Stratospheric transport, 605
Stratospheric warming, 142, 269, 417
Substorm, 230
Summer length, 534
Sunspot area, 28, 32
Sunspot number, 28, 31
Superposed epoch analysis, 375

T
Temperature trends, 318, 330, 529

stratosphere, 577
TEP, 228
The Coupled Middle Atmosphere

Thermosphere Model, 473
Thermal conduction, 476
Thermosphere, 190
Tides in NLC, 324

TIME-GCM model, 421, 497
TIMED satellite, 483
Total electron production, 228
Total solar irradiance (TSI), 20, 22, 32, 542
Traveling ionospheric disturbances, 469
Tropical upwelling, 606
Troposphere, 92
Turbopause, 525
Turbulence, 412
Turbulent energy dissipation rate, 417
Twofold regression, 414

U
UBIC: University of Bremen Ion Chemistry

model, 280
Universität Bremen—IUP, 126
University of Bremen Ion Chemistry model,

372

W
WACCM, 420
Water cluster ions, 266
Water vapor trends, 329
Wave ranking, 519
Wind-driven ocean currents, 458
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