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Every week, we post short commentaries on the RFF website,  www.rff.org/
weeklycommentary, that provide our readers with an easy means of learning about 
how policies work to control, to better and worse extents, some of the most chal-
lenging climate, energy, environmental, transportation, and public health problems 
of our time. Written mostly by economists, the commentaries serve to disseminate 
important research findings and expert judgment. They are nontechnical and enable 
the reader to quickly grasp the key points and background about a particular policy 
topic and learn from the insights of a leading expert.

We decided to collect the commentaries in book form not just for the old-fashioned 
pleasure of seeing them in print, but also for the most 21st-century reason: to deal with 
the information overload we all face and the lack of an easy place to turn to for answers. 
We may be well versed or even experts in our given fields, but there are many gaps in 
our knowledge about related fields and useful insights can often be gleaned from policy 
experience in other contexts. 

Professors looking to update their course syllabi, students and reporters looking for 
background information, and business and policy professionals just trying to stay ahead 
of the curve should find these commentaries valuable. We also hope our readers share 
our intellectual curiosity; time and again, we came away edified about a problem or an 
idea we’d never considered before. 

We cast a global net, looking at how congestion pricing works in London, malaria 
control is achieved in Africa, and emissions allowance auctions are designed in the 
United States. Some of the commentaries deal with international or transboundary 
policy problems, such as stratospheric ozone, and others dwell on national policy issues 
that are common to many countries, such as overharvesting of fish stocks.

Some commentaries are specifically focused on the United States, though they still 
provide useful insights for other countries. These offer an overview of various federal 
regulatory programs and how they might be reformed, including the Endangered Spe-
cies Act, control of hazardous wastes and power plant emissions of sulfur dioxide, man-
agement of flood insurance and forest fires, and food safety regulation.

Rather than evaluating specific programs, some commentaries provide background 
on the seriousness of policy problems, broad trends in the form of policy interventions 
over time, or technologies that might be developed to help address them. 

KEY tHEMEs 
A key theme of the commentaries is the potentially critical role of careful economic 
analysis in helping to understand complex policy questions and hence aid in policy 
reform. 

Some essays confirm a case for a particular policy or policy change on cost–benefit 
grounds. For example, the economic case for higher fuel taxes is well established. How-
ever, an alternative approach—specifically, policies to encourage automobile insurance 
companies to offer premiums that vary in direct proportion to vehicle mileage (in place 
of the current system of lump-sum insurance premiums)—would also generate substan-
tial economic benefits, but without a large transfer of revenue to the government. 

In other cases, economic analysis is valuable in informing about the extent of unin-
tended policy consequences. For example, restrictions in the number of days vehicles 
can be driven in city centers appear to be an ineffective way to improve urban air qual-
ity, at least in Mexico City, because any gains in pollution are offset by increased use of 
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secondary vehicles, as people attempt to circumvent driving 
restrictions. And advisories warning about mercury levels in 
fish have public health benefits from reduced consumption 
of contaminated fish, but these benefits appear to be offset 
because alerts lead to reduced consumption of all fish (rather 
than just high-mercury fish alone), thereby forgoing some of 
the health benefits from moderate fish consumption.

Understanding about the wide-ranging issues covered in 
this book is not just interesting for its own sake. Increasingly, 
issues in different fields are becoming related in one way or 
another. For example, it is useful for the climate economist 
to understand policy issues affecting the transport sector, like 
congestion pricing, fuel taxes, and fuel economy standards, as 
these policies have implications for the effects and costs of 
national-level greenhouse gas control programs. In the same 
light, biologists grappling with natural resource management 
issues can gain insights from innovative land management 
programs, voluntary pollution control efforts, and the use of 
satellite data.
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Part 1
Global Environmental Challenges

1

It is difficult to imagine a more challenging policy problem than global climate 
change. The appropriate goals of climate policy, and which countries should be held 
the most responsible for reducing greenhouse gases, are highly contentious. On top of 
this, there are many complicated issues in the design of domestic climate policy for a 
country like the United States.

The commentaries in this first section touch on a variety of climate policy issues. 
At the international level, these include the implications of delayed participation by 
developing countries in international emissions control agreements, the design of glob-
ally efficient policy architectures that take into account political constraints, incentives 
to comply with international agreements, the monitoring of climate-related trends, 
lessons from emissions trading to date in Europe, and the successful phasing out of 
ozone-depleting chemicals.

At the domestic level, issues covered include design provisions in prospective U.S. 
climate legislation, the choice among emissions control instruments, to what extent 
supplementary policies to promote clean fuels and clean technology innovation are 
warranted, how allowance auctions in a cap-and-trade system might be designed, and 
measures to deal with the risk that energy-intensive capital will migrate to countries 
with no emissions controls. 

Additional issues include the case for, and practicality of, incorporating the forestry 
sector into climate programs, and the possibility of allowing firms to offset their carbon 
dioxide emissions by funding projects to reduce greenhouse gases in other sectors of the 
economy or in other countries. Two commentaries discuss one of the most important 
issues in assessing the economically efficient stringency of climate policy, namely the 
rates at which future damages from climate change should be discounted. Also included 
is a discussion of the expected risks posed by sea-level rises and how to adapt to them. 



1. stabIlIzIng atmosPherIC Co2  
wIth InComPlete InternatIonal  
CooPeratIon

The urgency of bringing large emitters in the developing world into an interna-
tional agreement to control greenhouse gases critically depends on the ultimate 
goals of climate policy. Under modest, rather than aggressive, climate stabilization 
targets, early participation is less critical as there is much greater scope to offset 
delayed participation through greater abatement in wealthy countries and more 
global abatement later in the century.

Most policymakers concerned about global warming have in mind some ultimate 
objective for limiting the amount of projected climate change, or atmospheric carbon 
dioxide (CO

2
) accumulations. Much of the debate has focused on climate stabilization 

targets consistent with limiting CO
2
 concentrations to either 450 parts per million by 

volume (ppmv) or 550 ppmv (currently, CO
2
 concentrations are 385 ppmv, compared 

with preindustrial levels of about 280 ppmv). According to the Intergovernmental 
Panel on Climate Change, these stabilization targets are consistent with keeping even-
tual mean projected global warming to about 1.5oC and 2.5oC above current levels, 
respectively (this would be on top of temperature rises of about 0.75oC over the last 
century).

Economists and climate scientists have developed a number of models to estimate 
global emissions prices that are consistent with ultimately stabilizing atmospheric CO

2
 

concentrations at these target levels and minimizing the global burden of mitigation 
costs over time. To carry this out requires a uniform price on emissions from differ-
ent regions within a given year (to equalize marginal abatement costs across different 
countries). The emissions price must also rise at roughly the rate of interest (about 
5 percent) over time (to equate the discounted marginal abatement costs at different 
points in time).

However, it is unlikely that the world will address climate change in this wholly 
cooperative fashion—more likely, it will be years before developing countries are 
willing to comprehensively price their emissions, and even when they do, it may be 
at a lower rate than prevailing in the European Union and United States. How much 
of a problem is delayed participation by developing countries in terms of raising the 
overall burden of global mitigation costs, and what does this imply for appropriate 
near-term emissions pricing goals for the United States, if eventual targets for global 
stabilization are still to be met?

To explore these questions, we used our MiniCAM model and the following as-
sumptions: that industrialized countries impose a common emissions price in 2012, 
China joins the agreement at a later date, and other countries join whenever their per 
capita income reaches that of China at the time of China’s accession into the emis-
sions control agreement. In one scenario, countries entering into the control regime 
would immediately price emissions at the same level as in industrialized nations, while 
in another case the emissions price for late entrants into the agreement converges 
gradually over time to the price in industrialized countries.

The model is designed to examine long-term, large-scale changes in global and 
regional energy systems in response to carbon policies. Given the many uncertain-
ties—such as the costs of future emissions-reducing technologies (for example, nu-
clear power, carbon capture, and storage technologies) and emissions growth in the 
absence of controls (which is highly sensitive to assumed population and productiv-
ity growth)—the predictions should not be interpreted literally. But the results do 
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provide some flavor for the proportionate increase in global 
abatement costs, and in required U.S. emissions pricing, due 
to delayed developing country participation.

We started with the more moderate climate stabilization 
target for CO

2
 of 550 ppmv. In the ideal case, with full and 

early emissions pricing by all countries, global emissions and 
emissions in the United States rise above current levels be-
fore peaking around 2035 to 2050, and progressively decline 
thereafter. Global emissions prices rise to about $6 per ton of 
CO

2
 (in current dollars) in 2025 and to about $20 per ton by 

2050. By midcentury, annual global gross domestic product 
(GDP) losses are 0.2 percent (most other models also suggest 
global GDP losses of less than 1 percent by midcentury under 
this stabilization target).

With delayed participation, even if China joins between 
2020 and 2035, the implications for emissions pricing in de-
veloped countries can be significant but are not that dramatic 
under the 550 ppmv stabilization goal. Compared with the 
globally efficient policy (with a globally harmonized emis-
sions price at all times), near-term emissions prices in de-
veloped countries rise from between a few percent and 100 
percent under the different scenarios, and discounted global 
abatement costs are higher by about 10 to 70 percent.

Emissions pricing policies implied by the 450 ppmv target 
are far more radical. Under globally efficient emissions pric-
ing, CO

2
 prices rise to about $35 per ton by 2025 and about 

$130 per ton by midcentury, while global and U.S. emissions 
are roughly 5 percent and 40 percent below 2000 levels in 
2025 and 2050, respectively. Global GDP losses approach 2 
percent by midcentury.

Moreover, the 450 ppmv concentration is so close to pres-
ent-day levels, and demand for fossil fuels is rising so rapidly 
in developing nations, that delayed participation has severe 
consequences for early participants in this case. Developed 
countries would have to achieve a reduction of more than 
85 percent (relative to 2005 emissions) in 2050 to stabilize 
CO

2
 at 450 ppmv if developing countries don’t begin par-

ticipating until 2020. Even more drastic reductions would be 
required if the delay is longer. Discounted global abatement 
costs are anything from about 30 to 400 percent higher than 
under globally efficient pricing in most cases, and near- and 
medium-term emissions prices can be 10 times larger with 
China’s accession delayed until 2035.

Why does delayed participation matter so much in one 
stabilization scenario, but not the other? Under the less strin-
gent concentration target, there is much greater flexibility for 
offsetting delayed emissions reductions in developing coun-
tries through greater abatement by all countries later in the 
century. In contrast, to prevent CO

2
 concentrations from ris-

ing above 450 ppmv (present levels are already more than 
380 ppmv), the remaining emissions that can be released by 
all countries in the world, without exceeding that limit, are 
so limited that forgone emissions reductions in nonpartici-
pating countries must be largely made up by far more ag-
gressive reductions in participating nations. In other words, 
there is little opportunity to catch up later. The problem is 
compounded by emissions leakage as rapidly declining fuel 
demand in developed countries exerts downward pressure on 
global fuel prices, which in turn makes fuel use and emissions 
an economically more attractive option in countries without 
mitigation policies.

Perhaps not surprisingly, the urgency of widespread par-
ticipation in international emissions agreements hinges criti-
cally on the appropriate long-term climate stabilization target. 
Unfortunately, there are also strong incentives for countries to 
be “free riders,” to benefit from others’ emissions mitigation 
efforts without undertaking their own mitigation.

In the globally efficient policy, developing countries bear 
about 70 percent of discounted abatement costs out to 2100 
(as their emissions in the absence of controls expand rapidly 
relative to those in developed countries). However, developed 
countries bear “only” about 20 to 35 percent of global abate-
ment costs when China’s accession occurs in 2035 and new 
entrants face lower starting prices. Side payments and other 
types of compensation could create incentives for earlier ac-
tions in developing regions. However, agreeing on who gets 
what level of compensation will, almost certainly, be highly 
contentious.

Further Reading
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2. a PragmatIC global  
ClImate PolICy arChIteCture

This commentary summarizes a proposed international architecture for global climate 
policy that takes into account a variety of likely political constraints. These include, for 
example, limits on the burden borne by individual countries and the reluctance of de-
veloping nations to make commitments without aggressive action to cut emissions in the 

United States.

Before the 15th Conference of the Parties took place in Copenhagen, many ob-
servers questioned the likelihood that much of substance would happen, much as they 
have many times before.  

In fact, a key weakness of the first attempt to coordinate international climate 
policies was its lack of credible emissions targets—most countries failed to commit to 
emissions targets under the 1997 Kyoto Protocol, and many of those that did ratify are 
expected to exceed their targets for the first commitment period, 2008–2012. These 
considerations underscore the critical need to develop a global climate policy archi-
tecture that takes political realities into account.

Although there are many ideas for developing a successor to the Kyoto Protocol, 
the existing proposals are typically based on just one or two of the following factors: 
science (capping global carbon dioxide [CO

2
] concentrations at 450 parts per million 

[ppm]); equity (allocating equal emissions per capita across countries); or economics 
(weighing the economic costs of aggressive short-term cuts against the, albeit specula-
tive, long-term environmental benefits). Our proposal for emissions reductions takes 
these considerations into account but is more practical because it is based heavily 
on politics. Although it accepts the framework of national targets for emissions and 
tradable permits, it also attempts to solve the most serious deficiencies of the Kyoto 
agreement: the need for long-term targets, the absence of participation by the United 
States and developing countries, and the incentive for countries to fail to abide by 
their commitments. 

PoLItIcaL constraInts
In our judgment, any future climate agreement must comply with six important po-
litical constraints. 

First, aggressive targets to cut U.S. emissions will not be credible if China and •	
other major developing countries do not commit to quantitative targets at the 
same time, due to concerns about economic competitiveness and the movement 
of energy-intensive industries to countries without emissions caps (“carbon leak-
age”). 
Second, China and other developing countries will not make sacrifices different •	
in character from those made by richer countries that have gone before them, 
taking due account of differences in per capita income, per capita emissions, and 
baseline economic growth. 
Third, in the long run, no country can be rewarded for having ramped up its •	
emissions high above the levels of 1990 (the baseline year for emissions targets 
embodied in the Kyoto Protocol). 
Fourth, no country will agree to participate if the present discounted value of its •	
future expected costs exceeds a threshold level, which, for illustration, we assume 
is 1 percent of GDP. 
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Fifth, no country will abide by targets that cost it more •	
than, say, 5 percent of GDP in any five-year budget 
period. 
Sixth, if one major country drops out, others will be-•	
come discouraged and the system may unravel.

HoW It WouLD WorK
Under our proposal, rich nations would begin immediately to 
make emissions cuts along the lines that their political lead-
ers have already committed to (consistent with emissions tar-
gets in the European emissions trading scheme or in recent 
U.S. legislative proposals). Developing countries would agree 
to emissions caps that maintain their projected business-as-
usual emissions in the first decades but, over the longer term, 
commit to binding targets that ultimately reduce emissions 
below business as usual. This approach prevents carbon leak-
age and gives industries a more even playing field. However, 
it still preserves developing countries’ ability to grow their 
economies; they can also raise revenue by selling emissions 
permits. In later decades, the emissions targets asked of devel-
oping countries would become stricter, following a numerical 
formula. However, these emissions cuts are no greater than 
those made by rich nations earlier in the century, accounting 
for differences in per capita income, per capita emissions, and 
baseline economic growth.

Future emissions caps are to be determined by a formula 
that incorporates three elements. First is a progressivity factor 
that requires richer countries to make more severe cuts rela-
tive to their business-as-usual emissions. Second is a latecomer 
catch-up factor that requires nations that did not agree to 
binding targets under Kyoto to make gradual emissions cuts 
to account for their additional emissions since 1990. This pre-
vents latecomers from being rewarded with higher targets, or 
from being given incentives to ramp up their emissions before 
signing the agreement. Finally, the gradual equalization factor 
addresses the fact that rich countries are responsible for most 
of the carbon dioxide currently in the atmosphere. From 2050 
onward, this factor moves per capita emissions in each coun-
try in each period a small step in the direction of the global 
average of per capita emissions.

FInDInGs
We analyzed the numerical targets using an energy/climate 
model that represents emissions mitigation opportunities for 
different regions at different future time periods. Some of the 
main results include the following:   

The world CO•	
2
 price reaches $20–$30 per ton in 2020, 

$100–$160 per ton in 2050, and $700–$800 per ton in 
2100.

According to the economic simulations, most countries •	
sustain economic losses that are under 1 percent of GDP 
in the first half of the century, but then rise toward the 
end of the century. 
Atmospheric concentrations of CO•	

2
 stabilize at 500 ppm 

in the last quarter of the century, implying a projected 
increase in world temperatures above preindustrial levels 
of about 3ºC.    

We have not been able to achieve year-2100 concentra-
tions of 450 ppm or lower (to limit projected warming to 
about 2ºC) without violating the same political-economic 
constraints.

concLusIon
The proposal calls for a successor international agreement 
that establishes a global cap-and-trade system. The emissions 
caps are set using formulas that assign quantitative emissions 
limits to countries in every five-year period from now until 
2100. Three political constraints are particularly important in 
specifying the formulas. First, developing countries are not 
asked to bear any cost in the early years. Second, even later, 
developing countries are not asked to make any sacrifice that 
is different from the earlier sacrifices of industrialized coun-
tries, accounting for differences in incomes. Third, no country 
is asked to accept targets that cost it more than 5 percent of 
GDP in any given year.

The framework here allocates emissions targets across 
countries in such a way that every country is given reason 
to feel that it is only doing its fair share. Furthermore, the 
framework—a decade-by-decade sequence of emissions tar-
gets determined by a few principles and formulas—is flexible 
enough that it can accommodate major changes in circum-
stances during the course of the century.

Further Reading

Frankel, Jeffrey. 2009. An Elaborated Proposal for Global Climate 
Policy Architecture:  Specific Formulas and Emission Targets 
for All Countries in All Decades. Discussion paper 08-08. 
Cambridge, MA: Harvard Project on International Climate 
Agreements, Belfer Center for Science and International Affairs, 
Harvard Kennedy School.

Bosetti, Valentina, and Jeffrey Frankel. 2009. Global Climate Policy 
Architecture and Political Feasibility: Specific Formulas and 
Emission Targets to Attain 460PPM CO

2
 Concentrations. 

Discussion paper 09-30. Cambridge, MA: Harvard Project on 
International Climate Agreements, Belfer Center for Science 
and International Affairs, Harvard Kennedy School.



3. thInkIng beyonD borDers 
Why We Need to Focus on Global Public Goods

Under what conditions has the international community dealt effectively with 
certain global problems, like smallpox eradication? The international response to 
other global problems—most notably climate change—has been ineffective so far; 
treaties cover only a limited number of countries, and even for those countries, 
incentives for complying with the agreement are too weak.

In Copenhagen in December 2009, governments met to discuss a road map for 
controlling global greenhouse gas emissions as a successor to the Kyoto Protocol, 
which expires in 2012. As we continue to contemplate a post-2012 future, it’s worth 
reflecting on some basic economic concepts in order to better understand what it will 
take for that map to truly show us a way forward.

Global climate negotiators try to provide what economists call a public good. To 
prevent atmospheric greenhouse gas concentrations from rising, a substantial number 
of countries must act together. It is the total sum of emissions that affects concentra-
tions, not the amounts emitted by individual countries. So each country has an incen-
tive to let others act—one of the reasons so little has been achieved so far.

If each country’s climate were shaped only by its own emissions, and not by the 
total of every country’s emissions, the incentive would be different.

For example, national defense is a national public good. It is public in two senses. 
First, “consumption” of the good by one person does not reduce the amount available 
to others. Second, no citizen can be excluded from enjoying the benefit of national 
defense. This second attribute is particularly important: if beneficiaries do not have to 
pay, then why should they pay? But if no one pays, the good won’t be provided—and 
everyone will be worse off.

This, then, is why government exists—to get around the free-rider problem and to 
supply public goods. Other examples of domestic public goods include clean air and 
water and the preservation of unique natural wonders.

But what about global public goods like climate change mitigation, nuclear non-
proliferation, and disease eradication? These are harder to supply for the simple reason 
that there is no world government but, instead, 192 nation states. To supply these 
public goods, a different approach must be tried.

Imagine that we learn that Earth will be hit by a massive asteroid 25 years from 
now. If nothing is done to avert the collision, Homo sapiens will almost certainly be-
come extinct. Engineers tell us that there are a variety of ways in which the asteroid’s 
orbit could be altered. All it would take is a single best effort. Could we be confident 
that the money needed to deflect the asteroid would be raised?

The answer, fortunately, is yes. The incentives to act are so strong that we can be 
sure that the only real constraint on our ability to supply the global public good of 
asteroid protection is technical feasibility. Indeed, it would be in the interests of a 
single country to supply this global public good all by itself. International cooperation 
would not even be needed.

Perhaps the greatest global public good ever provided was the eradication of small-
pox. When the world began this audacious effort, over a million people died every 
year from smallpox. Almost all of these people lived in poor countries, but the rich 
countries also gained from eradication. This is because the vaccine that offers protec-
tion from smallpox is costly and dangerous. Once the disease was eradicated, the need 
to vaccinate evaporated. Everyone gained.
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What is novel about this global public good is that its sup-
ply requires the active cooperation of every country; success 
depends on the weakest link. The last case of endemic small-
pox occurred in Somalia in 1977. Had this person not been 
isolated, had the people with whom he had come into contact 
not been vaccinated, and so on, smallpox would still be with 
us today.

Back then, Somalia had a government that could help in 
this effort. But in 1991, that government fell in a coup, and 
ever since, Somalia has been a “failed state.” It is interesting to 
speculate whether smallpox could be eradicated today. I think 
the chances are good that it could not happen. Indeed, one of 
the reasons polio eradication has yet to succeed is that wild 
polioviruses still reside in trouble spots like the border region 
shared by Afghanistan and Pakistan.

Climate change mitigation is the hardest global public 
good to supply. In contrast to asteroid protection, it cannot 
be addressed by one huge project. Unlike eradication, it is not 
in the interests of each country to contribute, so long as all 
other countries do so. For climate change, the incentives are 
more challenging: success depends on the aggregate efforts of 
all countries.

An agreement to reduce greenhouse gas emissions must 
do three things. First, it must attract wide participation. Even 
the United States and China, the two largest emitters, are each 
responsible for no more than a quarter of the total problem. 
Also, should only a few countries act, carbon-intensive indus-
tries will likely shift production to other countries, causing 
their emissions to rise.

Unfortunately, the Kyoto Protocol failed to attract wide 
participation. True, China is a party; but China is not required 
to reduce its emissions. The United States, of course, is not 
a party. Kyoto is a failure if only because it has not provided 
incentives for both countries to change their behavior.

Second, the treaty must also provide incentives for compli-
ance. Canada’s emissions currently exceed the Kyoto limits by 
over 30 percent and are expected to rise even further. When 
a country like Canada, a Kyoto signatory and an upstand-
ing member of the international community, fails to comply, 
then you know there are problems with the agreement itself. 

Kyoto provides no incentives for Canada to comply, just as it 
provides no incentives for the United States to join.

Finally, the treaty must get all countries to reduce their 
emissions by a very substantial amount—eventually by half 
and soon after that by much more. Even if Kyoto were imple-
mented to the letter—if the United States were to ratify and 
all parties were to comply perfectly—global emissions would 
keep on rising.

Efforts may be made to get the industrialized countries to 
accept much tougher targets. This would go some way toward 
meeting the third requirement, but it will make no difference 
at all if the first two requirements are not also met. This has 
been the problem with the climate negotiations so far: they 
have avoided the hard but essential challenge of enforcement. 
Without that, targets are meaningless.

Lacking a world government, global public goods must 
usually be provided by international cooperation. The world 
has succeeded before—in eradicating smallpox, in vanquish-
ing the Axis powers, in preventing nuclear war, and in protect-
ing the ozone layer. There are reasons for this. They have to do 
with incentives and the ability of international institutions to 
change them. Climate change is a harder problem, but we will 
not make any progress in addressing it until we understand 
this. That is the main lesson to be learned from the study of 
global public goods.
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4. the Value of ClImate-relateD  
satellIte Data

Satellite-based climate-related data play a critical role in monitoring the impacts of 
climate change, perhaps giving early warning of possible instabilities in the climate 
system, and in validating emissions reduction policies, especially in regard to forest 
carbon sequestration.

Earth observations data collected from satellites (which include readings of atmo-
spheric chemistry and temperature, in addition to Earth imagery) play a unique and 
critical role in supporting policy decisions related to global climate change. Perhaps 
surprisingly, our process for planning future capabilities of these satellites addresses 
only a limited aspect of the diverse policy needs society will have when these satellites 
become operational.

Satellite observations complement climate-related data collected from ground-
based monitoring systems. Satellite data improve our ability to monitor and under-
stand how atmospheric accumulations of greenhouse gases (GHGs) change over time, 
as well as reveal trends in global average and regional temperature. In this way, the data 
refine the forecast accuracy of scientific models that tell us how atmospheric GHG 
concentrations will change in response to future GHG sources, what portion of these 
gases might be absorbed by the oceans and other carbon sinks, and the sensitivity of 
global temperature to changes in GHG concentrations.

Equally important, the data provide critically needed knowledge about the risk of 
possible instabilities or “tipping points” in the climate system. Even though the risks 
might be very small, the potential for globally catastrophic outcomes is among the 
greatest concerns about warming the planet. One possibility is that higher tempera-
tures could lead to emissions of methane (a potent GHG) from the melting of perma-
frost or from beneath the ocean floor, causing substantially greater warming than we 
currently forecast. Satellite observations of methane concentrations in the atmosphere 
can help us monitor the mechanisms by which these releases of underground methane 
might occur, allowing us to anticipate and respond to the problem.

Sea-level rise is a widely reported consequence of global warming. A significant 
portion is expected to come from the melting of ice sheets and glaciers. However, 
the extent to which higher temperatures will lead to melting is poorly understood. 
Empirical measurement, provided by satellite data, has already proven essential to un-
derstanding how ice sheets and glaciers are changing over time. Earth observations 
data also facilitate the monitoring of many other potential consequences of climate 
change, such as expansion of deserts, disappearance of freshwater sources, harm to sea 
life through acidification of the oceans as they absorb more carbon, biodiversity loss, 
and alterations to forests.

Beyond climate science, satellite data play a potentially critical role in the imple-
mentation of policies that address climate change. The trend to include forest carbon 
and land use within emissions trading programs for reducing GHGs is a particularly 
strong motivation for a robust satellite monitoring program. Satellite data are needed 
to measure changes in forest cover and are important, in particular, for monitoring 
issues such as emissions “leakage” (in which planting of forests in one region is offset 
by accelerated deforestation elsewhere).

Earth observations even play a role in the establishment of baselines by which to 
measure emissions reductions programs, as well as assist in evaluating the effectiveness 
of these programs. In particular, regional emissions of non–carbon dioxide (CO

2
) 
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GHGs, like methane and nitrous oxides, are easier to track 
with satellite technologies than ground-based systems. Even 
space-based measurements of a country’s CO

2
 emissions are 

useful as a check on estimates built up from a country’s fuel 
consumption (which may not be reliably measured for poorer 
countries with limited accounting systems).

Furthermore, by providing a picture of how resources 
and natural systems at the local level are impacted by climate 
change, satellite-based data help to pinpoint where adaptation 
policies are most needed. Examples include policies to pro-
mote the transition to hardier crops in areas at greater risk of 
drought and construction projects for valuable coastal regions 
most threatened by rising sea levels.

usInG satELLItE Data to  
assIst cLIMatE PoLIcY
Earth-based observations of climate-related phenomena are 
a public good. As the private market for this information is 
presently limited, its collection must be largely funded by the 
government. NASA is the only U.S. government entity with 
a portfolio of satellites capable of generating new scientific 
understanding of climate issues. Over the last 20 years, the 
United States has invested around $1 billion a year in expand-
ing, maintaining, and operating satellites for climate-related 
monitoring. The most recent congressional stimulus pack-
age (as of this writing, HR1, The American Recovery Act of 
2009) allocates a further $400 million to fund environmental 
satellites identified as vital by a 2007 National Academy of 
Sciences study.

NASA’s data collection over the last two decades has laid 
the groundwork for understanding how Earth’s complex nat-

ural variability—and human influence on it—impacts society. 
However, the next step is to ensure that this accumulating 
scientific knowledge is fully applied to improve critical policy 
and economic decisions. At present there is a fundamental and 
puzzling disconnect between those parties engaged in crafting 
domestic climate policy legislation and those responsible for 
choosing how to allocate NASA funding among alternative 
priorities so as to inform policy issues. Legislative propos-
als provide little detail on how information will be collected 
and used to monitor emissions control programs, particularly 
with regard to crediting of forest sequestration and reduc-
tions in non-CO

2
 GHGs. NASA representatives need a more 

prominent place in deliberations over climate policy design, 
to ensure both that the best use is made of satellite informa-
tion and that NASA focuses on the most pressing priorities 
for Earth observation.
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5. the suCCessful InternatIonal  
resPonse to stratosPherIC  
ozone DePletIon

In what may have been the first successful international response to a global envi-
ronmental threat, after the national spray can bans of the 1970s proved inadequate 
and the Antarctic ozone hole was discovered in the 1980s, the world community 
came together to limit, and ultimately eliminate, production of ozone-depleting 
substances.

An international agreement dealing with climate change remains elusive, but as 
negotiators seek consensus, we can look back to the resolution of an earlier global 
environmental challenge: ozone. Although the ozone layer is not yet fully recovered, 
the international response to the discovery of stratospheric ozone depletion has been 
a remarkable success. 

Chlorofluorocarbons (CFCs) were synthesized in the 1930s and initially used for 
refrigeration. By the 1970s, CFCs were used in aerosol spray cans; air-conditioning; 
foams for insulation, cushioning, and packaging; and as cleaning solvents. Although the 
number of firms using CFCs was large, production was restricted to a small number 
of firms, mostly in industrial countries. 

Scientific studies in the mid-1970s suggested that CFCs might deplete stratospher-
ic ozone. Because the compounds are chemically stable, they do not break down until 
they waft into the stratosphere and are exposed to intense ultraviolet radiation. The 
released chlorine catalyzes a reaction that converts ozone (O

3
) to molecular oxygen 

(O
2
). With less stratospheric ozone, more ultraviolet light penetrates to ground level 

and damages crops and plastics, causes skin cancer and cataracts, and harms phyto-
plankton, other plants and animals, and ecosystems. 

North America and Europe took the lead in developing a global system to control 
CFC emissions, particularly after the surprise discovery of the Antarctic “ozone hole” 
in 1985. U.S. industry eventually supported international controls, partly because it 
feared that in the absence of international rules, new domestic rules would weaken 
its competitive position. The Montreal Protocol, signed in September 1987, set up 
an international framework to reduce CFCs and other ozone-depleting substances 
(ODS). Subsequent amendments nearly eliminated production of CFCs and similar 
compounds by the mid-1990s. HCFCs, which substitute for CFCs in some applica-
tions but are less potent ozone depleters, are regulated as transitional chemicals. Their 
use will be phased out by 2030. 

oDs rEGuLatorY sYstEMs
Although ODS are dangerous only if they are released to the atmosphere, the proto-
col regulates production and consumption because these are more easily monitored 
than emissions. Consumption is not measured but defined as production plus imports 
minus exports. For the United States, the limits apply at the national level; for the 
European Union, member states’ production and consumption are not limited if the 
union as a whole complies. 

U.S. implementation relies on tradable production and consumption permits, sup-
plemented by excise taxes and end-use controls. The U.S. Environmental Protection 
Agency (EPA) issues annual permits for production (or import) and consumption to 
firms that manufacture or import ODS. Allocation is based on historical production 
or import shares. Permits are defined for each ODS, but intercompound trades based 
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on ozone-depletion potential are allowed within ODS classes. 
The permits are tradable among firms without restriction and 
can be banked (saved for later use). 

The U.S. command-and-control measures include prohi-
bitions on ODS in certain applications, required equipment 
and training for refrigeration-service personnel, and prohibi-
tions on selling small quantities of ODS. The “significant new 
alternatives policy” (SNAP) prohibits the replacement of an 
ODS with certain substitutes if alternative choices would bet-
ter reduce overall environmental or health risk. 

The initial EU regulation imposed a system of tradable pro-
duction or import permits, similar to the U.S. system. These 
permits are tradable among firms within or between coun-
tries. A further regulation prohibits import of ODS and prod-
ucts containing ODS from countries outside the protocol and 
includes many end-use restrictions. Some EU member states 
adopted additional restrictions and economic incentives, such 
as taxes and deposit-refund schemes to encourage recovery of 
ODS in certain products. 

assEssInG tHE rEsuLts
EPA analysis of the rules implementing the Montreal Proto-
col in the United States estimated that the benefits of fewer 
fatal skin cancers alone would dwarf compliance costs. How 
well did the regulations work? 

Effectiveness. Substantial reductions in CFC consumption 
were achieved with limited economic disruption. The con-
centration of ODS in the stratosphere peaked in the 1990s 
and is expected to fall to its prior level by midcentury, with 
ozone likely recovering to its prior levels around then.

Compliance costs. For the United States, compliance costs 
were comparable to EPA’s estimates. The market price of 
CFCs appears to have been lower in the EU, suggesting small-
er marginal compliance cost or more stringent command-
and-control regulations there. The EU may have had lower 
costs because the Montreal Protocol required equal percent-
age reductions from a 1986 baseline. The United States had 
eliminated most of its aerosol use by then, but the EU had not 
and could achieve part of its compliance by limiting aerosol 
use at relatively low cost.

Administrative burden. Economic-incentive instruments 
make fewer information demands on regulators than com-
mand-and-control instruments. Ensuring compliance with the 
Montreal Protocol through end-use restrictions alone would 
have required information on the magnitude of ODS use and 
technological alternatives for reducing it in each application. 
EPA estimated that a traditional command-and-control ap-
proach would require 32 staff to administer and cost firms 
$300 million per year in reporting and recordkeeping. In 
comparison, the tradable-permit system required only 4 staff 
and cost firms just $2.4 million annually. Illegal imports, how-
ever, revealed limitations in monitoring and enforcement.

Burden on industry. U.S. tradable permits were allocated 
without charge to producers and importers based on their 
historical market shares. Because the permits were valuable, 
the allocation was a direct benefit, partially offsetting losses 

from restrictions on future sales. (Congress later imposed ex-
cise taxes, in part to capture some of these rents.) In contrast, 
ODS-user industries faced higher ODS prices. 

Innovation. Information exchange among industries, gov-
ernments, and international organizations helped minimize 
compliance costs and disruption. Producer and user industries 
collaborated internationally in safety and performance testing, 
and diffusion of alternatives was encouraged through trade 
shows, sometimes with government sponsorship. 

Adaptability. The U.S. and EU tradable-permit systems 
easily incorporated changes each time the Montreal Proto-
col was amended. The permitted quantities could be reduced 
more easily and quickly than end-use restrictions could be 
tightened. In the United States, rulemakings to implement 
these amendments were completed within a year, substantially 
faster than most command-and-control rules. 

ParaLLELs WItH cLIMatE cHanGE
The issue of CFCs and stratospheric ozone shares some paral-
lels with the problem of greenhouse gases. The effects of CFC 
emissions on stratospheric ozone are the same, regardless of 
which country releases them. Moreover, ODS and some of 
their substitutes are themselves greenhouse gases with long 
atmospheric lifetimes. Hence the benefits of reducing emis-
sions span many future years, while control costs are borne up 
front. In contrast, negotiating an international regime to con-
trol CFCs was immeasurably easier than for greenhouse gases, 
given the small number of firms and countries involved. 

Experience in resolving stratospheric ozone depletion 
shows that nations can work together to confront a global 
environmental threat, taking costly actions even before sig-
nificant environmental damages result. The cap-and-trade 
mechanisms used in the United States and European Union 
proved effective and could be easily modified as international 
agreements required more stringent controls. Information 
sharing between producer and user industries accelerated and 
reduced the costs of transition. 

While the response to ozone depletion provides a salutary 
model for how to respond to global warming, global warm-
ing is a much harder challenge: sources of greenhouse gases 
(notably fossil fuels) account for a vastly larger share of the 
world economy than did CFCs, and the number of firms and 
countries that contribute to global warming is far greater.
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6. eValuatIng euroPe’s Plan  
for reDuCIng greenhouse gases

The centerpiece of the European Union’s effort to reduce greenhouse gases is the 
emissions trading scheme (ETS). As discussed in this commentary, plans for 
Phase 3 of the program resolve some serious design flaws that have characterized 
the ETS to date.

The European Union (EU) has mapped out its plan for the third phase of its car-
bon dioxide (CO

2
) emissions trading scheme (ETS), which will begin in 2013. It is 

evident that lessons have been learned from the first two phases of the program. The 
EU has embraced a regulatory design that should enable substantial emissions reduc-
tions in the future, at least for the roughly 50 percent of total emissions covered by the 
trading program. This was not the case in the earlier design of the ETS.

The EU began a cap-and-trade program covering the power sector and major 
industrial sources in 2005, and the first phase of the program stretched through 2007. 
The program excludes transportation, small businesses, and direct fuel consumption 
by firms and households. The first phase has been maligned because after all the at-
tention it received, in the end only minor emissions reductions were achieved, and 
the price for a tradable emissions allowance fell to near zero. But I see the situation 
somewhat differently. Much of the problem was that, when accurate inventories were 
taken for the first time, actual country emissions turned out to be lower than ex-
pected. The development of data systems, monitoring, and enforcement mechanisms 
form the infrastructure for subsequent phases of the program. Because the trading 
program is expected to last for decades, the initial emissions reductions will be rela-
tively unimportant in the long run, when very substantial emissions reduction targets 
are possible.

More important than the emissions reductions that are achieved in the near term 
is the architecture of the program itself, specifically the incentives created under the 
program. The fact that the emissions cap in Phase 1 required few reductions should 
not be fatal in a well-designed program, because ideally the program would enable 
allowances to be banked for use in future compliance periods. This would provide 
firms with an incentive to harvest low-cost emissions reductions in the near term, 
because the allowances saved would have value in the future and the number of new 
allowances issued could be reduced accordingly. This approach also would provide a 
clear price signal to guide innovation and investment into the future. Unfortunately, 
the program did not allow for banking of allowances into Phase 2, but going forward, 
emissions allowances from Phase 2 can be carried over until Phase 3, so they will re-
tain value and firms have an incentive to overachieve in the near term. 

The weak environmental performance that characterized Phase 1 should not ob-
scure the fact that there were important measures of success. The program was put 
together at a breakneck pace to demonstrate a commitment to the world that the 
EU would pursue climate policy goals. The first phase constituted a learning period 
for policymakers and stakeholders, with the introduction of emissions inventory and 
electronic reporting of environmental statistics in many of the 27 countries covered 
by the program. 

Phase 2 of the program, which runs from 2008 to 2012, fixes two important prob-
lems. The cap is tightened, ensuring that meaningful emissions reductions will be 
achieved, and banking of allowances into the future is allowed. These changes cre-
ate better incentives for innovation by supporting a higher allowance price, allowing 

Dallas Burtraw 
is a senior fellow at Resources for 

the Future. His research interests 
include the costs, benefits, and 

design of environmental regulation 
and the regulation and restructur-

ing of the electricity industry.



Issues of the Day 13

investors to capitalize on low-hanging fruit in the near term, 
and by curbing allowance price volatility in the long run. In 
late 2009, the allowance price hovers around 14 euros per 
metric ton of CO

2
 (about $21 per ton). Whether this is a 

reasonable price or not is not the question I mean to address 
here, but it is sufficient to provide meaningful incentives for 
reducing CO

2
 emissions. 

The major problem in Phase 1, however, also remains in 
Phase 2—namely, the initial distribution, or allocation, of al-
lowances. In Phase 1, 99 percent of allowances were given 
away for free to emitters, and in Phase 2, this figure dropped 
slightly to 96 percent. But free allowances to emitters were 
not free to consumers—the regulated firms that received al-
lowances for free increased the price of their products to re-
flect the opportunity cost of allowances (for example, their 
market value) because this is the value firms have to surrender 
in order to produce their goods.

Typically, firms have charged customers for allowances 
that they received for free, thereby leading to windfall profits, 
especially in the electricity sector, where power prices rose 
to incorporate allowance values. In the EU, those windfalls 
totaled many billions of euros, coming at the expense of con-
sumers. Just as important, this revenue was not available for 
other purposes that would help reduce program costs, and the 
overall economic cost of the program was much higher as a 
consequence. 

Phase 3 promises several important changes. First, the EU 
now embraces the principle of auctioning allowances rather 
than giving them away for free. The power sector will have 
to rely on auctions to obtain a majority of its allowances be-
ginning in 2013. By 2020, the power sector will rely on full 
auctioning, and other covered sectors will have to rely on auc-

tions for a majority of their allowances. Second, the compli-
ance period lengthens to eight years, 2013 to 2020, providing 
a better planning horizon for investors. Third, the program’s 
emissions targets are tighter and would ramp up significantly if 
there is expanded commitment from other nations to reduce 
emissions. Finally, there is a well-conceived effort to achieve 
equity among the EU member states by redistributing allow-
ance allocations from wealthier states to poorer ones, which 
should help maintain support for the program.

The plan for the EU is part of an overall package of mea-
sures to implement climate and energy policy for Europe. The 
central aim is to reduce EU emissions by 20 percent from 
their 1990 levels by the year 2020 and by 30 percent if other 
industrialized countries agree to do the same. The policy gov-
erning sectors outside the trading program proposes a broad 
array of regulatory policies. These sectors are not directly cov-
ered by an emissions cap, and consequently the emissions tar-
get for these sectors is not as convincing as for those sectors 
covered by the trading program. 

The intended reform for Phase 3 of the trading program 
addresses a variety of concerns head are on. Most significant 
of these the extended compliance period and the transition 
to auctioning. The result is a regulatory design that should 
enable substantial emissions reductions in the future in those 
sectors of the European economy. The encouraging result 
should attract the attention of U.S. policymakers. 

Further Reading
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7. u.s. ClImate Change PolICy
Previewing the Debate

The United States may soon adopt limits on emissions of greenhouse gases 
(GHGs), particularly carbon dioxide (CO

2
), most likely by putting an indirect 

price on emissions through marketable emissions allowances—a cap-and-trade 
program. This commentary reviews the five main policy design issues. 

EMIssIons tarGEts
Most policymakers think in terms of a target that would stabilize atmospheric GHG 
concentrations at some “safe” level. Many recent proposals aimed to reduce 2050 
emissions by 50 to 80 percent below current levels, which could—given coordinated 
global action—achieve atmospheric stabilization at around double preindustrial levels. 
Energy models suggest that near-term emissions prices need to be about $5 to $50 per 
ton of CO

2
 (rising at about 5 percent a year) to be consistent with such targets.

In contrast, economists typically think in terms of balancing the cost of additional 
emissions mitigation with the benefits of avoided future damage from climate change. 
This requires putting a price on emissions equal to an estimate of marginal benefits. 
The “right” price is considered to be between $5 and $30 per ton of CO

2
 in the near 

term, although some say these studies give insufficient weight to distant future benefits 
and inadequately account for extreme risks.

aLLoWancE aLLocatIon
How allowances are allocated—or how revenues from auctioning allowances are 
spent—will significantly influence the distributional effects of climate policy. Given 
the enormous wealth at stake—the value of allowances has been estimated at around 
$100 billion a year—it would be preferable for the government to auction all allow-
ances and then make explicit, transparent decisions about how to use the revenues.  
Giving allowances away for free, on the other hand, would represent a large transfer 
of wealth to regulated firms. 

Recent congressional proposals move toward auctioning a larger portion of al-
lowances. But whether auction revenues will be used judiciously or fall prey to pork-
barrel politics is another question. Some proposals would simply auction all allow-
ances and return revenues to consumers through per capita rebates, an approach called 
“cap-and-dividend,” that would make climate policy more equitable because the divi-
dend, relative to income, would be higher for lower-income households. Alternatively, 
revenues could be used to cut taxes on labor and capital income and thereby reduce 
the economic distortions these taxes create. A typical estimate is that recycling $100 
billion of revenue in income tax cuts would generate economic efficiency gains of 
around $25 billion or more. 

cost contaInMEnt
Cost containment is the fulcrum on which legislators hope to balance the ambition of 
emissions reductions with the economic impact. Cost containment itself, however, is 
not well defined. In practice, it conflates two issues: minimizing short-term allowance 
price volatility, and managing the long-term level of allowance prices. Several policy 
mechanisms have been proposed to accomplish one or both of these goals.
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Banking and borrowing provide intertemporal flexibility 
and prevent allowance prices from being driven by year-to-
year fluctuations in weather, economic growth, and other un-
related factors. 

Allowance reserves are essentially institutionalized long-
term borrowing by the government. The government brings 
some allowances forward from far-future caps and distributes 
them in the present. 

Escalators and off-ramps kick in if allowance prices move 
outside a defined range. If prices are low, the emissions cap 
declines more quickly, but if prices are high, the cap stops 
declining or increases.

Price floors and ceilings allow legislators to select a range 
within which allowance prices will remain. Price floors can 
be implemented by incorporating a reserve price in allow-
ance auctions. Price ceilings—often called a safety valve—are 
controversial, particularly among environmentalists, because 
the government’s willingness to sell additional allowances at a 
prespecified price could compromise the emissions cap.

Independent oversight bodies would have authority to in-
tervene in allowance markets with various policy mechanisms, 
much as the Federal Reserve oversees monetary policy.

Which policies merit enactment? Banking of allowances is 
uncontroversial and will certainly be included in legislation. 
Borrowing is likely to be allowed but limited in both volume 
and duration. Triggered mechanisms, which could abruptly 
cycle on and off or create odd incentives, are less than ideal. 
Price floors—minimum auction prices—should certainly be 
used. A price ceiling could increase the efficiency of a cap-
and-trade program but may not be politically viable, making 
the idea of a reserve pool of allowances potentially attractive. 
A reserve might not alter long-term expectations, but in the 
short run it indicates a commitment to climate policy that 
may make a program more credible. To function well, inde-
pendent oversight bodies need clear objectives combined with 
instrumental independence—characteristics largely lacking in 
the proposals to date.

More generally, Congress may find it useful to focus the 
discussion of cost containment on the question of short-term 
volatility, to help separate the question of good policy design 
from the broader scientific, economic, and political debate 
about emissions targets.

coMPEtItIVEnEss
Climate policy will raise the price of energy-intensive goods, 
perhaps disadvantaging domestic producers and shifting pro-
duction and emissions to unregulated regions overseas.  Poli-
cies to address competitiveness concerns must either lower 
the cost of domestic goods and exports or raise the cost of 
imported goods.

One proposal supported by some domestic industries 
would raise the cost of imports through border taxes on the 
“embodied emissions” in manufactured goods. Some argue 
that border adjustments would prompt trading partners to 

adopt climate policies of their own; others warn of poisoning 
multilateral negotiations and sparking retaliatory trade poli-
cies. Whether such policies would pass muster with the World 
Trade Organization is uncertain, and accurately determining 
embodied emissions would be challenging.

Other proposals would weaken regulatory requirements 
for domestic manufacturers, typically by exempting certain 
industries from the cap-and-trade program and instead using 
product standards to regulate the carbon intensity of manu-
factured goods. This would be good for exempted manufac-
turers but distortionary for the economy as a whole, pushing 
economic activity into lightly regulated sectors.

This leaves the option of subsidizing manufacturers’ pro-
duction costs by allocating some emissions allowances for free 
but (unlike grandfathering) updating them based on some 
metric of production. This implicit rebate keeps the playing 
field level at home (vis-à-vis imports) and abroad (vis-à-vis 
competitors in export markets). Around 15 percent of allow-
ance revenues, provided on the basis of output, would com-
pensate energy-intensive industries for abatement costs and 
mitigate leakage. An important question for competitiveness 
policies is how they respond as major trading partners take 
on comparable actions—for example, accelerating phaseout 
of free allocation to energy-intensive industries if developing 
countries enact their own climate policies. 

IncorPoratInG statEs
So far, the states have led on climate policy: California passed 
GHG legislation in 2006, and 10 northeastern states instituted 
the Regional Greenhouse Gas Initiative (RGGI), a cap-and-
trade program for electricity sector emissions, in January 2009. 
Will the federal program give credit to states for early actions 
or convert their allowances into federal allowances? Will states 
be allowed to go beyond the federal program? These consid-
erations may become salient as political negotiations proceed; 
consider that 22 senators represent California and the RGGI 
states.
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8. whICh Is the better ClImate PolICy?
Emissions Taxes versus Emissions Trading

Whether the principle instrument to reduce greenhouse gases should be an emis-
sions tax or a cap-and-trade system has been the subject of intense debate. Both 
instruments actually have considerable merit, though this hinges critically on key 
design features.

In many ways, tax and cap-and-trade systems to reduce carbon dioxide (CO
2
) 

from fossil fuel combustion appear to be equivalent policy instruments. Either instru-
ment can be levied upstream in the fossil fuel supply chain to encompass all potential 
emissions sources, with the tax or permit requirement proportional to a fuel’s carbon 
content. In either case, the tax or allowance price is passed forward into higher fuel 
and energy prices, encouraging the adoption of energy-saving technologies, substitu-
tion away from high-carbon fuels to other fuels, and so on. However, the instruments 
may differ in two potentially important regards.

FIscaL IssuEs
One important way in which CO

2
 taxes differ from “traditional” permit systems 

(where allowances are given away for free to firms) is that taxes raise revenue. For 
example, a $20 CO

2
 tax would initially raise around $100 billion in revenue per year 

for the U.S. federal government. One way of using this revenue would be to finance 
a reduction in individual federal income taxes of around 10 percent, which would 
(moderately) alleviate various tax distortions in the economy. For example, by taxing 
away some of the returns to working and saving, income taxes deter some people from 
joining the labor force and encourage others to consume too much of their income. 
Income taxes also induce a bias away from ordinary spending toward items that are de-
ductible or exempt from taxes (for example, owner-occupied housing and employer-
provided medical insurance). Although subject to some dispute, research suggests that 
the economic efficiency benefits from recycling the revenues from a $20 CO

2
 tax are 

as high as $40 billion a year, representing a substantial cost savings that would not be 
possible under a traditional permit system. 

However, the answer to the question of whether a strong fiscal argument exists for 
CO

2
 taxes over cap-and-trade lies in the details. If legislation accompanying the tax 

does not specify that revenues offset other taxes, then the new revenue sources might 
end up being wasted in special-interest spending. Alternatively, revenue might finance 
deficit reduction, but it is not clear whether this will ultimately lead to lower taxes in 
the future, or increased public spending.

Moreover, auctioning off the allowances in a cap-and-trade system, rather than 
giving them away for free, would generate the same amount of government revenue 
as an emissions tax for a given CO

2
 price. So what matters is not so much the choice 

of emissions control instrument, but rather whether that instrument raises revenue 
(as both auctioned allowances and emissions taxes do) and uses that revenue produc-
tively.

PrIcE VoLatILItY
A second potential argument for a CO

2 
tax is that it fixes the price of emissions. In 

contrast, under a pure cap-and-trade system, emissions reductions are certain, but 
the CO

2
 permit prices would vary over time with changes in energy demand, fuel 
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prices, and so on. Volatility in permit prices may deter large 
investments in carbon-saving technologies (for example, car-
bon capture and storage) or major research and development 
programs (like hydrogen or plug-in hybrid vehicles), as it 
makes the long-term payoffs from these investments uncer-
tain. Moreover, it makes economic sense to allow firms to 
produce more emissions in years when the costs of meet-
ing a given emissions cap would otherwise be very high (a 
year of particularly high energy demand, for example), while 
encouraging extra abatement effort in years when the costs 
of meeting the cap are lower. An emissions tax provides this 
flexibility, and studies show that over time the expected envi-
ronmental benefits, minus emissions mitigation costs, may be 
much greater than those under a fixed emissions cap.

But again, the distinction between taxes and permits may 
be more apparent than real, as cap-and-trade systems can be 
designed to limit the price volatility. For example, “safety 
valves” eliminate disruptive price spikes as the government 
steps in to sell extra allowances if permit prices reach a certain 
trigger point. Alternatively, allowing firms to borrow permits 
from the government during periods of high permit prices 
and bank permits when there is downward price pressure 
would help to smooth out sharp price fluctuations. In fact, 
some limited price flexibility might be desirable as it allows 
new information to be instantly reflected in market prices and 
abatement decisions. For example, if global warming occurs 
faster than expected, speculators would expect a tightening of 
the future cap, forcing permit prices both in the future and 
in the present higher; in contrast, it could take years to get 
a change in emissions tax rates enacted in response to new 
scientific information.

PractIcaL IssuEs
In short, the key distinction is not really between CO

2
 taxes 

and emissions trading schemes per se. Rather, it is between 
policies that raise revenues—and use revenues to enhance 
economic efficiency—and have limited price volatility (as 
with CO

2
 taxes or auctioned permits with safety valves and 

emissions trading over time), versus non-revenue-raising in-
struments with no provisions to limit price variability (as in a 
traditional permit systems). 

However, what would be the point of developing an elab-
orate emissions trading system if its main purpose is largely to 
mimic the effects of a (simpler) CO

2
 tax?

One possibility is that policymakers may prefer the cer-
tainty of progressive emissions reductions over time provided 

under a cap-and-trade system. But this is no reason to reject 
the CO

2
 tax out of hand, as the tax rate could always be raised 

in the future if targets for emissions reductions are not being 
met, perhaps due to unexpectedly rapid economic growth.

Another possibility is that policymakers may wish to pro-
vide temporary compensation for industries adversely affected 
by the emissions control program. Under a cap-and-trade sys-
tem, granting some free allowances to those industries, which 
they might then sell to other firms, is a natural mechanism 
for such compensation, though at the cost of scaling back the 
potential efficiency benefits from recycling allowance auction 
revenues.  However, compensation is also possible under a tax 
regime, perhaps by taxing firms only for their emissions over 
and above some threshold level that is exempt from the tax, or 
providing them temporary relief from, for example, corporate 
tax liabilities.   

MoVInG ForWarD
Broad-based, and appropriately scaled, federal action to begin 
a progressive transition away from a carbon-intensive econ-
omy is to be welcomed. However, achieving that with the 
best climate policy is also important, not just for minimizing 
transition costs, but also for increasing the prospects that the 
policy will be effective and sustained over time. Aside from 
the overall level of policy stringency, the two most important 
issues are the potentially large dividends to be reaped from 
raising and recycling revenue, and from containing emissions 
price volatility. Whether either emissions taxes or cap-and-
trade systems are well designed in these regards is truly in the 
details of the legislation accompanying the policy. 
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9. shoulD CaP-anD-traDe  
systems be suPPlementeD wIth  
renewable PortfolIo stanDarDs?

Cap-and-trade proposals to reduce greenhouse gas emissions are often supplement-
ed with renewable portfolio standards (RPS) that regulate the share of renewables 
in power generation. How do RPS affect the costs of emissions control programs, 
is there an economic justification for these policies, and if implemented, how should 
they be designed?

Cap-and-trade systems have become a central pillar in existing and proposed U.S. 
and European policies to control carbon dioxide (CO

2
) emissions. But that’s not the 

only regulatory scheme being pursued both here and abroad: many policymakers are 
pushing for ambitious increases in the production of renewable energy. Are there any 
synergies between the two? Maybe, maybe not.

Federal production tax credits for renewable power have recently been expanded 
in the United States, and more than half of the states have established renewable port-
folio standards (RPS). These require a certain share of power generation to come from 
renewable sources, providing a potential basis for a future federal RPS. The EU is even 
more ambitious, promising to increase its share of renewables in overall energy use to 
20 percent by 2020, together with a 20 percent reduction in greenhouse gas emis-
sions. Individual member states typically rely on either RPS or feed-in tariffs (which 
provide temporary subsidies to encourage market penetration of new technologies), 
or both, to stimulate renewable power production (in Europe, RPS is usually termed 
tradable green certificates).

rEnEWaBLE PoLIcIEs anD tHE costs oF caP-anD-traDE
If the only objective were to reduce CO

2
 emissions, and there were no other market 

imperfections, then an appropriately scaled cap-and-trade system alone would be suf-
ficient. The price on emissions would promote cost-effectiveness by equalizing the 
marginal costs of abatement through different options for reducing emissions, such 
as switching from coal to renewables and other low-carbon energy sources, adopting 
carbon capture and storage technologies at coal plants, reducing overall electricity use, 
reducing consumption of transportation fuels, and so on.

Under these conditions, supplementing a cap-and-trade system with an RPS would 
be counterproductive. If the emissions cap were binding, the RPS would have no ef-
fect on emissions (unless they become so stringent that the renewable policy stand-
alone caused emissions to fall below the emissions target). At best, the RPS would 
be redundant if the renewable constraint is already met by the cap-and-trade system. 
But the more likely result would be to raise the overall costs of the emissions cap by 
inducing excessive abatement from expansion of renewables and too little abatement 
from other mitigation opportunities.

In a recent paper, we examined the implications of implementing RPS in addition 
to a cap-and-trade system in the context of the German electricity market. Using a 
numerical model of this market, we considered a cap-and-trade system that imposes 
a 25 percent emissions reduction below the business-as-usual level. An RPS that pro-
gressively forces up the share of renewables in the generation mix by 10 percentage 
points above the share with no RPS roughly doubles the overall costs of the emis-
sions cap.

Under a binding emissions cap, an RPS benefits not just renewable producers but 
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also the most CO
2
-intensive power producers, while other 

low and zero carbon sources (like nuclear and coal with car-
bon capture and storage) lose out. The explanation for this 
presumably unintended effect of renewable policies is that the 
price of CO

2
 allowances falls, which is especially beneficial 

for the most emissions-intensive power plants. According to 
our results, when emissions in the German power sector are 
reduced by 25 percent through a cap-and-trade system alone, 
lignite power production (the most CO

2
-intensive power 

plants in Germany) falls by around 40 percent. Then, when 
the share of renewables is raised by 10 percentage points, pro-
duction of lignite power increases by 17 percent (that is, to a 
level around only 30 percent instead of 40 percent below the 
business-as-usual level).

ratIonaLEs For rEnEWaBLEs PoLIcIEs
So is there a definitive case against portfolio standards and 
other renewables policies? The answer is not entirely clear, as 
there are other possible “market failure” arguments that might 
justify the use of these policies as a complement to a CO

2
 

cap-and-trade program.
One possibility is that the market penetration of renew-

able fuels, even under a cap-and-trade system, may otherwise 
be too limited, due to technology spillovers. In particular, an 
early adopter of a new technology may find ways to lower the 
costs of using that technology through “learning by doing.” 
Later adopters benefit from the knowledge created through 
earlier learning by doing at other firms, but they do not have 
to pay for it. Correspondingly, early investment in a technol-
ogy may therefore be too low, because early adopters do not 
take into account the knowledge spillovers to other firms. In 
principle, this market imperfection may justify the use of a 
technology-forcing policy like an RPS.

However, at present there is little evidence available on the 
magnitude of these knowledge spillovers for relatively new 
technologies like wind and solar, so it is difficult to judge to 
what extent, if any, an RPS is justified as a complementary 
measure. A similar example would be the tax credit for hybrid 
cars in the United States; the question of whether that credit 
made sense on the grounds of learning-by-doing spillovers 
has never been thoroughly studied either.

Another possible rationale for using RPS is energy secu-
rity interpreted as reduced import dependence for oil and 
gas. Increased production of renewable power will typically 
suppress gas power production, and therefore reduce the de-
mand for imported gas from “unstable” sources like Russia. 
This is presumably a more important issue in Europe than 
in the United States. With a cap-and-trade system in place, 
this effect might be strengthened because, as noted above, in-
troducing RPS will expand both renewable and coal power 
production, partly at the expense of gas power. The effect of 
RPS on oil imports is more modest and indirect, because oil 
is only marginally used in the power sector. Again, it is dif-

ficult to translate energy security in terms of reduced import 
dependence on fossil fuels into monetary economic benefits 
that may offset the additional cost of RPS.

DEsIGn IssuEs
The economists’ case for cap-and-trade has largely been made, 
but the jury is still out when it comes to renewables policies. 
Given that these policies are becoming increasingly prevalent 
for many other reasons, it behooves us to recommend design 
features to contain the costs of these policies.

With a cap-and-trade system in place, designing renew-
able policies should focus on other issues than CO

2
 emis-

sions, such as the potential market failures referred to above. If 
these are supposed to be equally important across renewable 
technologies, a market-based RPS, where firms are allowed 
to trade credits derived from renewable production, may be 
a proper instrument. It stimulates the cheapest renewable op-
tions, and so the renewable target is reached in a cost-effective 
way. As long as RPS are implemented at the state and not the 
federal level, overall costs can be further contained by also al-
lowing trade in credits across states. Banking and borrowing 
can reduce costs even further, and also help smooth the price 
of credits, and consequently the price of electricity. Broaden-
ing the coverage of RPS to include large-scale hydro power 
(which is often excluded), nuclear, and coal power with car-
bon capture can also bring down costs. However, the choice 
of technologies covered by the RPS as well as the specific 
design should be driven by the market failure(s) it is supposed 
to confront.

In the case of import dependence, for example, it is reason-
able to consider the market failure to be of equal importance 
for all renewables. The answer is less clear when it comes to 
technology spillovers. If these are believed to be largest for 
the most immature renewable technologies, which are often 
the least competitive ones, other instruments than RPS may 
be more appropriate. This could, for instance, be technology-
specific subsidies that are reduced over time as the technology 
matures.
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10. InDuCIng InnoVatIon for  
ClImate Change mItIgatIon

Stabilizing global climate change at acceptable levels will require the development 
and wide diffusion of transformative technologies to substantially lower the emis-
sions intensity of economic activity. What is the best long-term strategy for promot-
ing such technological change?

Fossil fuels provide for over 80 percent of U.S. and global energy use, but unfor-
tunately also contribute the majority of greenhouse gas (GHG) emissions. Achieving 
the very significant reductions in GHGs that are now widely regarded as necessary 
would require innovation and large-scale adoption of GHG-reducing technologies 
throughout the global energy system. Alongside policies aimed directly at manda-
tory GHG emissions reductions—such as a cap-and-trade system or a carbon tax—
much discussion has surrounded policies targeted at technology R&D activities and 
technology-specific mandates and incentives. The resulting debate is therefore not so 
much over the importance of new technology per se, but rather over which policies 
and institutions will be the most effective and efficient for achieving the technological 
changes and associated emissions reductions necessary for stabilizing GHG concentra-
tions. 

When considered alongside policies that impose mandatory GHG-reduction re-
quirements, additional technology policies may not seem necessary or desirable. After 
all, the point of market-based approaches is to establish a price on GHG emissions. 
Just as people will consume less of something that carries a price than they will of 
something that is given away for free, attaching a financial value to GHG reductions 
should induce households and firms to buy technologies with lower GHG emissions 
the next time they are in the market (for example, a more efficient car or appliance). 
This market-demand pull should in turn encourage manufacturers to invest in R&D 
efforts to bring new lower-GHG technologies to market, just as they do for other 
products and processes. That is why many experts and most economists—including 
this one—think that establishing a market-based price for GHG emissions is the single 
most important policy for encouraging the innovation and adoption of GHG-reduc-
ing technologies. 

But is a GHG price the only useful policy, or should we have other arrows in our 
quiver? There are, in fact, several motivations for including additional R&D policies 
as complements to a pricing policy in a comprehensive strategy to address climate 
change. The economics literature on R&D points to the difficulty firms face in cap-
turing all the benefits from their investments in innovation, which tend to “spill over” 
to other technology producers and users. This market reality can lead to underinvest-
ment in innovative efforts—even given intellectual property protection—potentially 
warranting policies that directly target R&D. The problem of private-sector underin-
vestment in technology innovation may be exacerbated in the climate context, where 
the energy assets involved are often very long-lived and where the incentives for 
bringing forward new technology rest heavily on domestic and international policies 
rather than on natural market forces. Put another way, the development of climate-
friendly technologies has little market value absent a sustained, credible government 
commitment to reducing GHG emissions.

If more stringent emissions constraints will eventually be needed, society will ben-
efit from near-term R&D to lower the cost of achieving those reductions in the future. 
An emissions price that is relatively low in the near term may be inadequate to induce 
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such innovative efforts absent very credible expectations that 
the policy will indeed be tightened in the future. If the po-
litically feasible near-term emissions price (or the expected 
long-term emissions price) is lower than what would be best 
for society, market inducements for R&D on GHG-reducing 
technologies will also be insufficient. These motivations pro-
vide compelling rationales for public policies targeted at the 
R&D phases of the technology innovation process, including 
efforts that lower the cost and expand our options for low-
GHG renewable energy, energy efficiency, nuclear power, and 
carbon capture and storage. 

What specific policies might be useful in this regard?  The  
R&D tax credit against corporate income has been the histor-
ical means for encouraging greater private sector R&D—in 
general, not just for energy or climate. Making the R&D tax 
credit permanent would help to further strengthen private-
sector incentives that would be induced by a price on GHG 
emissions—currently the credit expires and then is extended 
every few years. Targeting the tax credit specifically at GHG-
reducing technologies would be difficult, however. Another 
worthwhile option is to use innovation-inducement prizes to 
encourage GHG-reducing innovation, by offering financial 
or other rewards for achieving specific technology objectives 
that have been specified in advance.

While increased private-sector R&D is an essential part of 
the solution, private R&D tends to be focused on applied re-
search and especially development. Publicly funded contracts 
and grants for clean energy R&D—which focuses on strate-
gic basic research and precommercial applied research—are 
therefore important additional parts of the overall strategy. By 
virtue of its critical role in the higher education system, pub-
lic R&D funding will continue to be important in training 
researchers and engineers with the skills necessary to work in 
both the public and private sectors to produce GHG-reduc-
ing technology innovations. This linkage has led to a recent 
increase in political support for expanded spending—particu-
larly on physical sciences and engineering.

Overall, public funding for research tends to receive wide-
spread support based on the significant positive spillovers 

typically associated with the generation of new knowledge. 
Many experts have advocated at least doubling relevant en-
ergy R&D over the next several years in order to help ac-
celerate climate technology innovation. Translating this sup-
port into real increases in funding is more of a challenge—a 
challenge that could potentially be met through funds arising 
from a carbon tax or from a cap-and-trade system with allow-
ance auctions.

Agreement over the appropriate role of public policy in 
technology development tends to weaken, however, when it 
comes to directed technology support for widespread tech-
nology deployment. Most economists and many other experts 
think that a broad-based, technology-neutral emissions price 
stands the best chance of guiding deployment among the 
wide variety of technological options at the lowest possible 
cost. To date, however, almost all technology-focused fund-
ing in proposed climate legislation is targeted at deployment 
rather than R&D.

In sum, climate technology policies are best viewed as a 
complement to rather than a substitute for an emissions pricing 
policy. But they are an important part of the climate policy 
portfolio, particularly if we hope to lower the cost and expand 
the options for significant future GHG reductions both in the 
United States and abroad. 
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11. how shoulD emIssIons  
allowanCe auCtIons be DesIgneD? 

Policymakers are increasingly interested in auctioning at least some of the emis-
sions allowances in cap-and-trade systems, rather than giving them all away for 
free. What considerations should be taken into account for the efficient design of 
allowance auction markets?

As more and more governments, both here and abroad, start to implement cap-
and-trade programs to reduce emissions of carbon dioxide (CO

2
), interest in emissions 

allowance auctions is growing. Several of the states involved in the Regional Green-
house Gas Initiative (RGGI) are auctioning 100 percent of their allowances under this 
cap-and-trade program. And the European Commission is now proposing that a ma-
jority of the CO

2
 allowances allocated to electricity generators be sold in an auction, 

starting in 2013, with a phase-in to 100 percent auctioning by 2020. Auctioning is 
also a central component in the national cap-and-trade proposals currently before the 
U.S. Congress. The Kerry-Boxer bill (S. 1733), includes a provision to auction over 20 
percent of the allowances initially, growing to over 70 percent by 2030. Several other 
federal bills envision a similar increasing reliance on auctions over time. 

Policymakers are seeking an approach that will achieve a number of policy objec-
tives, including a competitive market with no collusion and good price discovery, an 
efficient allocation of emissions allowances, minimal interference with operation of 
the secondary allowance market, minimal price volatility, and low administrative and 
transaction costs. Maximizing revenue—a common goal in most government auctions 
of public assets, like drilling rights for oil—is not a priority here. 

Given these diverse needs, what’s the best approach to designing an auction? Re-
search, including economic experiments conducted to guide the design of the RGGI 
allowance auction, suggests that the most effective design is a sealed-bid, uniform 
price auction where all winning bidders pay the first rejected bid. This way, auction 
participants who place a high value on allowances can feel free to bid their true value, 
knowing that they will only have to pay the highest rejected bid (the market-clearing 
price) for the allowances that they win. Uniform price auctions do a better job at 
tracking changes in market conditions and revealing the true market price. Simplicity 
also suggests that a one-round auction is preferable to a more complicated multi-
round approach, which is both time-consuming and more susceptible to collusion.

However, this approach could yield inconsistent prices. If allowances from more 
than one year are auctioned at the same time, the price of the later vintage (for exam-
ple, 2010) could potentially exceed the price of the earlier one (2009). (The vintage of 
an allowance defines the first year or time period when it can be used for compliance 
with the emissions cap.) One possible solution is a combined vintage auction, based 
on the idea that allowances are bankable and that a bid for a later vintage should be 
treated as a request to purchase either that vintage or an earlier one, whichever is less 
expensive.

Allowance auctions should be held frequently enough to maintain liquidity in the 
allowance market, but not so often as to raise administrative and transaction costs un-
necessarily. Having large infrequent auctions could pose a financial challenge to firms 
that need to acquire large quantities of allowances at each auction and consequently 
must put up substantial amounts of capital to participate. Such auctions also could 
disrupt secondary market trading because large quantities of allowances would be 
introduced at the time of the auction.
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Well-designed auctions should include a minimum, or re-
serve, price below which no allowances would be sold (re-
serve prices are common in auctions like those on eBay). This 
feature helps to limit the gains to bidders from collusion and 
could be used to prevent allowances from being sold for less 
than the minimum value that regulators or society places on 
a ton of CO

2
 emissions. Reserve prices must be backed up 

by a commitment not to sell allowances for less and a rule 
about whether and how unsold allowances could be reintro-
duced into the market. Reserve prices could be set at some 
absolute level that would presumably grow over time as CO

2
 

caps grow tighter or, after a secondary market has developed, 
at some fraction of a well-established index of recent prices in 
the secondary market.

Auctions should be open to all qualified participants, 
namely any entity that can provide assurance of the finan-
cial resources to follow through on its bid to purchase allow-
ances. Restricting participation will limit competition in the 
auction and could help facilitate collusive behavior, driving 
a wedge between prices in the auction and the true market 
price of allowances.

Contrary to the open auction principle, some have tried 
to argue that restricting participation in allowance auctions to 
entities that are required to comply with the cap-and-trade 
regulation will have several beneficial effects. For example, ad-
vocates of this line of thinking suggest that restricting partici-
pation would prevent a large bidder with no CO

2
 emissions 

from hoarding allowances in the auction. Limiting auction 

participation is also seen as a way to prevent outside entities 
from purchasing allowances for use as CO

2
 emissions offsets 

in other voluntary or regulatory programs.
However, this line of argument is not sufficient. Restrict-

ing access to the auction will not by itself limit access to the 
allowance market, and hoarding behavior could be effected in 
the secondary market as well. Opportunities for hoarding can 
be reduced through other design features, such as frequent 
small auctions, and limits on the proportion of allowances in 
a single auction that can be purchased by a single entity. The 
fact that hoarding or cornering the market is likely to be an 
expensive and risky strategy is perhaps the greatest deterrent.

On March 17, 2008, the states participating in RGGI re-
leased a synopsis of the design elements for their allowance 
auctions, and the first auction took place in September 2008. 
The RGGI auction design is largely consistent with that rec-
ommended here. That historic event began the real world test 
of how well the auction design elements adopted by RGGI 
work in practice for CO

2
 allowances. Stay tuned for the rest 

of the story.

Further Reading

Holt, Charles, William Shobe, Dallas Burtraw, Karen Palmer, and 
Jacob Goeree. 2007. Auction Design for Selling CO

2
 Emissions Al-

lowances under the Regional Greenhouse Gas Initiative. Washington, 
DC: Resources for the Future. www.rff.org/rff/News/Features/
Auction_Design_RGGI.cfm.



12. ComPetItIVeness, emIssIons  
leakage, anD ClImate PolICy

One of the obstacles to implementing climate policy in the United States has been 
the worry that domestic firms competing in global markets will be disadvantaged. 
How serious are these concerns?

In the debate over mandatory federal carbon pricing policies, the potential for ad-
verse effects—on energy-intensive, import-sensitive industries, on domestic jobs, and 
on the nation’s trade balance—consistently emerges as a significant concern.  Equally 
important is the potential for erosion of the environmental benefits if an increase in 
domestic production costs shifts production to nations with weaker climate mitigation 
policies, or none at all.

coMPEtItIVEnEss 
With regard to competitiveness issues, recent analyses by Ho et al. (2008) have con-
sidered the kinds of adjustments to climate policy that firms can make over different 
time scales.

In the very short run, firms cannot adjust prices or production techniques, and •	
profits fall accordingly.
In the short run, firms can raise prices to reflect higher energy costs but lose sales •	
as a result of product or import substitution.
In the medium run, in addition to changing output prices, firms can change the •	
mix of energy, labor, and other inputs in their production processes, but capital 
remains in place; economywide effects are considerable.
In the long run, capital may also be reallocated across the economy. •	

Based on modeling results using an assumed carbon dioxide price of $10 per ton, 
several findings emerge. Measured by the reduction in domestic output, several in-
dustries are at greatest risk of contraction over both the short and the long terms: 
chemicals and plastics, primary metals, and nonmetallic minerals. Another hard-hit in-
dustry, petroleum refining, will likely be able to pass along most cost increases. Output 
reductions shrink over time, however, as firms adjust inputs and adopt carbon- and 
energy-saving strategies. Industries that continue to bear the impacts are generally the 
same ones affected initially, albeit at reduced levels. As profits drop in the short term, 
competitive markets adjust to ensure market rates of return in the longer run.

In the near term, the largest cost increases are concentrated in particular segments 
of affected industries: petrochemical manufacturing and cement see very short-run 
cost increases of more than 4 percent, while iron and steel mills, aluminum, and lime 
products see cost increases exceeding 2 percent.

Overall production losses also decline over time in most nonmanufacturing 
sectors, although a more diverse pattern applies. The initially significant impact 
on electric utilities does not substantially change, whereas mining experiences a 
continuing erosion of sales as broader adjustments occur throughout the economy. 
Agriculture faces modest but persistent output declines due to higher prices for 
fertilizer and other inputs.

Short-term losses in employment are roughly proportional to those of output. 
Over the longer term, however, after labor markets adjust, the remaining, relatively 
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small job losses are fully offset by gains in other industries, 
leaving no net change in employment.

PoLIcY tooLs
The best solution to addressing climate change, most experts 
agree, involves binding international agreements that create 
parity in carbon markets. But in the interim, unilateral actions 
must be taken. A consequence is emissions “leakage”—do-
mestic reductions are offset by increases abroad as production, 
demand, and energy supplies are reallocated globally.  Over 
the long term, the leakage rate for the few most vulnerable 
industries could be as high as 40 percent in the case of a uni-
lateral $10 per ton CO

2
 price.

Displacement of production through lost competitiveness 
is not the only source of carbon leakage—and may not even 
be the main source. A large-scale drop in U.S. demand for car-
bon-intensive energy will drive down fossil fuel prices glob-
ally and expand consumption elsewhere. Coal and oil will 
become cheaper, making electricity and steel in China less 
expensive and more carbon intensive. The only way to ad-
dress such leakage is to ensure that all major countries adopt 
comparable carbon policies and prices.

Climate policy must be cost-effective: it must ensure ac-
cess to inexpensive mitigation opportunities throughout the 
United States (and potentially around the world), minimizing 
the expense of achieving the emissions target. Beyond that, 
policymakers have several options.

A weaker overall policy—less stringent emissions caps 
and/or lower emissions prices—would offer relief to all in-
dustries, not just those facing increased competition. But 
environmental benefits and incentives for technology inno-
vation would be smaller. Exempting certain sectors provides 
more targeted relief but eliminates incentives to deploy even 
inexpensive measures. Traditional forms of regulation, such as 
emissions standards, could deliver some emissions reductions 
while avoiding the added burden of allowance purchases (un-
der auctioned cap-and-trade programs) or taxes on remaining 
emissions. However, the overall cost to society will tend to be 
higher than under an economywide pricing policy.

Trade-related “border adjustment” policies would require 
importers to purchase allowances based on actual or estimated 
embodied emissions, leveling the playing field at home be-
tween imported and domestic consumer goods. It would have 
the same effect on our exports and foreign goods, by adding 
an export rebate based on average emissions payments in the 
sector. Such adjustment policies may raise concerns within 
the World Trade Organization, however.

An allocation policy that keeps domestic costs from ris-
ing in the first place would also do the same thing. Allow-
ance allocation would need to be updated in accordance with 
output, and the value of that allocation would function like a 
domestic production rebate. This type of benchmarking with 
ongoing adjustments stands in contrast to the fixed allocations 
used in Title IV of the Clean Air Act.  

Fischer and Fox have examined the options and found dif-

ferent economic trade-offs. Although all the options promote 
domestic production to some extent, none would necessar-
ily be effective at reducing leakage because while they re-
duce emissions abroad, they expand the emissions of domes-
tic firms. The net effects depend on the relative responses of 
domestic and foreign producers to carbon price changes and 
on the relative emissions intensity of production at home and 
abroad. It seems likely that for most U.S. sectors, a full bor-
der adjustment—combining an import adjustment based on 
actual embodied carbon emissions with an export rebate—is 
most effective at reducing global emissions. But if for reasons 
of avoiding trade disputes import adjustments are limited to 
a weaker standard, the domestic rebate can be more effec-
tive at limiting emissions leakage and encouraging domestic 
production.

QuaLIFIcatIons
Now, some caveats.  First, although an emissions cap can limit 
domestic emissions, awarding additional allowances to certain 
sectors to compensate for competitiveness concerns will tend 
to raise allowance prices overall and shift costs among sectors. 
For energy-producing sectors like electricity or petroleum 
refining, a production rebate undermines incentives for cost-
effective conservation efforts. Second, border adjustments risk 
providing political cover for unwarranted protectionism and 
may provoke trade disputes. Third, many of our largest trading 
partners—including the European Union—are implement-
ing emissions pricing. And for most energy-intensive manu-
facturing, these partners represent a quarter or more of the 
leakage from lost competitiveness. Thus, actual leakage is less 
of a concern, and any allocation scheme must consider how 
preferential treatment will be phased out.

Overall, sector-specific policies are more difficult to imple-
ment than economywide approaches and can require hard-to-
obtain data. Furthermore, they create incentives for rent seek-
ing as industries seek special protection without necessarily 
being at significant competitive risk. Nonetheless, a unilateral 
or near-unilateral domestic carbon mitigation policy could in 
fact cause adverse impacts on certain energy-intensive, im-
port-sensitive industries, particularly in the short to medium 
term, justifying some kind of policy response.
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13. aDDressIng bIoDIVersIty  
anD global warmIng by  
PreserVIng troPICal forests

Environmentalists have long been exasperated by the loss of biodiver-
sity from the progressive destruction of tropical forests. Global warming pol-
icies at last offer some hope of slowing deforestation, as firms in developing 
countries have incentives to partly offset their emissions mitigation obligations 
through the purchase of credits to maintain the carbon stored in tropical forests.  
Tropical forests have long been recognized as providing habitat for a huge share 
of the world’s wildlife and plant species. For decades, however, concern has been 
mounting that these sensitive ecosystems, which constitute over 50 percent of the 
planet’s forested area, are in peril. The clearing of large tracts of tropical forests 
and conversion of that land for other uses destroys habitats and threatens many 
species with extinction.

Why should tropical forests be protected? One long-standing argument is that 
governments should protect these areas, rich in biodiversity, because of their untapped 
potential for the pharmaceutical industry. For example, a plant currently undiscov-
ered, deep in the forest, could one day prove helpful in the fight against HIV/AIDS. 
However, this reasoning has not held up over time. A famous project saw Merck & 
Co., Inc., one of the world’s largest pharmaceutical companies, providing $1 million 
dollars to Costa Rica in return for 1,000 plants collected from its forests. Although the 
Merck project successfully raised money for Costa Rican biodiversity research, few, if 
any, drugs have been developed, and the model has not been transferred elsewhere. 

However, a new justification is emerging. Real hope lies in the idea of protect-
ing forests for their value in the fight against global warming. Forests contain huge 
amounts of carbon, and are often referred to as carbon “sinks,” for they absorb and 
store carbon dioxide from the atmosphere. As concerns about the consequences of 
global warming grow, and as more people understand how carbon dioxide contributes 
to that warming, it is possible not only to estimate the value of a forest for sequester-
ing carbon, but also to provide landowners with incentives to avoid deforestation. 
Simply put, by controlling deforestation we can significantly affect our carbon emis-
sions. Studies suggest that halting deforestation in the tropics and other judicious uses 
of forestland for carbon control and storage could substantially reduce the costs of 
mitigating global warming. 

Recent market transactions on the European Climate Exchange place the value 
of carbon somewhere between $10 and $100 per ton (the price of carbon dioxide = 
12/44 the price of carbon). Furthermore, the exchange provides a vehicle to allow 
landowners to capture the value of the carbon benefits. Even if we use what seems 
like a fairly conservative price of $80 per ton, that means that the almost two billion 
hectares of tropical forests currently hold captive a whopping 300 billion tons of car-
bon, worth about $6 trillion. 

If we add the 140 billion tons of carbon in the dead wood, litter, and soils on the 
forest floor, the additional value is $2.8 trillion, meaning an impressive total value of 
$8.8 trillion for the globe’s tropical forests.

Sorting out the value and benefits of these forests is one thing. Next we need to 
work out how much we’re willing to pay to keep them intact. 

For a landowner, one study suggests the value of cleared land works out to $300 
per hectare, on average (Pearce 1996). So let’s assume that governments will need to 
pay $500 per hectare to stop them from felling their trees. That adds up to a $1 trillion 

roger a. sedjo
is a senior fellow and the direc-
tor of the Forest Economics and 

Policy Program at Resources for the 
Future. His research includes climate, 
biofuels, and land use, as well as a 

variety of forest resource issues.



Issues of the Day 27

cost across all of the world’s tropical forests. Yet the benefits of 
sequestered carbon in those forests, even at modest prices, are 
about 8.8 times as great as the costs.

The difficult question remains, however, as to who will 
pay to sustainably maintain these forests. Until now, no one 
has come forward with the requisite large amounts. However, 
with carbon credits selling for up to $100 per ton, tropical 
countries may find it in their interest to take heed. The con-
cept is that countries that can reduce or eliminate high rates 
of deforestation could receive carbon credits that would be 
recognized and could be transacted in the carbon markets. 
Countries that found it difficult to meet their carbon emis-
sions targets under the Kyoto Protocol or subsequent climate 
agreements could purchase the credits generated by avoid-
ed deforestation to meet those targets. Thus, benefits would 
accrue to both buyers and sellers of carbon credits, and the 
benefits of tropical forests could be preserved for humankind. 
Another approach would be to focus on the tropical lands that 
are particularly subject to deforestation. Most of the world’s 
tropical deforestation takes place in eight countries, with 50 
percent occurring in Brazil and Indonesia. So, in order to 
maximize efficiency at the start, an initial approach might be 
to focus “avoided” deforestation strategies and funds on these 
countries. Studies estimate that in order to substantially re-
duce tropical deforestation, annual expenditures of $2.2 to $5 
billion would be needed for an extended period. 

Protecting tropical forests will not be easy. Measurement, 
monitoring, and an administrative and regulatory structure 
would be required. Efforts would need to be made to ensure 
that deforestation activities are not simply deflected to other 
regions or countries with less stringent governance. Such 

enforcement would be complicated, but is possible if satel-
lites and density-measuring lasers are employed (DeFries et 
al. 2007). The compensation costs and outlays for monitoring 
would still be far less than the economic benefits of carbon 
capture, even without considering the other environmental 
benefits of the forests. Even though a system of forest pro-
tection might not be easily implemented, the potential total 
benefits of protection are great. Halting deforestation would 
be a powerful tool to help humans effectively address the peril 
of climate change.
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14. forests In a u.s. ClImate Program 
Promising, but the Key Is Implementation

Ideally, the forest sector would be included in a domestic program to reduce green-
house gases, as studies suggest there is potential to sequester in trees a substantial 
amount of carbon at relatively modest cost. Unfortunately, however, there are chal-
lenging design issues that need to be overcome before an effective forest sequestra-
tion policy can be implemented.

As the U.S. government develops a program to reduce the country’s net emissions 
of greenhouse gases, it will be important to consider the role that forests and the 
forestry sector can play. Through photosynthesis, trees act as biological scrubbers for 
carbon dioxide, removing the gas from the atmosphere, storing the carbon as biomass, 
and returning the oxygen to the atmosphere.

Many forestry practices contribute to this carbon sequestration, including prevent-
ing deforestation, modifying harvest practices to reduce soil disturbance, reforesting 
harvested timberland, implementing new management methods such as extended ro-
tations, and managing fire more effectively to avoid catastrophic loss. Perhaps more 
important, converting marginal or abandoned cropland and pastureland to forest 
stands can contribute significantly to increased carbon sequestration.

Although carbon sequestration alone will not drastically mitigate our carbon emis-
sions, it can serve as a significant and cost-effective component. A 2005 study by 
the Pew Center for Climate Change reviewed nearly a dozen studies of the cost of 
carbon sequestration in the United States. Once the individual studies were adjusted 
for comparability, the results suggested that as much as 500 million tons of carbon per 
year—about 30 percent of national emissions—could be sequestered at a cost of $25 
to $75 per ton of carbon ($7 to $21 per ton of carbon dioxide). With carbon capture 
and geological storage costs approaching $150 per ton, forest carbon sequestration 
appears quite cost-effective.

Several of the climate change bills introduced in Congress over the past few years 
have addressed various aspects of forest carbon sequestration. Most prominently, the 
111th Congress passed HR 2454, commonly known as the Waxman-Markey bill, 
which includes provisions for substantial forest carbon offset projects and programs, 
both domestic and international.  

The challenge for promoting forest carbon sequestration is designing a program 
that reliably induces landowners to protect and expand their forest carbon inventories. 
There are two basic approaches to encourage forestland owners to sequester more 
carbon: results-based programs and practice-based incentive systems. Each has its vir-
tues and limitations.

rEsuLts-BasED aPProacH
The results-based approach focuses on the amount of carbon actually sequestered by 
individual landowners and allows for innovative strategies customized to local cir-
cumstances. It would create incentives that closely coincide with the sought-after 
outcomes. The incentives might take the form of payments or subsidies from the 
government or offset credits under a cap-and-trade program.

Under a results-based approach, the government and program participants must 
employ some mechanism to estimate, report, and verify the actual carbon sequestra-
tion achieved by forest management changes. To win popular and political support—
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particularly if credits that can be used to meet obligations 
under a cap-and-trade program are allocated to individual 
landowners—it will be necessary to develop procedures that 
assure the public that estimates of carbon gains are accurate.

The first and perhaps most challenging element of esti-
mating the impact of a carbon sequestration project is devel-
oping a reference case—that is, estimating how much carbon 
would have been stored on a site in the absence of the pro-
gram. Most of the practices that increase forest carbon se-
questration are familiar activities that are already integral to 
land-use management. For a particular area of land, it can thus 
be difficult to say which practices would have been used any-
way, even if government policy had not influenced manage-
ment decisions. The requirement that the project go beyond 
the reference case is sometimes referred to as “additionality.” 
Since the reference case cannot be observed—after all, it did 
not happen—sequestration project evaluators have to rely on 
professional judgment to estimate business-as-usual carbon 
sequestration.

Project evaluation is also vexed by problems with leak-
age—that is, countervailing off-site effects that decrease the 
true carbon sequestration gains of a project. For example, a 
project developer might protect a particular area of forest 
from harvest to reduce the release of carbon from the site. But 
if, in response to market demand, a timber company simply 
cuts elsewhere instead, the carbon sequestration gains of the 
project have been lost. Also problematic is the fact that forest 
carbon can be released back into the atmosphere if the wood 
decays or burns; it is not necessarily as permanent as other 
kinds of emissions reductions.

Yet another problem involves verification. Project evalu-
ation is hard enough when the professional has no financial 
or personal interest in the project. But when the individual 
developing the sequestration project is also charged with eval-
uating it, as is often the case, there is an inherent conflict of 
interest.

The methods used to evaluate carbon offsets are supposed 
to lead to results that are additional, verifiable, permanent, 
and enforceable. Although this may sound like a demanding 
standard, it is not enough. What is really needed is an ap-
proach that is independently reproducible—that is, the results 
of the analysis do not vary with the analyst. None of the cur-
rent protocols or estimation procedures has been tested to see 
whether it complies with this standard. Senator Boxer’s bill 
from the 110th Congress, S 3036, is the only one introduced 
in Congress to require that the methods used to assess offsets 
be tested and verified by teams of independent experts before 
the methods can be used to earn allowances.

PractIcE-BasED aPProacH
An alternative to the results-based approach is a practice-based 
incentive system, similar to the programs that have been used 

for environmental stewardship under the Farm Bills. Under 
this scheme, landowners are paid for adopting specific prac-
tices that are thought to be correlated with high levels of car-
bon sequestration—for example, converting highly erodible 
cropland to forest stands. The advantage of this approach is 
that it avoids potentially costly and contentious carbon mea-
surement issues. The disadvantage is that the incentives for 
carbon sequestration are dulled; landowners’ first priority is 
implementing the practice, not sequestering carbon.

GoVErnMEnt ProDuctIon aPProacH
A more radical option that has received virtually no atten-
tion is for the government (federal or state) itself to acquire 
land and adopt carbon-sequestering practices. This is what 
the government has done in many hazardous waste cleanups. 
Although there may be substantial political resistance to the 
government’s expanding its holdings of land, the “govern-
ment production” approach offers the advantage of practical-
ity. It reduces problems of asymmetry of information, makes it 
easier for the government to pursue multiple objectives such 
as biodiversity and recreation, and allows the government to 
adjust its practices without extensive renegotiation of terms 
with private parties. The disadvantage, of course, is that a gov-
ernment production approach dulls incentives for efficiency 
and innovation. 

We have been working for a decade and a half to overcome 
the challenges of a results-based offset program, but the issues 
persist. While we may be able to overcome these difficulties 
with additional experience and experimentation, it is likely 
that policymakers should consider alternatives. Further de-
veloping programs that use the input-based and government 
production approaches may well prove more fruitful in the 
long run. In any case, forest carbon sequestration is so promis-
ing, we must make a continued, diligent effort to find work-
able systems.
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15. emIssIons offsets In a greenhouse 
gas CaP-anD-traDe PolICy

A key issue in the design of a cap-and-trade (or tax-based) system to reduce U.S. 
greenhouse gas emissions is to what extent covered sectors may offset some of 
their abatement obligations by paying for lower-cost emissions reductions in other 
countries, or in domestic sectors (such as agriculture) that might not be formally 
regulated. Some important pitfalls need to be addressed if offset provisions are to 
work effectively, without undermining overall emissions reduction targets.

Emissions offsets have received much attention, both positive and negative, as a 
policy option to mitigate climate change. Simply put, an offset is an agreement be-
tween two parties under which one party voluntarily agrees to reduce its emissions 
(or increase carbon storage in forests or agricultural soils) in exchange for a payment 
from another party. For this discussion, the paying party is mandated via regulation to 
reduce emissions, but the selling party is not. The underlying premise is that the offset 
seller can cut emissions less expensively than the offset buyer can, and will do so if 
paid more than the action costs.

The most well-known climate policy offset program is the Clean Development 
Mechanism (CDM). Under that arrangement, countries that have agreed to binding 
greenhouse gas (GHG) reduction commitments under the UN’s Kyoto Protocol can 
meet their commitments through focusing on internal emissions reductions, trading 
emissions rights with other countries facing Kyoto emissions targets, or relying on the 
CDM itself, obtaining emissions reductions credits generated through offset projects 
in developing countries not bound by Kyoto targets.  

One of the newest programs is the Regional Greenhouse Gas Initiative, which re-
cently launched a mandatory program to reduce GHGs from the electric power sector 
in 10 northeastern states with offsets from the uncapped sectors allowed as a compli-
ance option. In mid-2009, the U.S. House of Representatives passed cap-and-trade 
legislation to cut GHG emissions approximately 80 percent by 2050, with domestic 
and international offsets as a significant component of the policy’s cost containment 
design. As of this writing, the legislation is now being considered by the U.S. Senate.

WHY oFFsEts?
The economic argument in favor of offsets is straightforward to anyone familiar with 
emissions trading principles. Rather than designate which parties must undertake 
which reductions to achieve a collective target, it is more efficient to allow parties to 
contract among themselves to find who can achieve these reductions at the lowest 
cost. This is true for emissions trading in general and for offsets in particular. Empiri-
cal evidence bears this out. A recently published study by EPA of the cap-and-trade 
bill that passed in the House of Representatives in 2009 found that allowing offsets 
even subject to quantitative limits on their use reduces marginal compliance costs by 
about half. In addition to cost containment, offsets are seen as a potential source of 
economic stimulus, delivering much-needed resources and efficient technologies to 
sectors and countries outside the cap that are economically disadvantaged. They can 
also be a source of environmental cobenefits through the deployment of less-polluting 
technologies and protecting forests and other ecosystems that sequester carbon.
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PotEntIaL ProBLEMs
Two common criticisms of offsets are that they deflect effort 
from abatement in the capped sectors and generate credit for 
reductions that may not be real. But the former criticism is 
misdirected. Deflecting abatement from the capped sectors 
is exactly how offsets work to reduce costs. It should be the 
overall reductions we are interested in, not where they occur. 
However, if offset credits are being given for reductions that 
do not actually occur, the transaction and the cap are illusory.

The validity of offset reductions is called into question be-
cause they are generated from sources that do not face an 
emissions mandate. This makes it difficult to determine how 
to give credits for emissions reductions—reductions com-
pared to what?  The answer typically comes in the form of a 
baseline that captures what the emissions level would be un-
der a “business-as-usual” scenario. Reducing emissions below 
this baseline can be considered additional to reductions that 
would have occurred anyway.

“Additionality” is a necessary condition for the reduc-
tions to be real. Additionality may be more readily apparent in 
some cases such as methane capture from livestock operations 
or afforestation of cropland because these are not prevalent 
practices for farmers under business as usual. But in practice 
it can be difficult to determine additionality because once a 
project starts, the baseline is a counterfactual event that is un-
observable. This can become a matter of guesswork that varies 
in sophistication—from complex data analysis to simply ask-
ing the party to provide evidence the project is additional. If 
a party has too much freedom to set its own baseline, there is 
legitimate concern about its validity and whether the reduc-
tions are therefore truly additional.

Another potential problem with offset transactions is “leak-
age,” which occurs when emissions reductions generated by 
the project simply lead to emissions being shifted to some 
ungoverned source, such as another uncapped entity not en-
gaged in an offset project, thereby counteracting the project’s 
reductions. A third problem, “permanence,” comes specifically 
from offsets generated by biological sequestration of carbon 
in forests and agricultural soils, which have the highest physi-
cal and economic potential in a domestic U.S. program. These 
projects create value by removing CO

2
 from the atmosphere 

and storing it in biomass and soils. The stored carbon, how-
ever, can be re-emitted by natural disturbances, such as fire, or 
intentional management actions.  If this occurs, the original 
benefits of the project have been negated and the offset ac-
counting shortfall needs to be addressed.

PossIBLE soLutIons
Offset policy has focused on addressing additionality, leakage, 
and permanence issues in two ways.

Quality standards. Each of the problems identified here can 
be dealt with by imposing standards to protect offset quality. 
This follows the CDM approach, which restricts the activities 
eligible for offsets and requires an executive board to approve 
all projects.  All CDM projects must meet standards for addi-

tionality, address leakage, and require all biological sequestra-
tion projects to accept temporary payments rather than risk 
impermanence. This was deemed necessary to get political 
buy-in from parties who were skeptical of offset integrity. The 
results have been mixed. Indeed, it has been challenging to get 
many CDM projects approved, thereby restricting supply. But 
the logjam is loosening, and some projects that have been ap-
proved have been criticized for generating dubious reductions 
despite quality standards.   

Quantitative restrictions. Policymakers have tended to cou-
ple quality standards with quantitative restrictions on the use 
of offsets for compliance. For example, the EU limits the share 
of compliance commitments that can be met with offset cred-
its to approximately 10 percent (with some variation across 
countries within the EU). The U.S. House bill would have 
similarly placed compliance limits on offsets. These restric-
tions implicitly suggest that policymakers are lured by the ap-
peal of offsets, but they only trust them so far.

suMMarY
Offsets are neither a panacea nor a pox.  Done well, they 
expand emissions reduction opportunities and lower the cost 
of achieving the cap, but they create a number of accounting 
problems for a cap-and-trade program. Rigorous standards for 
their inclusion are essential if the system is to have integrity. 
Nonetheless, some flexibility is necessary to ensure that high-
quality offsets are not left out of the system because of overly 
burdensome requirements. This trade-off is as much art as sci-
ence. Quantitatively limiting offsets for compliance is not an 
ideal solution, but it may be necessary, at least at first when 
offset quality is highly uncertain.  Even with quality standards 
and quantitative restrictions in place, the CDM has generated 
a substantial flow of potential credits (3.8 billion tons in the 
pipeline) redeemable in the Kyoto system. Clearly, the current 
system, warts and all, has at least passed the first test of viability. 
Whether or not offsets are a critical element of the post-2012 
Kyoto framework and the U.S. compliance market remains 

for policymakers to decide.
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16. ethICs anD DIsCountIng  
global warmIng Damages

One of the most contentious issues in assessing what price to put on greenhouse 
gas emissions is the rate at which global warming damages to future generations 
should be discounted. How can we think about the discount rate, and is there any 
possibility for reconciling different views?

Over the past few years, great debates have erupted over discounting, stimulated 
by the economic analysis of climate change.  One of the more controversial, the 2006 
report by Nicholas Stern, The Economics of Climate Change: The Stern Review, employed 
a much lower discount rate—around 1.4 percent—than had previously been used.  
Partly for this reason, the Stern Review recommended more rapid reductions in green-
house gas emissions, with carbon dioxide (CO

2
) concentrations peaking at 450–550 

ppmv (parts per million by volume). Stern’s implicit carbon price along a business-
as-usual pathway was roughly $85 per ton of CO

2
, though the damages from today’s 

emissions (and hence the appropriate price on CO
2
) would be substantially lower if 

atmospheric stabilization targets were achieved.  
In contrast, much (but not all) previous economic analysis had used market inter-

est rates of well above 2 percent, with concentrations reaching around 700 ppmv and 
carbon prices of considerably less than $20 per ton of CO

2
, and often single digits.  

By way of comparison, current carbon prices in the European greenhouse gas emis-
sions trading scheme are around $20 per ton, and have been as high as around $40 
per ton.

The discounting debate is certainly a critical issue for all of the economists now 
engaged in climate change policy discussions. But before engaging with the debate, it 
is helpful to clarify some key ideas. To start with, a discount rate is a rate of change of 
the price of one good relative to another.  Under idealized circumstances, the discount 
rate for all goods could be identical. But the world is not ideal, so different goods have 
different appropriate discount rates. So when economists refer to “the” discount rate, 
we are referring to a general, economywide discount rate, which can roughly be ap-
plied to aggregate consumption in the economy. This general discount rate represents 
our collective willingness to trade off aggregate present for future consumption. The 
discount rate reflects changes in real, not just nominal, prices and is not merely an 
adjustment for inflation.

Economists make an important distinction between the discount rate for con-
sumption versus utility (or well-being). We might discount expected utility in the 
future because, for instance, there is a risk of dying beforehand. We might discount fu-
ture generations because we care less about their welfare than we care about our own.  
In addition to discounting utility, a further discount component is applied to future 
consumption, if higher living standards are anticipated in the future. This reflects the 
rate at which the value of additional consumption declines as consumption increas-
es—represented by a parameter called the “elasticity of marginal utility” with respect 
to consumption. In total, the consumption discount rate comprises two parts: the 
utility discount rate and the elasticity of marginal utility multiplied by the consump-
tion growth rate. Even with a zero utility discount rate, if aggregate consumption is 
expected to keep growing, then a positive consumption discount rate is appropriate.

The discount rate is a function of how we expect consumption to change in the 
future. Greater optimism (pessimism) about future consumption growth implies a 
higher (lower) consumption discount rate. In rare cases, where large-scale investment 
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changes consumption growth, the investment will also change 
the appropriate consumption discount rate. Climate change, 
and/or our response to it, may be large enough to change the 
underlying growth rate, and hence also the discount rate.

So why is there such a difference between the Stern Review 
and most previous research? Stern adopts a “prescriptive” ap-
proach, explicitly considering the ethics of climate change, 
and his modeling treats the utility of everyone equally: in-
dividuals are not discounted just because they are born in 
the future. The average global per capita consumption growth 
was set at around 1.3 percent (although consumption growth 
varies from region to region and from each of the many thou-
sand model runs to the next). With an assumed elasticity of 
marginal utility equal to one, this implied a global average 
consumption discount rate of 1.4 percent. As noted, Stern’s 
carbon prices were higher than in earlier work, and his rec-
ommendation is to reduce emissions rapidly.

In contrast to Stern’s prescriptive approach, previous re-
search tended to be “descriptive” in assumptions about dis-
counting, focusing on what we actually do, rather than what 
we ought to do from an ethical point of view. The focus was 
on market interest rates, which reflect the sum of many in-
dividual choices. Historic market interest rates (ignoring past 
and present financial crises) have averaged around 6 percent, 
so most previous research applied consumption discount 
rates at roughly this level. As such, utility discount rates were 
around 1–3 percent, the elasticity of marginal utility was set 
at 1–2 percent, and consumption growth rates were around 2 
percent.  With these higher discount rates, much more grad-
ual emissions reductions are recommended, with atmospheric 
concentrations reaching or exceeding 700 ppmv.

too stErn aBout stErn?  
Several arguments have been advanced against Stern’s ap-
proach. We consider two of the more powerful. Stern’s utili-
tarian ethics is not the only, or even the predominant, ethical 
outlook. For instance, “agent-relative” ethical ideas advanced 
by philosopher David Hume in the 18th century suggest that 
it is legitimate to care about those closer to us (by genetic 
proximity, or space or time) than those farther away. Also, if 
our ancestors had adopted Stern’s perspective, they would 
have had to devote more resources (by way of savings and 
investment) for our benefit, reducing their own consumption, 
and hence also their welfare. This seems unfair given that our 
ancestors were significantly poorer than we are today. 

There are two corresponding replies. First, it is true that 
utilitarianism is not the only viewpoint. But for a global is-
sue like climate change, our analysis should be impartial, 
not favoring the Chinese over the Americans, say, or people 
alive today ahead of those alive in 2050. Many of the great-
est economists and philosophers have specifically endorsed an 
impartial approach, and recommended a zero utility discount 
rate, which implies a low consumption discount rate, as in 
the Stern Review. Furthermore, the “prescriptive” school ar-
gued that there are at least three reasons for being cautious 
about using market prices to reveal ethical attitudes: markets 

do not always work properly, as we have seen in recent years; 
market interest rates can aggregate the choices only of those 
alive today, and do not represent the wishes of future genera-
tions; and interest rates reveal only one discount rate—yet, as 
discussed, in the real world different goods will have different 
discount rates.

Second, lower discount rates would indeed have com-
pelled our ancestors to have saved more, but not ruinously so, 
once we account for the fact that we are so much better off 
than our ancestors were (as a result of impressive technologi-
cal progress).

so, WHat to Do?  
There are several pragmatic routes to reconciling the ap-
proaches. One is to explicitly take into account uncertainty 
over the discount rate. For example, suppose we crudely as-
sume that Stern is as likely to be correct as his critics, such 
that a 1.4 percent discount rate is as likely to be correct as a 
6 percent discount rate. In this case, over a 100-year period, 
the discount rate that yields global warming damages equal 
to the average of damages under a 1.4 percent rate and under 
a 6 percent rate is 2 percent.  In other words, the logic of 
uncertainty makes the arguments about ethics less significant.  

Accounting for “unknown unknowns,” by assuming the 
probabilities are themselves uncertain, further bridges the di-
vide between the discount rate of the Stern Review and higher 
market interest rates. Also, it may be consistent to apply high 
discount rates for aggregate consumption, and low discount 
rates for (increasingly scarce) natural capital. If climate change 
disproportionately damages natural capital, a lower discount 
rate may be justified.  

Finally, social institutions, beyond the market for govern-
ment bonds, might be investigated with a view to backing 
out implicit long-term ethical preferences. This would avoid 
the need for a priori ethical assumptions, such as those made 
in the Stern Review, and would also avoid the problems with 
relying on market prices to derive ethical positions. Such re-
search may reveal that the apparent chasm between prescrip-
tive and descriptive approaches is narrower than it seems.
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17. ClImate Change abatement
Not “Stern” Enough?

If the value of environmental resources potentially at risk from climate change is 
rising over time relative to the value of ordinary market consumption, the future 
nonmarket impacts of climate change should be discounted at a lower rate. Ac-
counting for this possibility increases the likelihood that more aggressive near-term 
actions to cut greenhouse gas emissions are justifiable on economic grounds.

That Earth is undergoing anthropogenically induced climate change is no longer 
in dispute, yet uncertainties abound—concerning cloud formation, feedback from 
methane in melting permafrost, and ecosystem responses to rapid change, to men-
tion just a few. There are also economic uncertainties: what will the physical effects 
of climate change mean for the global economy, and how will that affect the world’s 
societies? 

As the nations of the world consider actions to mitigate a changing climate, the 
crucial policy issue boils down to this: what level of investment in climate change 
abatement should we make today to avoid costs associated with climate change in 
the future?

The Economics of Climate Change: The Stern Review recommended that 1 percent 
of global GDP be invested each year to avoid the economic consequences and the 
unprecedented risks from climate change. That was in 2006. In June 2008, looking 
at faster-than-expected climate change, Nicholas Stern doubled the estimate, to 2 
percent of GDP.

Critics are divided, some calling it too pessimistic or too optimistic, depending on 
one’s proclivities. A central issue in the debate has been the discount rate that Stern 
used to calculate the future benefits and costs of climate change. Because the impacts 
of climate change will continue to be felt in the distant future, the rate at which we 
“discount” the future critically affects the level of emissions reductions that is eco-
nomically warranted today. For example, at a discount rate of 1 percent, the discount-
ed value of $1 million 300 years hence is around $50,000 today. But if the discount 
rate is 5 percent, the discounted value is less than a mere 50 cents. 

Economists disagree about what value to choose for the discount rate when deter-
mining an appropriate level of investment in climate change abatement. Stern used an 
unusually low rate, motivated by ethical arguments, uncertainty, and the exceptionally 
long time horizon. This leads to very high damage figures. Hence, his call for a high 
level of investment in climate change abatement today.

Among the most prominent economists studying the costs and benefits of climate 
change is William Nordhaus, who has argued for using a higher discount rate and 
therefore arrives at less startling results with respect to an economic estimate of the 
damages from climate change, and with respect to the measures we should take in the 
near term to mitigate negative impacts. 

We would point out that most previous investigations (including the Stern Review 
and those by Nordhaus and others) do not consider the effects of the changing com-
position of economic well-being and changing relative prices. These changes can have 
an effect on the calculation of the present value of costs of climate change that is as 
substantial as the choice of discount rate. 

Any discount rate assumes a growing economy. But it is unrealistic to assume con-
stant, unwavering growth, equal for all sectors. Both logic and history indicate that 
growth tends to be concentrated in some sectors, depending on resources, technical 
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innovations, and consumer preferences. If the output of some 
material goods (such as mobile phones) increases, but the 
availability of environmental goods and services (like clean 
water and biodiversity, or rain-fed agricultural production) 
declines, then the relative prices (or willingness to pay) for the 
environmental amenities should rise over time, a fundamental 
point first made by John Krutilla some 40 years ago.

Because of rising relative prices, the environmental sector 
could see its share of the economy grow in value even as it 
becomes physically smaller relative to a growing conventional 
sector. This has consequences for discounting itself that have 
been overlooked. In a multisector model, discount rates will 
not generally be constant—nor will they be the same for each 
sector. There will be a change in the relative prices for goods 
and services from sectors that grow at different rates. 

Accounting for relative price changes can dramatically in-
crease the abatement necessary to mitigate climate change. 
Using Nordhaus’s integrated assessment model for climate 
change, Sterner and Persson show that even with the rela-
tively high discount rate parameters assumed by Nordhaus 
but also modeling changes in relative prices yields results that 
are similar to the conclusions of the Stern Review and differ 
greatly from previous work by Nordhaus and others. If one 
were to use both low discount rates and changing relative 
prices, one would find even stronger support for strict and 
immediate abatement measures than did the Stern Review. 

We also have a second concern with the Stern Review—
that it may not give sufficient weight to nonmarket damages.

The nonmarket impacts of climate change are at center 
stage, because it is precisely the prices of these goods and 
services that we expect to rise over time. Nonmarket impacts 
from climate change include biodiversity and ecosystem loss, 
the effects of air pollution on human health, and damage from 
extreme hurricanes, droughts, and floods. The Stern Review 
does a great job of presenting many of these, the costs of 
which could be very high over the coming century: billions 
of people could suffer water shortages, and tens to hundreds 
of millions are at risk of hunger, diseases like malaria, and 
coastal flooding. 

Those impacts could also have extreme social conse-
quences if droughts force mass migrations, coastal inundation 
drives environmental refugees inland, and conflicts erupt over 
increasingly scarce resources. Such social problems have the 
potential to make the already serious climate damages much 
worse. However, social impacts are not included in the Stern 
analysis, nor have they been included in most other economic 
analyses. To give a full picture of the costs of climate change 

and the benefits of mitigation, these impacts should also be 
taken into account, together with their expected increase in 
relative value over time.

We believe that it is exactly the nonmarket effects of cli-
mate change that are the most worrisome. Given the risk of 
catastrophes, the main effect of climate change will be not 
to stop growth in conventional manufacturing, but rather to 
damage some vital ecosystem services, making them relatively 
scarcer and raising their relative prices. 

In a thorough evaluation of the effect of relative prices, 
one would assess changes by sector. Clean water, rain-fed ag-
riculture, and some other ecosystem services have particular 
importance for the very poor, and the climate change dam-
ages suffered by the poor are particularly important for hu-
man welfare. The extent of the price effect depends heavily 
on the elasticity of substitution, which measures the change in 
the composition of willingness to pay for goods and services 
when relative prices change. 

In the meantime, analyses of abatement costs and benefits 
need to take into account the content of future growth. Fu-
ture scarcities, whether caused by the changing composition 
of the economy or by climate change, will lead to rising prices 
for certain goods and services. Escalating prices for environ-
mental goods and services raise the estimated damage of cli-
mate change, counteracting the effect of discounting. 

Future scarcity values for nonmarket environmental as-
sets are likely to generate high damage figures, even assuming 
high discount rates. Combining the low discount rates in the 
Stern Review with rising relative prices could lead to support 
for even higher levels of abatement than Stern recommended. 
This would mean that society should consider atmospheric 
greenhouse gas concentration targets that Stern deems unre-
alistic: a target below 450 ppm of CO

2
 equivalents and conse-

quently even more restrictive stabilization scenarios. 
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18. eValuatIng ClImate  
rIsks In Coastal zones

Rising sea levels as a result of climate change pose complex risks for developed 
and developing nations alike. Local policies for adapting to higher sea levels need 
to be crafted, even if the international community is successful in controlling green-
house gas emissions.

Coastal zones around the world have already experienced some of the most ad-
verse consequences of climate change. Global sea-level rise over the last century has, 
for example, contributed to increased coastal flooding and erosion as well as wide-
spread ecosystem loss. Extreme weather events have done much of the damage. About 
120 million people were exposed to tropical cyclones between 1980 and 2000, and 
more than 250,000 of them died as a result. The U.S. State Department estimated that 
close to 100,000 people died as a direct result of the cyclone that stuck Myanmar in 
May 2008.

Future climate change will produce more of the same over the coming decades. We 
can expect increased risks from coastal storms, higher sea surface temperatures, altered 
precipitation and runoff patterns, and more acidic oceans. It is important to note that 
these impacts will vary considerably across regions—and with increasing unpredict-
ability. Consider the plight of corals scattered around the globe. They are all vulnerable 
to thermal stress and most have low adaptive capacity. This is not really news, but the 
increased pace at which corals around the globe have been affected is surprising.

Coastal wetland ecosystems, such as salt marshes and mangroves, are especially 
threatened where they are sediment starved or constrained on their landward margin 
by development; here we are learning more about these systems’ amplified vulner-
abilities as they face multiple stresses from humans and other natural sources. Changes 
to coastal ecosystems also have serious implications for the societies whose welfare 
and livelihoods depend on the services that they provide. Indeed, we are only now 
beginning to understand the degree to which the associated socioeconomic costs will 
escalate as a result of climate change.

To be sure, the impact of climate change on coasts is exacerbated by elevated pres-
sures from human activities, especially when they are concentrated in populated deltas 
(and even more so in Asian megadeltas), other low-lying urban areas, and narrow atolls. 
The enormous loss of life in Myanmar can, for example, be attributed in large measure 
to degraded mangroves that could have provided some protection from the enormous 
storm surge. While physical exposure can significantly influence vulnerability for both 
human populations and natural systems, diminished or nascent adaptive capacity is 
often the most important factor in creating a hot spot of human vulnerability.

The traditional view holds that adaptive capacity is largely dependent upon de-
velopment status. However, there are many other underlying determinants of adap-
tive capacity that are only now being explored: the availability of social and political 
capital, the ability to manage risk, the ability to separate signal from noise in support 
of response decisions. Developing nations may have the political or societal will to 
protect or relocate people who live in low-lying coastal zones, for example, but their 
vulnerabilities could be much greater without the necessary financial and decision-
support capacities, as well as widespread recognition of a causal link between human 
activity and climate-borne risk.

Adaptation costs for climate change are much lower than the damage costs that 
would result if no adaptive measures were taken for most developed coasts. Indeed, 
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coastline protection decisions in developed countries can, if 
exercised properly, reduce economic risk by as much as 75 
percent. Conversely, high-end sea-level rise scenarios, com-
bined with other climate changes (like increased storm in-
tensity) and insufficient adaptive capacities, will make some 
islands and low-lying areas completely uninhabitable. Over 
the long term, unmitigated climate change could overwhelm 
the adaptive capacities of even the wealthiest coastal com-
munities.

Coastal vulnerabilities clearly make the point that risk can 
increase over time for one of two reasons (or both). On the 
one hand, assessed risk may grow over time because evolving 
scientific knowledge supports increased confidence that an 
impact will occur. On the other, even if science has nothing 
new to say about relative likelihood of a particular impact or 
manifestation of climate change, risk can also grow because 
recent research and experiences have shown that consequenc-
es have heretofore been understated. Take, for example, the 
Fourth Assessment Report of the Intergovernmental Panel on 
Climate Change on increased risk from coastal storms. The 
natural science community was, in 2006 (and still is, for that 
matter), debating whether or not a warming planet will mean 
an increase in the intensity and frequency of extreme storms. 
The social science community meanwhile learned from 
Hurricane Katrina (among others storms) that the assessed 
consequences of such storms have grown, because multiple 
stresses have been recognized and because even potentially 
strong adaptive capacity (such as that available to a big city 
in a wealthy country) is not always utilized to even a fraction 
of its full potential. Clearly, the risk of coastal storms can be 
assessed even higher than when the Third Assessment Report 
was released in 2001.

Our growing understanding of coastal vulnerabilities also 
supports the inclusion of “sustainability, equity, and attitudes 
to risk” in the iterative climate response plan described above. 
Development pathways matter because they dictate in large 
measure potential progress in building adaptive capacity and 
placing sustainability on par with economic growth in the 
calculus of development planning. But like everything else in 
the climate game, these connections do not work in only one 
direction; sustainability can affect climate impacts, and climate 
impacts can affect sustainability. Nor are they “linear”; these 
associations can have kinks and curves that cause abrupt dis-

connects, or at least alter the strength of the connection. And 
they always work together; sometimes good ideas on one side 
of the connection are counterproductive when their effects 
are evaluated on the other. 

Finally, the research and policy communities are now com-
ing to grips with the notion that increased risks associated 
with coastal vulnerabilities are not confined to the developing 
world. Even absent any change in storm frequency, sea-level 
rise can portend dire consequences for major cities in the 
developed world. For example, the likelihood that the cur-
rent “every 100 years” flooding event in New York City will 
become the “every 25 years” event by 2035 is now assessed to 
be greater than 50 percent.

It is practically impossible to understate the climate risks 
that coastal zones will face as the future unfolds, almost irre-
spective of global mitigation efforts over the short to medium 
run. That said, the research and assessment communities con-
tinue to see them as nearly perfect laboratories within which 
to study the complexity of the interactions of human beings 
with their environments.
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Part 2
Energy Policies

The political pendulum in the United States has swung away from the highly 
interventionist role governments played in energy markets following the oil price 
shocks of the 1970s toward deregulation in the 1980s and 1990s, and back toward 
much greater intervention in recent years. The latest shift reflects renewed concerns 
about energy security and the emerging threat of global climate change. 

Naturally, there is some overlap between energy policy and some of the issues 
discussed in the sections on climate and transportation policy. This section covers vari-
ous issues related to the economic implications of oil dependence, development of 
alternative energy technologies, specific energy policies, and the workings of energy 
markets. 

A central concern about U.S. dependence on oil is the potential for future oil price 
shocks to disrupt the economy, to what extent (if any) taxation of oil is warranted to 
reduce vulnerability to price risks, and the possible causes of recent price spikes. A 
related issue is whether or not any military burden associated with protecting supplies 
from the Persian Gulf should be factored into energy taxes.

New technologies are affecting energy markets, and one of the most dramatic has 
been the rapid development of oil sands in Canada. With this new resource, Canada 
now has more oil reserves than any country other than Saudi Arabia. The future vi-
ability of the coal industry in a carbon-constrained world critically hinges on another 
emerging technology discussed here—carbon capture and storage. And much deeper 
into the future, is there any potential for satellite-collected solar power to supply elec-
tricity generation?

Specific energy policy issues that are discussed include the possibility for oil drill-
ing in Alaska’s Arctic National Wildlife Refuge; the design of policy to reduce the 
incidence of oil spills; the extent of, and case for removing, energy subsidies in the 
income tax code; whether there is a rationale for subsidizing solar photovoltaic instal-
lations; and practical obstacles to the siting of new energy infrastructure. Also discussed 
are market or other incentives for green building design, the functioning of markets 
for natural gas, and current issues in restructuring the power sector.  



19. refleCtIons on three DeCaDes  
of u.s. energy PolICy

Written from the perspective of someone heavily involved in crafting energy legis-
lation for many years, this commentary describes how the political pendulum first 
swung toward, then away from, and then back toward an interventionist role for 
government in energy markets.

Often the statement is made that America lacks an energy policy. In truth, we have 
a plethora of policies intended to reshape energy markets. What people really mean is 
that we lack a coherent vision, with policies that are strong enough to generate major, 
sustained changes in the ways energy is produced and consumed. 

Over the past several decades, we have periodically engaged in intensive policy-
making, usually in association with disruptive swings in energy prices. Each time, we 
have struggled to achieve a national consensus.

That struggle has focused on both ends and means. Essentially, there are four dif-
ferent goals that differing political factions have argued must be addressed.

The first is economic, namely, assuring that we can afford to fuel our homes, schools, 
industries, and commercial activities. All sorts of policy interventions to stimulate oil 
production, ethanol production, and so on have been defended on the grounds that 
they are important to our economic prosperity. Many of us have argued that efficiency 
and conservation additionally serve this purpose.

The second is protection of our national security. A host of concerns have been 
articulated: the threat of disruption of international oil and natural gas supplies by 
governments or terrorists; the pressure on our foreign policy to accommodate oil-
producing states that are hostile to our values; the flow of wealth from U.S. consumers 
to rogue nations; and terrorism.

The third is guarding our environment—mitigating or preventing damage to our 
air, water, and land from the production and use of energy, such as burning coal in 
power plants, combusting gasoline in vehicles, and disposing of nuclear waste. Given 
federal ownership of massive land acreage and the outer continental shelf, major dis-
putes arise over access for drilling and mining. Today, of course, climate change repre-
sents the mother of all environmental concerns, with calls for a radical overhaul of our 
energy systems in order to dramatically cut greenhouse gas emissions in the decades 
ahead. This issue had been identified by RFF scholars back in the 1970s.    

A fourth goal has been addressing equity or fairness issues: concern for the poor 
and concern for regional impacts such as rising fuel oil prices for home heating in 
New England or gasoline prices for long-distance drivers in the West. When prices 
spike, political fights invariably erupt over how to protect the consumer from the 
producer. The intensity of equity fights rises and falls with prices.

Thus far, our political system has not been able to set priorities among these goals 
in a strong and sustained way. In the 2008 presidential campaign, the two major candi-
dates essentially argued that we could serve all these goals, blurring the fact that policy 
that serves one goal may undercut another, such as support for “coal to liquids.” 

We have seen a significant ebb and flow in government efforts to redirect our 
energy markets. Following the Arab oil embargo of 1973, there was a major drive to 
cut oil imports and shield the economy from expected disruptions and price spikes. 
Independence was the mantra. Price controls had long been in place for natural gas; 
oil-price controls were adopted in the 1970s as part of an economywide anti-inflation 
program of wage and price controls. Such controls proved to be counterproductive 
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to reducing oil imports. They deterred conservation and dis-
couraged domestic production, and, further, they disrupted 
the internal shipment of fuels to consumers. We appear to 
have learned the lesson of such failure: during the recent run-
up in oil prices, no political leaders called for price controls. 

During the 1970s, there were other major market inter-
ventions, including mandates, public investment, loan guar-
antees, and tax incentives. Auto manufacturers were required 
to meet fuel economy standards, utilities were required to 
purchase electricity from other industries that cogenerated 
power, and utilities were prevented from building new natural 
gas facilities. On the public investment front, huge sums were 
appropriated for basic research into advanced energy technol-
ogies and for direct investment in large-scale demonstration 
projects meant to show, for example, that liquid fuels could be 
produced efficiently from coal. The tax code was reconfigured 
to provide incentives for a host of production and conserva-
tion activities, from installing solar panels to insulating homes, 
and taxes were levied on windfall profits from oil and on gas-
guzzling vehicles.

Energy policy was radically overhauled during the 1980s: 
price controls on oil and natural gas were lifted; some man-
dates were ended; many tax incentives were repealed or al-
lowed to expire; investment in large new demonstration 
plants ceased; and spending on research was cut back. Many 
of these changes derived from the Reagan administration’s 
belief that energy developments should be left to the private 
markets, that the tax code should not be used for social en-
gineering, and that government’s role in research should be 
limited to advancing basic science. But change also resulted 
from the dramatic fall in oil prices in 1986 and the reversal in 
the conventional wisdom that had held that prices were only 
headed upward. Investors, consumers, and political leaders in 
both parties lost interest in the development of unconven-
tional and renewable fuels, energy conservation, and efforts by 
government to intervene in the markets.

In the 1990s, policymaking was reenergized. On the heels 
of the Iraqi invasion of Kuwait came bipartisan passage of the 
Energy Policy Act of 1992. In the act, market liberalization 
continued with the drive to bring competition into electric-
ity wholesale markets. (Several states also moved toward com-
petitive retail markets—a movement substantially set back by 
the California electricity crisis in 2001.) In the 1992 act, tax 
incentives were again adopted, including the production tax 
credit, which was viewed as an improvement over the old in-
vestment tax credits as a technique for promoting renewable 

power. Energy efficiency standards for select household appli-
ances were also enacted. But the Democratic Congress and 
the Bush administration had no appetite for upgrading auto 
fuel economy standards or for public investment in large-scale 
technology projects.

With the passage of comprehensive energy bills in 2005 
and 2007, we saw, on a bipartisan basis, the greatest market 
intervention since the 1970s. Mandates were imposed to pro-
mote ethanol production, to ban incandescent lightbulbs, to 
improve fuel economy, and to upgrade household appliances. 
A host of tax provisions were adopted to entice changes in 
investor and consumer practices, including speeding the pur-
chase of hybrids and all kinds of energy equipment in the 
commercial and industrial sectors and pushing production of 
conventional and advanced fuels. Loan guarantees were rein-
troduced for advanced nuclear plants, advanced coal systems, 
and biofuel refineries. And there was a return to appropria-
tions for big demonstration projects like the FutureGen coal 
plant.

In recent years, rising prices and policy initiatives by fed-
eral and state governments have heightened investor interest 
in unconventional fossil fuels and in renewable fuels. As gaso-
line prices reached previously unimaginable levels, consumers 
sharply shifted their vehicle purchases away from SUVs and 
even curbed their driving habits. In multiple ways, investors 
and consumers showed renewed interest in a host of energy-
efficient technologies. 

Recently, with a Katrina hitting Wall Street, the economy 
turning terribly sour, and oil prices plunging, all of these de-
velopments may be in jeopardy. Past experience suggests that 
investors, consumers, and political leaders will lose interest in 
greater efficiency and cleaner fuels.

This time, however, may be different. If the scientific com-
munity sustains and/or intensifies the latest assessment by the 
Intergovernmental Panel on Climate Change (IPCC), there 
should be greater motivation for action to curb greenhouse 
gas emissions. The stage was set by both presidential candi-
dates calling for mandatory controls that would transform the 
energy sector. Indeed, both candidates connected that trans-
formation to economic growth and to greater energy secu-
rity. These connections are easier to make in rhetoric than 
in reality, but they represent a significant shift in the public 
discourse. Ahead remains the tough intellectual and political 
work to design, adopt, and sustain the policies that can meet 
the climate challenge and deliver economic growth, not only 
in the United States but around the globe.



20. the oIl seCurIty Problem
“Déjà Vu All Over Again”

What is the likelihood of a future oil price shock, and if a price shock does occur, 
how much damage might it cause to the U.S. economy?

Today, three of every five barrels sold on the world petroleum market originate 
from relatively insecure regions: the Persian Gulf, North Africa, Nigeria, Angola, Vene-
zuela, Russia, and the Caspian states. Political, military, or terrorist events could disrupt 
oil markets and quickly double oil prices. If these events happen at a time when mon-
etary authorities find it difficult to control inflationary expectations, a trend much 
more likely today than just two years ago, the world could return to the 1970s and 
stagflation.

Reducing our vulnerability to such events is the main task for oil security policy. 
Curtailing imports from our major oil trading partners (Canada and Mexico) is un-
likely to benefit us, because these sources are relatively secure. But reducing our im-
ports is important only if we can reduce the market share of vulnerable supplies in the 
world market. Doing so would mean that disruptions will remove less oil from the 
market and therefore cause less severe price shocks. 

Our vulnerability also depends upon how closely our infrastructure is tied to petro-
leum use. When disruptions cause oil prices to double, the higher price applies to any 
oil used in the U.S. economy. It does not matter whether we are relying on imports, 
domestic supplies, or even close substitutes, like ethanol and other biofuel options. For 
this reason, efforts to reduce oil demand may be more valuable than efforts to simply 
replace vulnerable imported supplies with domestic supplies of oil or ethanol.

Pursuing energy security is relatively simple in conceptual terms. The nation is 
buying an insurance policy against future recessions caused by unanticipated oil price 
shocks. Today’s insurance policy should cost no more than the value of avoiding these 
possible damages. Higher avoided damages could be due either to a greater probability 
of a disruption happening somewhere in the oil market or to more serious economic 
impacts from such a disruption. 

Since experts disagree on both issues, it is often difficult to implement this prin-
ciple empirically. For example, a recent Oak Ridge National Laboratory study com-
puted the hidden social costs attributable to oil based upon a range of different views. 
Their estimates ranged widely from $6 to $23 per barrel, with a midpoint estimate of 
about $13 per barrel. 

Stanford University’s Energy Modeling Forum recently completed two studies that 
may help resolve some of the uncertainties related to damage estimates associated with 
oil insecurity.

In the first effort, a working group of geopolitical and oil-market experts assem-
bled to provide expert judgment on the risks of one or more disruptions at some 
point over the next 10 years. The experts identified specific disruption events and the 
conditions that could make them more or less likely. From there, they evaluated the 
probability that a certain set of events could happen and estimated the amount of oil 
removed from the market in each case. Four separate oil-producing regions were con-
sidered: Saudi Arabia, other Persian Gulf nations, Russia and the Caspian states, and a 
set of heterogeneous countries including Libya, Nigeria, and Venezuela.

The experts concluded that another disruption, given today’s conditions, is very 
likely. At some point over the next 10 years, there is an 80 percent chance that at 
least one disruption of 2 million barrels per day (MMBD, or 2.4 percent of the total 
market) or more would last one month or longer. Those familiar with playing with 
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a well-shuffled deck of cards will immediately recognize this 
probability as exceeding the chances that you would draw a 
club or a red suit.

Compared to previous periods, the risks today are greater 
for smaller disruptions below 7 MMBD than for larger ones. 
Not only are there more insecure regions today than in the 
past, but fewer opportunities exist to reduce the size of any 
disruption with offsets from excess oil production capacity in 
undisrupted regions. These offsets tend to be highly concen-
trated in Saudi Arabia and hence are unlikely to be available if 
oil is disrupted in that country.

In the second study, macroeconomic experts gathered to 
discuss the likely economic impacts resulting from oil price 
shocks. An important distinction concerns the nature of an oil 
price increase. During the 1970s and early 1990s, oil supply 
disruptions caused prices to rise suddenly and sharply. These 
price shocks were fundamentally different from the price ele-
vation occurring over recent years, when oil prices have been 
rising more gradually than during the 1970s. Price shocks are 
likely to create great uncertainty, forcing firms and house-
holds to delay their investment, producing spillover effects 
throughout the economy. Price elevation, on the other hand, 
may anger the car owner who fills his or her gasoline tank, but 
it is unlikely to delay investment and lead to a recession.

The other unknown is how economic policymakers will 
respond to disruptions. Over the last few years, inflationary 
fears around the world have been very low, which has allowed 
monetary authorities to ease the money supply to offset lost 
economic output without creating additional inflationary 
pressures.

Over the last two years, however, inflationary fears have 
grown and may become more intense yet. These develop-
ments would make it much more difficult for governments to 
intervene and offset lost output without exacerbating future 
inflation.

If inflationary fears tie Mr. Bernanke’s hands, does the na-
tion have a fallback position? Yes, although the political pro-
cess will adopt these policies very slowly. First, the U.S. Con-
gress has finally tightened fuel economy standards, reducing 
both vulnerable supplies and our economy’s reliance upon oil. 
Second, policymakers are considering larger public oil stock-
piles, but these expansions will have limited value without 
a more explicit “trigger” mechanism for releasing oil during 
emergencies. Third, domestic ethanol or Alaskan oil supplies 
could replace more vulnerable supplies, but these approaches 
do nothing for our infrastructure’s oil dependence. And finally, 
automobile insurance rates could discourage excessive driving 
by being based partly on the miles driven by each person.

More than a half century ago, the very possibility of oil 
vulnerability shocked the Western world with the closure of 
the Suez Canal. Despite other major disruptions since that 
explosive event, there has been little evidence of “learning by 
doing” in current oil security policy.
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21. reassessIng oIl seCurIty

Oil security might be defined in multiple ways. To what extent might consumption 
of domestic and imported oil by individuals impose broader costs on the economy, 
thereby warranting some level of oil taxation?

World oil prices rose rapidly from 2002 before reaching an all-time high in mid-
2008. As prices rose, they were punctuated by sharp swings resulting from supply 
disruptions. Although oil prices have since declined, expectations that prices will re-
bound and once again be unstable raise concerns about oil security. Past oil supply dis-
ruptions have resulted in sharply rising oil prices and reduced economic activity. Ten 
of the 11 post–WWII U.S. recessions—including the one we’re in now—immediately 
followed episodes of sharply rising oil prices.

Politicians and scholars regularly emphasize the costs of U.S. dependence on im-
ported oil, but oil’s fungibility means that consumers cannot distinguish between 
domestic and imported sources. All oil prices move together on an integrated world 
oil market, and regardless of the source, the global price for a barrel of oil ultimately 
determines the price at the local gas pump. But the critical security difference be-
tween domestic and imported sources of oil, namely the instability of foreign sup-
pliers, is what creates conflict in world oil markets and where policy can be used to 
good effect. 

The desirability of promoting oil security arises only to the extent that the po-
tential economic losses associated with reliance on insecure oil supplies are external-
ities—costs that are borne by society as a whole, rather than by the parties directly 
involved in a transaction.

DIFFErEntIatInG BEtWEEn DoMEstIc anD IMPortED oIL
Although domestic and imported oil look very much the same to the consumer, a 
disruption of foreign supplies would mean higher oil prices in the United States—
even if it were importing no oil from the country whose production is disrupted. The 
reason why is that rising oil prices elsewhere in the world would divert secure supplies 
from the United States to other markets. Because no oil supplies are secure from price 
shocks, the increased consumption of either domestic or imported oil increases the 
economy’s exposure to oil price shocks.

Nonetheless, the U.S. economy’s exposure to oil price shocks does differ for do-
mestic oil and oil imported from countries whose production is unstable. Rising 
U.S. oil imports reduces energy security by increasing the share of world oil supply 
that comes from those countries. Conversely, expanding U.S. oil production enhances 
energy security by increasing the share of world oil supply that comes from stable 
suppliers.

oIL sEcurItY ExtErnaLItIEs
To the extent that the economic losses associated with oil supply disruptions are 
negative externalities that are not taken into account in private actions, they become 
a concern for economic policy. A number of other costs may arise from potential oil 
price shocks, but not all of them may be externalities. Negative externalities occur 
only when a market transaction imposes costs or risks on an individual who is not 
party to the transaction. (Of course, oil use creates other externalities—such as air pol-
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lution and greenhouse gas emissions—that are not associated 

with energy security.) 
Oil security externalities include increases in GDP losses 

arising from oil supply disruptions and the expected transfers 
paid to foreign oil producers during disruptions. Other costs 
typically associated with oil imports—such as increased prices 
for oil imports during periods of stable supply, limits that oil 
imports place on U.S. foreign policy, and the defense spending 
and other government expenditures designed to reduce the 
effects of oil supply shocks—are not security externalities. 

GDP losses. The increase in expected GDP losses result-
ing from increased oil consumption is likely an externality. 
Increased oil consumption ups the exposure of economic ac-
tivity to disruptions. Moreover, individuals buying oil are un-
likely to understand or consider how their own oil consump-
tion affects others by amplifying the effects that oil supply 
disruptions have on overall economic activity—particularly 
because the GDP losses associated with an oil price shock are 
well beyond the possible increase in costs that an individual 
might expect as part of an oil purchase.

Increased transfers. An increase in U.S. oil imports increases 
the expected transfers to foreign oil producers during a supply 
shock, but only part of that increase should be regarded as an 
externality. When buying oil products, individuals should rec-
ognize the potential for oil supply shocks and higher prices.  
So, the expected transfer on the marginal purchase is not an 
externality. On the other hand, individuals are unlikely to take 
into account how their purchases may affect others by enlarg-
ing the size of the price shock that occurs when there is a 

supply disruption. So the latter portion is an externality.
Increased prices for imported oil during periods of stable 

supply. A rise in U.S. oil imports increases the price paid for 
all imported oil, and that means greater costs for those pur-
chasing imported oil. Such an increase is considered a normal 
market development that does not result in market inefficien-

cy, and it is not a security issue.
Increased government expenditures. Government actions—

such as military spending in vulnerable supply areas and ex-
pansion of the Strategic Petroleum Reserve—are possible re-
sponses to the economic vulnerability arising from potential 
oil supply disruptions. Sound policy requires that these ex-
penditures be balanced against the externalities of greater oil 

use rather than used as a measure of the externalities.
Limits on U.S. foreign policy. An overall dependence on 

imported oil may reduce U.S. foreign policy prerogatives. 
These limitations may not be greatly affected by marginal 

changes in oil consumption, nor is it readily apparent how 
to quantify such effects. Therefore, they are omitted in quan-
titative estimates of the security externalities associated with 

increased oil consumption.
Uses of oil revenue. Americans may be unhappy with the 

uses to which some oil-producing countries put their rev-
enue, but that does not mean the sale creates an externality. 
The oil purchase itself does not create the unwanted behavior. 
The absence of a direct foreign policy instrument may make 
it desirable to use policies that reduce world oil prices, but the 
use of such a blunt instrument will hurt all oil producers, not 

just those unfriendly to the United States.

EstIMatED oIL sEcurItY PrEMIuMs
In recent research, Hillard Huntington and I estimated the 
external security costs of U.S. oil consumption. The external 
security cost of the consumption of domestically produced oil 
has a mean value of $2.81 per barrel in a range of $0.19–8.70. 
(All dollar figures are in constant 2007 dollars.)  The external 
security cost of the consumption of imported oil has a mean 
value of $4.98 per barrel in a range of $1.10–14.35.

These estimates suggest only a moderate oil policy is nec-
essary to respond to the security issues associated with oil 
use. They are based on projections made by the U.S. Energy 
Information Administration that show oil prices rising from 
about $40 per barrel in 2009 to more than $130 per barrel in 
2030. In comparison to these oil price projections, the esti-

mated security externalities are relatively modest. 
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22. the 2008 oIl PrICe shoCk 
Markets or Mayhem?

World oil prices rose from $50 per barrel in early 2007 to $140 per barrel in the 
summer of 2008, before falling to $40 per barrel by the end of that year. Can this 
dramatic price shock be explained by market fundamentals—shifts in worldwide 
demand and supply for oil—or were speculative forces at work?

Why did oil prices spike in 2008, and what role (if any) did speculators play? Per-
haps a useful starting point is to observe that, while 2008 exhibited an extraordinarily 
large price swing, volatility in oil prices is ordinarily quite high because the underly-
ing demand and supply curves are so inelastic. Demand is inelastic due to long lead 
times for altering the stock of fuel-consuming equipment. Supply is inelastic in the 
short term because it takes time to augment the productive capacity of oil fields. Price 
volatility provides incentives to hold inventories, but since inventories are costly, they 
are not sufficient to fully offset the rigidity of supply and demand. 

The steep ascent in the price of oil between 2004 and 2008 coincided with the 
first significant decrease in non-OPEC supply since 1973 and an unprecedented surge 
in global demand. Although OPEC members responded by increasing their produc-
tion, they lacked sufficient capacity after years of restrained field investments to bridge 
the growing gap between global demand and non-OPEC supply. 

Even seemingly small shocks may have large effects. Can they help explain the 
spike in oil prices in the first half of 2008? It was definitely a time of significant up-
heavals, some with the potential for sustained disruption of supplies. In February 2008,  
Venezuela cut off oil sales to ExxonMobil during a legal battle over nationalization of 
the company’s properties there. Production from Iraqi oil fields, of course, had still not 
recovered from wartime damage, and in late March, saboteurs blew up the two main 
oil export pipelines in the south—cutting about 300,000 barrels per day from Iraqi 
exports. On April 25, Nigerian union workers went out on strike, causing ExxonMo-
bil to shut in production of 780,000 barrels per day from three fields. Two days later, 
on April 27, Scottish oil workers walked off the job, leading to closure of the North 
Forties pipeline, which carries about half of the United Kingdom’s North Sea oil pro-
duction. As of May 1, about 1.36 million barrels per day of Nigerian production was 
shut in due to a combination of militant attacks on oil facilities, sabotage, and labor 
strife. At the same time, it was reported that Mexican oil exports (10th largest in the 
world) had fallen sharply in April due to rapid decline in the country’s massive Can-
tarell oil field. On June 19, militant attacks in Nigeria caused Shell to shut in an addi-
tional 225,000 barrels per day. On June 20, just days before the price of oil reached its 
historic peak, Nigerian protesters blew up a pipeline, which forced Chevron to shut in 
125,000 barrels per day. Each of these events clearly registered in the spot market. It is 
not implausible to believe that, arriving in quick succession, they contributed heavily 
to the rapid acceleration in the spot price of oil. 

Although the rising price of trend of 2004 to 2008 is consistent with changes in 
market fundamentals—surging demand and falling supply—the spectacular ascent es-
pecially in the first half of 2008 created widespread suspicion that “speculators” were 
responsible. But neither hedging nor speculation in the futures market exerts any sig-
nificant effect on current (spot) oil prices. There are two main reasons: (1) due to the 
law of one price, the futures price must converge to the spot price as the expiration 
date draws near, and (2) virtually all futures contracts are settled for cash, which means 
that every futures contract purchased by a trader is subsequently sold by that same 
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trader before the contract expires. Buying pressure is offset by 
selling pressure and no oil ever changes hands.  

The only avenue by which speculative trading might raise 
spot prices is if it incites participants in the physical market 
(for example, producers and/or refiners) to hold oil off the 
market—either by amassing large inventories or by shutting 
in production. If participants in the physical market are con-
vinced by speculative trading in the futures market that spot 
prices will soon rise, their reaction could cause inventories to 
rise and/or production to fall. However, neither phenomenon 
was observed during the recent price spike.

Finally, we might ask whether price fixing, rather than 
speculation per se, might be responsible for the dramatic in-
crease in price. OPEC does engage in price fixing, and oil 
prices would not have reached $145 per barrel if OPEC had 
not previously restricted investment in new capacity. But 
OPEC did not actually take any positive action in 2007 or 
2008 that precipitated the price spike. OPEC aside, there is 
no evidence of price fixing on the part of anyone else, which 
includes both speculators and the oil companies. 

What combination of factors then explains the collapse in 
oil prices that occurred during the second half of 2008? Sure-
ly the primary factor is that demand for oil dropped sharply 
around the world due to the economic decline, which in early 
2008 few analysts were predicting would turn out to be so 
deep. 

The world oil market operates subject to the familiar laws 
of supply and demand, and market fundamentals are the dom-
inant influence on price. The market is subject to shocks, and 
when these shocks are taken together with short-run rigidi-
ties and high costs of adjustment, the resulting price volatility 
is largely inherent, rather than contrived by speculators, cun-
ning producers, or anyone else.

In the longer run, the effects of shocks will average out, 
and the effects of structural trends are paramount. The most 
conspicuous trend, by far, is the rapid pace of economic de-
velopment in China and other emerging nations. If that con-
tinues, oil’s high income elasticity implies a proportionate in-
crease in demand. 

The long-run trend has been for OPEC to restrict the 
expansion of new production capacity. But many OPEC 
members also have a fundamental tendency to ignore the car-
tel’s attempts to rein in surplus production. For as long as the 
current economic slowdown persists, it will be difficult for 
OPEC to boost the price of oil of its own volition.

The sustainability of oil supplies from non-OPEC produc-
ers is also of fundamental importance. Proven oil reserves of 
non-OPEC producers have been rising—but resource deple-
tion puts constant upward pressure on costs. For decades, the 
oil industry has been able to use technological innovation to 
offset the impact of depletion by finding and producing oil in 
ways that held the marginal cost of output in check. Although 
we cannot expect further technical advances to prevent the 
supply of conventional oil from ever declining, in the longer 
term, ample supplies of unconventional petroleum resources 
and other substitutes for crude oil should prevent oil prices 
from surpassing the mid-2008 peak on any sustained basis. 
But too many technological and political uncertainties exist 
to permit a definite prediction.
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23. the Cost of ProteCtIng  
oIl In the PersIan gulf

How much of the U.S. defense budget might be attributable to protecting oil sup-
plies from the Persian Gulf is a contentious issue. To what extent should motorists 
pay for military spending in higher fuel taxes?

With the United States still bogged down in the war in Iraq, rancorous debate con-
tinues in the halls of Congress regarding the political and economic costs of America’s 
involvement in the Persian Gulf. Many contend that U.S. interests center primarily, if 
not exclusively, on the region’s huge reserves of oil, and that, as a result, U.S. military 
expenditures amount to a massive “hidden cost” of oil use by the United States. Some 
have argued that these hidden costs, estimated to range from essentially zero to up-
ward of $1 per gallon, are, in effect, a subsidy that should be recovered by taxes on mo-
tor fuel. The figures vary widely because analysts disagree profoundly about whether 
military expenditures are related at all to oil use (specifically transportation fuels) and 
about the magnitude of any expenditures that putatively are related.

Here I examine this debate from a slightly different perspective. What might hap-
pen if U.S. consumers and companies hauling freight curtailed their oil use? Would the 
federal government reduce its military commitment in the Persian Gulf? To evaluate 
this, the first step is to look at the mechanism—if X happens, what happens to Y?—
and the second is to examine the motives of the key decisionmaker, the U.S. federal 
government, which determines whether resources are available to address those risks 
and (presumably) authorizes military spending accordingly.

However, predicting how (or even whether) Congress and the president would ad-
just military spending is scarcely a straightforward process. There is no line item in the 
defense budget for protecting U.S. oil supplies in the Persian Gulf, and no official con-
gressional formula that relates oil imports to Department of Defense (DOD) spend-
ing. Instead, the defense budget is itemized by general functional or cost areas, such as 
“operations and maintenance,” which cover more than one region or program.

How Congress views the relationship between regional threats and defense spend-
ing is subject to wide interpretation. Some argue that all multiregional costs and all 
noncombat, DOD-wide “overhead” costs are essentially fixed with respect to changes 
in threats in the Persian Gulf, while other analysts argue that all such costs are variable. 
As a result, estimates of the peacetime costs of maintaining a military presence in the 
region have ranged wildly, from as little as $0.5 billion to over $100 billion per year.

However, there are good reasons to doubt the claim that multiregional costs and 
DOD-wide “overhead” costs are essentially independent of threats in a specific region. 
In the first place, the cost of policing several regions at once presumably is a function 
of the nature and number of threats in all of the regions, which means that if any one 
regional threat is mitigated, then generally there is less to defend. Second, in the long 
run there are few, if any, truly fixed overhead costs—those that are the same regard-
less of the size of defense forces or the magnitude of a threat—except perhaps those 
related to upper-level administration, like the salaries of senior DOD staff.

Assuming that fixed multiregional and overhead costs are only a small fraction of 
total defense costs, I estimate that the long-run variable costs of defending all interests 
in the Persian Gulf in peacetime are on the order of $30 billion to $75 billion per 
year—a substantial fraction of the roughly $300 billion per year spent by DOD dur-
ing peacetime.

The next step in this policy “proof” is to determine the importance of oil among 
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all of our interests in the Persian Gulf. Although it is not well 
known, numerous military planning documents and senior 
officials have clearly stated that our overall military objective 
in the region is to preserve U.S. and Western access to the oil. 
Given this, two specific questions need to be addressed: (1) if 
we start with our estimate of the total cost of defending all 
interests in the region, what fraction of that is related to oil 
interests specifically, and (2) what is the nature of the relation-
ship? After reviewing estimates by others and considering the 
true “fixed” costs of defense, I estimate that over 50 percent 
of the total cost of defending the Persian Gulf is related to oil, 
and that this annual defense cost is proportional to the annual 
amount or value of oil produced there. 

Expected wartime costs related to oil can be estimated 
roughly by multiplying the annual probabilities of regional 
wars of various magnitudes by the estimated annualized cost 
of such wars and the fraction of wartime costs that are “attrib-
utable” to oil. Considering that the current Iraq war will end 
up costing on the order of a trillion dollars, and that there is 
evidence that the desire to protect our access to oil is a major 
factor in the U.S. response to conflicts in the region, I estimate 
that if there were no oil in the Middle East, the United States 
would reduce wartime military spending by up to $10 billion 
per year. Note that this is specifically an estimate of monetary 
costs; it does not include the very real costs of lives lost and 
catastrophic injuries, which perhaps could add billions of dol-
lars per year to the total. It also does not include the virtually 
impossible to quantify geopolitical costs of wars and U.S. Per-
sian Gulf policy in general.

Finally, after accounting for the portion of the oil defense 
cost that is not related to the consumption of highway fuels 
in the United States (roughly half), the bottom line is that oil 
used by all motor vehicles in the United States (light-duty and 
heavy-duty) carries a modest premium: the price of peace-
time plus wartime defense spending comes to somewhere 
between $3 billion and $30 billion per year, over the long 
haul. This amounts to about $0.02 to almost $0.20 per gallon 
of all gasoline and diesel motor fuel used in 2004. While not 
necessarily trivial, this range is lower than other analysts have 
estimated, and lower than other environmental- and energy-
related external costs of motor-fuel use.
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24. what role for  
“synthetIC” lIquID fuels? 
A Look at Canadian Oil Sands

One concern about the rapidly expanding oil sands industry in Canada is the 
extra energy required to extract oil, compared with conventional oil sources. Would 
oil sands remain commercially viable if production costs were to rise with an ag-
gressive program to control greenhouse gas emissions?

A vocal debate about an early peak in the global capacity to produce conventional 
crude oil has been going on for some time now. To some, a dramatic run-up in oil 
prices in recent years—in part, attributable to sharply accelerated demand by China, 
India, and other fast-growing economies—has given added weight to the notion of 
a long-run supply constraint, even though global recession has brought about a pro-
nounced price drop from the near-$150 per barrel level recorded in 2008.

But even if worldwide oil productive capacity poses little likelihood of early de-
cline, a steadily rising share of total output will most likely originate in regions pos-
ing geopolitical disruption risks as well as able to exercise market power in world oil. 
Translating that dual prospect into a future that may be subject to high and volatile oil 
prices makes it worth taking another look at liquid fuels for their abundance and reli-
ability. Here I will focus on the prospective role of Canadian oil sands. (The outlook 
for a viable U.S. coal-to-liquids industry is far more problematic.) 

Oil sands deserve attention for two reasons: their underlying resource base is vast, 
and they are being profitably produced in large amounts. At the same time, however, 
their long-term viability may depend on success in managing the significant carbon 

dioxide (CO
2
) emissions inherent in their production.

oIL sanDs Facts
Canada’s proven recoverable reserves of some 180 billion barrels—exceeded only by 
Saudi Arabia’s conventional oil reserves—are concentrated in the Athabascan region 
of northern Alberta. Oil sands, valued for their hydrocarbon content (called bitumen), 
occur as a near-solid, tarlike substance whose overall volume is a huge multiple of its 
energy content—thus creating a major waste management burden.

 Oil sands extraction takes place by one of two techniques: surface mining (not 
unlike open-pit coal mining) or underground (in situ) extraction.  For now, oil sands 
production is dominated by mining. But because overall reserves occur predominantly 
in deep deposits, in situ recovery is likely to dominate over the long run.

When mined, the stripped overburden—removed by giant shovels—must be up-
graded by a complex, multistage chemical transformation process to yield a conven-
tional petroleum-equivalent product. In situ extraction typically involves, as a prior 
step, the injection of steam to make the bitumen less viscous and capable of being 
forced to the surface for upgrading. 

In either case, conversion is an energy-intensive process that accounts for one 
of its most problematic features—significant CO

2
 release. The CO

2
 emissions as-

sociated with oil sands, compared to those associated with conventional crude oil, 
exceed the latter by about 20 percent on a life cycle or—in more catchy terms—
“well-to-wheel” basis. 
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trEnDs anD ProJEctIons
Oil sands production currently amounts to well over a million 
barrels a day—a significant proportion of Canada’s total oil 
production of around 3.5 million barrels a day. Over the next 
decade, a ramp-up in oil sands output to over 5 million barrels 
a day is widely foreseen. Because Canada is the leading source 
of U.S. oil imports—with a rising share of those imports de-
rived from oil sands—that prospect is both reassuring, in that 
Canadian imports are certainly more secure, and worrisome 
because of the CO

2
 implications just described.

The fact that, absent CO
2
 emissions restrictions, oil sands 

production is currently competitive with conventional crude 
oil provides little comfort about the situation in a CO

2
-con-

strained regime. A major thrust of a 2008 RAND report (see 
Futher Reading) was an effort to consider how that com-
petitive status might play out with severe CO

2
 restrictions, 

whether met by adoption of carbon capture and sequestra-
tion (CCS) technology or by purchase of carbon credits. Such 
credits can be represented by a “shadow price” of CO

2
, re-

flecting, say, payment of a carbon tax or purchase of cap-and-
trade permits.

The RAND report provides a cautiously favorable picture 
of the long-term ability of oil sands to remain commercially 
attractive even while obliged to comply with formidable CO

2
 

restrictions. More specifically, there are several noteworthy 
conclusions that emerge from the report.  (Dollar figures refer 
to 2005 price level.) 

Even with CCS, oil sands production costs in 2025 are •	
competitive with conventional crude at near the $60 
per barrel world oil price projected in the Department 
of Energy/Energy Information Administration (DOE/
EIA) “reference case” (published in the 2007 Annual En-
ergy Outlook).
A DOE/EIA “high oil price” projection, close to the re-•	
cent $100 per barrel, makes the competitive advantage of 
oil sands still more robust.
That advantage would prevail at a shadow carbon price •	
from zero all the way to around $100 per ton of CO

2
. 

(By way of context, the price has hovered around U.S. 
$33 per ton in the current EU carbon market.) Up to 
a shadow carbon price of around $60 per ton of CO

2
, 

the economics favor paying the shadow price rather than 
installing CCS. Beyond that point of “indifference,” CCS 
becomes progressively more attractive.
It is to be noted that oil sands extraction and upgrading •	
currently rely principally on use of natural gas.  Variations 
in natural gas prices can therefore signify lower or higher 
overall unit production costs.

In its detailed and wide-ranging scope, the RAND analysis 
lends considerable credibility to these findings. Nonetheless, 

we are dealing with a number of unprecedented technological 
and environmental challenges whose ultimate success cannot 
simply be taken for granted but requires a sustained commit-
ment to research and reevaluation as experience dictates.

Consider just one elusive goal being pursued in a major re-
search effort in Saskatchewan: CO

2
 sequestration that prom-

ises long-term geologic stability and integrity. It is frequently 
observed that CO

2
 has routinely been injected into operating 

oil reservoirs so as to achieve enhanced oil recovery. But there 
is no assurance that such CO

2
 will remain locked in place 

and not seep into the atmosphere over the long-term future.  
Thus, the “sequestration” element in CCS may prove a more 
formidable challenge than the “capture” phase. 

Additionally, oil sands operations involve numerous non-
carbon environmental challenges. Companies must comply 
with regulations governing land reclamation, water-use man-
agement, and extended monitoring of tailing ponds contain-
ing mining spoils. In principle, such costs are embodied in unit 
production costs. But unforeseen externalities have a habit of 
arising in many natural resource development projects.

Even with oil sands production rising to a level of over 5 
million barrels a day, with a significant share of that increment 
destined for the U.S. market, it’s useful to place that number in 
the wider perspective of the world oil market. True, in security 
terms, a marginal barrel of oil originating in Canada trumps 
the alternative of that marginal barrel from a politically prob-
lematic source in the Eastern Hemisphere. All the same, even 
an oil sands contribution in excess of 5 million barrels a day 
has to be seen in relation to world oil demand of 100 mil-
lion barrels a day a decade or so from now. In that sense, to 
the extent that the U.S. energy system remains significantly 
oil-based, relief provided by Canadian oil sands—whether in 
economic or security terms—may be meager. Indeed, it is 
one—but only one—element within the broad-based energy 
strategy that is in this country’s interest. 
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25. future gen 
How to Burn Coal—Maybe—Without  
Contributing to Climate Change

FutureGen is a joint venture by the Department of Energy and a private consor-
tium to develop a coal gasification plant that will capture and permanently store 
carbon dioxide emissions underground. If successful, it represents the type of trans-
formational technology needed if carbon dioxide emissions are to be substantially 
reduced in the future at acceptable cost. 

In its ups and downs, FutureGen is encountering all the policy issues that confront 
the hope of making electricity from coal without contributing to global warming.

In 2003, President Bush established FutureGen to build a pilot coal-fired generator, 
on an industrial scale, that would capture and sequester underground its emissions of 
carbon dioxide. In early 2008, the Energy Department abruptly suspended the project 
and called for its reorganization, citing soaring cost estimates. 

In June 2009, the Obama administration restarted the planning and design process, 
promising a firm decision in early 2010 whether to proceed with construction. The 
signs strongly suggest that the decision will be affirmative. 

FutureGen is a public-private partnership, nonprofit, between the federal gov-
ernment and, currently, nine big mining and power companies, both American and 
foreign.  As it stands now, the partnership intends to build a 275-megawatt plant at 
Mattoon, Illinois, using integrated gasification combined cycle (IGCC) generating 
technology and capturing 90 percent of the carbon dioxide emissions. The cost is pro-
jected at about $1.5 billion, of which two-thirds would come from the government 
and the rest from the private partners.

A growing consensus now holds that the key question is not whether carbon cap-
ture and sequestration (CCS) technology can be developed, but rather how fast it can 
be deployed. In the words of one recent report, The Future of Coal (MIT 2007), CCS 
is the “critical enabling technology that would reduce carbon dioxide emissions sig-
nificantly while also allowing coal to meet the world’s pressing energy needs.” Both of 
the world’s largest emitters of carbon, China and the United States, have massive coal 
reserves, and it is not plausible that either will refrain from using them. It is difficult to 
envision truly aggressive action to reduce carbon emissions without widespread use 
of CCS technology.

FutureGen is not an isolated effort. A list maintained by MIT counts more than 
three dozen CCS projects, of which 14 are in the United States, 15 in Europe, and 2 
in China. They range from small experimental operations to plants larger than Future-
Gen, and most are farther along than FutureGen. 

Estimates of the cost of capturing carbon have risen sharply in the last several 
years, and at the same time they have become much less precise. In early 2007, The 
Future of Coal reported that the cost of CCS would run about $20 to $40 per ton 
of carbon dioxide, depending on the technologies used. Less than two years later, 
several MIT researchers published a paper (Hamilton et al. 2009) pointing out that, 
since 2004, construction costs for power plants had been rising around four times as 
fast as the consumer price index. The cost of capture in early 2009, they calculated, 
would be above $50 per ton of carbon dioxide for a plant using the supercritical 
pulverized coal technology. They could give no estimate for the cost using the in-
tegrated gasification combined cycle (IGCC) technology, they said, because of the 
“tremendous uncertainty in the true costs and performance characteristics of such 
new technology.” In August 2009, American Electric Power, which is retrofitting 
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an existing plant in New Haven, West Virginia, for carbon 
capture, estimated that it will cost about $100 a ton. 

A careful review by Mohammed Al-Juaied and Adam 
Whitmore published in July 2009 by Harvard’s Belfer Center 
concludes that the cost of capture would be about $150 per 
ton of carbon dioxide for a first plant built, a figure that with 
experience would drop into the range of $35 to $70 a ton 
for later plants—in their terminology, the “nth plant.” But if 
construction costs were to fall back to the 2005–2006 level, 
they add, the cost of capture would be $90 to $135 a ton for 
a first plant and anywhere from $25 to $50 for the nth plant. 
(These calculations assume that the learning curve slopes 
sharply downward. Steve Mufson of the Washington Post has 
pointed out that in two cases—commercial nuclear power 
and the overseas transport of liquefied natural gas—that has 
not proved to be the case.)

The estimates by Al-Juaied and Whitmore do not include 
the costs of sequestration—that is, transporting the carbon 
dioxide to the burial site and injecting it underground. The 
paper by Hamilton et al. uses a figure of $10 a ton of car-
bon dioxide to cover transportation and storage, although that 
would vary widely with the location of various projects. 

One obvious implication of all these estimates is that at 
least the early plants in the development of the capture tech-
nology will have to be subsidized heavily. A cost of $150 per 
ton of carbon dioxide avoided is the equivalent of 10 cents 
per kilowatt hour. The average price of electricity delivered 
to a residential customer in this country in 2008 was 11.36 
cents.

Congress is well aware that the early plants would not 
produce power at competitive prices. The American Clean 
Energy and Security (Waxman-Markey) Bill, passed by the 
House of Representatives in July 2009, would provide bonus 
emissions allowances amounting to a subsidy of $90 a ton to 
pioneer plants that capture and sequester 85 percent of their 
carbon emissions, and $50 a ton to those that capture and 
sequester 50 percent. 

Cost is hardly the only concern for FutureGen and the 
developers of CCS technology. Another is the reality that Fu-
tureGen can demonstrate only one solution, when there are 
many that need to be tested.

The methods of achieving high efficiency in coal-fired 
power generation fall into two groups. One burns highly pul-
verized coal. The other turns the coal into a gas, burns it to 

run a gas turbine, and then uses the hot exhaust to make steam 
that then runs a steam turbine. That’s the IGCC technology. 
Several IGCC plants are in operation, but the great majority 
of coal generators currently use pulverized coal. The IGCC 
technology has a reputation for being difficult to manage reli-
ably, and it is somewhat more expensive than pulverized coal 
as long as there is no constraint on carbon emissions.

But the gasification process makes the sequestration of car-
bon dioxide less costly than in conventional combustion and, 
where sequestration is required, IGCC becomes, in theory, 
the more economical choice. That’s why FutureGen is going 
to use it. But there may be circumstances in which pulverized 
coal is preferable, and the ability to combine it with carbon 
capture needs to be demonstrated as well.

The further reality is that if CCS is to be a national policy, 
the technology will also have to be applied to plants now in 
operation through retrofitting, as at the AEP plant in West Vir-
ginia. A generating plant is built with a life expectancy of 60 
years or more, and to apply carbon capture only to new plants 
would mean very slow progress in deploying the concept.

FutureGen continues to be a highly important experi-
ment. With rising concerns about climate change and the 
realization that the use of coal is unavoidable, it is arguably 
more important now than when it was first conceived. But it 
is only one of many experiments, as governments and energy 
companies have concluded that, without successful and reli-
able CCS technologies, action to reduce the world’s carbon 
emissions would be much harder to envision.
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26. the eConomICs of new  
green teChnology InVestment
The Case of Satellite Solar Power

Satellite-collected solar power is a possible technology for generating clean elec-
tricity, albeit for the distant future. This commentary describes the technology, its 
economics, and the difficulties in modeling uncertainty about investment in the 
technology. 

An old but newly revisited proposal for clean electricity is to collect the sun’s 
energy using antennas in space, then to beam the energy to Earth for distribution 
via the electricity grid. First proposed in the 1960s, space solar power (SSP) has since 
appeared occasionally in assessments of new energy technologies but was deemed not 
yet ready for practical use (for example, see Schurr et al. 1979). More recently, howev-
er, the governments of Japan and Germany, as well as NASA and the U.S. Departments 
of Energy and Defense, have funded large-scale studies of the engineering design for 
SSP to account for improvements in space and related technologies.

To many skeptics, SSP is yet another sci-fi, pie-in-the-sky idea. Arguably, pretty 
much all of today’s technology was at first merely a gleam in the eye. But at some 
point the computer replaced the abacus, and Lindbergh’s flight led to commercial 
aviation. Is SSP likely to cost-effectively power a lightbulb anytime soon? 

The answer depends partly on whether we choose to invest in further develop-
ment of the technology. Such a decision is made difficult because of the challenges in 
modeling and estimating investment under technical and economic uncertainty. 

At the request of NASA, the National Science Foundation, and the Electric Power 
Research Institute, we carried out one of the few studies of the economics of SSP. We 
asked several questions in an attempt to quantify some of the issues. First, given that 
many technological hurdles remain for SSP, we asked what they are, what costs would 
be incurred to overcome them, and how soon they would be achieved. These ques-
tions were important particularly because in the time it may take to develop, test, and 
deploy SSP, innovation will have proceeded apace in competing technologies. 

For example, many experts suggest that SSP could be ready for deployment in 
2020 in quantities to meet growth in electricity demand. If so, then the relevant ba-
sis for comparison would be the expected generation cost per kilowatt hour of SSP 
compared with that expected in 2020 for its competitors. These most likely include 
advanced, gasified coal-based and natural gas-based combined cycle gasification tech-
nology (CCGT) and advanced (terrestrial) renewable energy. (To make a fair com-
parison, we used generation costs because SSP would use the existing electricity grid 
for transmission and distribution.)

Proponents of SSP also note its green advantages. We sought a comparison, then, 
of quality-adjusted generation costs by adding a carbon penalty to coal and natural 
gas. To do this, we used a range of values, including prices at which carbon dioxide 
emissions permits were selling on the European and Chicago climate exchanges and 
estimates by other researchers of the mean monetary values of impacts from carbon-
related environmental damages. Also included were penalties for coal, natural gas, bio-
mass, and solar thermal power due to the thermal effluent that occurs with these 
technologies through their use and discharge of reject heat into streams and other 
water bodies. This adjustment was based on how much it would cost the power plant 
to avoid the externality entirely. Another quality adjustment is reliability; we assumed 
that there would be low-cost ways to maintain and repair SSP during its operating 
lifetime and thus SSP could be as reliable as terrestrial power sources.
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Our last set of adjustments is associated with the uncer-
tainty surrounding projections of the cost and capability of a 
new technology. For instance, other researchers have shown 
that an optimistic bias usually leads engineers to underesti-
mate the likely costs of new technology (Quirk and Terasawa 
1986). Consequently, the “point” estimate of our various pa-
rameters are expressed together with distributions of possible 
values, informed by interviews with a variety of experts and 
review of experience in other space- and power-related tech-
nologies. Statistical methods were used to draw sample values 
repeatedly and randomly from these distributions. On the as-
sumption that SSP would most likely be phased in as addi-
tions to baseload-generating capacity in response to increased 
demand, different rates of technology adoption were included 
in the simulations. 

Finally, a unique attribute of SSP is that it can transmit 
power anywhere depending on its location in space. There-
fore, we looked at the comparative advantage SSP could have 
in a variety of locations, including places where renewable 
energy could be abundant and thus give SSP a good run for 
its money. Our sample included California, the U.S. Midwest, 
Germany, and India. 

What did our findings suggest?  SSP could be competitive 
under the very stringent assumptions we have described—
that is, if there are penalties for the externalities of competing 
technologies and rapid adoption of fully reliable SSP available 
at a price per kilowatt-hour (kWh) promised by engineering 
models. Under these assumptions, deploying SSP would pro-
vide net benefits from $27 million to $100 million, depending 
on the region. If any of these assumptions is relaxed, however, 
the net benefits from SSP are on average an order of mag-
nitude less than those from other types of renewable energy, 
particularly wind and biomass. When the uncertainty of the 
cost of SSP is taken into account, its cost advantages are not 
only smaller, but negative in some cases. 

The technological hurdles remain large.  For example, in 
order to collect enough solar energy so as to have a large 
amount after beaming it the huge distance from the sun to 
Earth (depending on the efficiency of solar cells and trans-

mission frequencies, energy is lost en route), the transmitting 
antennas have to be truly enormous. Their size requires mul-
tiple rocket launches and an as yet not fully developed ability 
to robotically assemble the array of antennas in space. The 
receiving antennas on the ground must also be large, covering 
hundreds of acres, and are likely to encounter “not-in-my-
backyard” concerns. 

Another possible shortcoming that is repeatedly pointed 
out (although not in our model) is that SSP has not been 
tested as a possible source of the health and environmental 
effects  associated with concentrated amounts of electromag-
netic energy—long a concern for many conventional tech-
nologies and for which, even now, long-term epidemiological 
data are lacking. 

So, should we invest further in the next steps toward dem-
onstrating SSP? Might it help us hedge against uncertainty 
about other future technologies—carbon capture and storage, 
for example? The decision rests much on willingness to invest 
in complementary technologies (low-cost launch, robotic as-
sembly methods), satisfactory solutions to facility siting, health 
and environmental concerns, and of course, whether optimism 
about cost-reducing innovation in our conventional energy 

technologies in the coming decades bears fruit.
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27. oIl anD the arCtIC  
natIonal wIlDlIfe refuge

A highly contentious issue in the debate over energy policy is the extent to which 
domestic oil production should be enhanced by allowing drilling in the Arctic Na-
tional Wildlife Refuge (ANWR) and other areas. What are the benefits and costs 
of drilling in ANWR, and how might the revenue from royalty taxes be used to 
promote environmental objectives?

To drill or not to drill? That is the question once again in Alaska’s Arctic National 
Wildlife Refuge (ANWR). Proponents of drilling promote the advantages of a de-
crease in the price of oil and reduced reliance on foreign imports. Opponents argue 
that the only benefit would be windfall profits for oil companies, and that drilling 
in ANWR would destroy one of the last great wilderness areas on the planet. While 
advocacy on both sides of the issue is widespread, reliable information and balanced 
discussion are surprisingly absent.

So how much oil are we really talking about? At prices around $100 per barrel, the 
U.S. Geological Survey estimates the amount of economically recoverable oil in the 
federal portion of ANWR to be approximately 7.69 billion barrels of oil BBO)—an 
amount roughly equal to U.S. consumption in 2007. Accounting for uncertainty, the 
estimates range from a low of 4.25 BBO with 95 percent certainty to a high of 11.8 
BBO with 5 percent certainty. For purposes of comparison, the estimated amount of 
oil beneath the outer continental shelf is approximately 86 BBO. Under any scenario, 
however, it would take several decades to extract all of ANWR’s oil, and forecasts 
predict a peak around 2025, at which time ANWR would account for 3 percent of 
all domestic consumption.

These estimates immediately challenge the two benefits that proponents of drilling 
most frequently advance. Because ANWR would increase the world’s proven reserves 
by only 0.6 percent and oil prices are determined in a world market, any effect on the 
price of oil would be negligible. What is more, with ANWR supplying such a small 
fraction of domestic consumption, even at its peak, U.S. imports of foreign oil would 
remain significant even if ANWR were tapped.

The real benefit of drilling in ANWR would be the revenue from selling the 
oil. Consider that 7.69 BBO at a price of $100 per barrel generates revenue of $769 
billion. Subtracting the estimated costs of finding, developing, producing, and trans-
porting this oil, the financial net benefit of ANWR’s oil is substantial—$613 billion. 
And if prices continue to rise, as many analysts predict, this number could grow sub-
stantially larger.

But what about the environmental costs? There is no doubt that ANWR protects 
a broad spectrum of natural habitats that are unparalleled in North America. These 
habitats support a number of large animals—including caribou, musk oxen, wolves, 
wolverines, and polar bears—and some 135 different bird species. While the specific 
environmental effects of drilling remain uncertain, it is clear that even with minimal 
adverse effects, many people would feel a loss if ANWR were developed. This is 
because many are likely to hold substantial “nonuse” values for ANWR; that is, even 
people who never visit ANWR may benefit from simply knowing that it exists in a 
pristine state.

The challenge is to place an economic value on these nonuse benefits for ANWR 
in order to compare them against the financial benefits of drilling. While a large body 
of research suggests that the nonuse benefits for ANWR might be substantial, it is 
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reasonable to question whether they would be large enough 
tip a cost–benefit analysis in favor of not drilling.

Nevertheless, when it comes to policy questions as sym-
bolic and contentious as ANWR, cost–benefit analysis is typ-
ically—and perhaps appropriately—employed as a decision 
tool rather than a decision rule. Beyond economic efficiency, 
distributional concerns play an important role. Consider how 
the financial benefits of ANWR’s oil would be divided. We 
find that the financial net present benefits of $613 billion, 
based on the $100 per barrel scenario, would be partitioned as 
follows: $271 billion in industry profits, $72 billion in Alaskan 
state tax revenues, and $270 billion in federal tax revenues.

These numbers obviously shape the political economy of 
ANWR today. It is not surprising why the state of Alaska and 
oil companies favor drilling. And beyond opposition from en-
vironmentalists, many people are unlikely to support policies 
that further increase the profitability of oil companies, which 
continue to earn high profits while people pay high prices. So 
ANWR continues to be contentious.

But perhaps the ANWR question can be recast to minimize 
conflict and create an opportunity. We should all acknowledge 
that drilling in ANWR would negligibly satisfy our addiction 
to oil. Nevertheless, it could provide a massive source of rev-
enue to fund scientific innovation, renewable energy, energy 
efficiency, and climate change policy. The revenue could be 
earmarked specifically out of ANWR’s tax revenue or taken 
out of what would otherwise be industry profit.

Consider that the president’s 2008 budget for all climate 
change activities was $7.37 billion. This number generously 
accounts for all expenditures related to science, technology, 

international assistance, and energy tax provisions. Clearly, the 
scope of these programs would change dramatically if even a 
modest portion of ANWR’s $613 billion were directed their 
way. But, of course, any policy that aims to accomplish this 
objective would need to ensure safeguards against the types of 
corruption and incompetence that were recently uncovered 
in the Interior Department’s collection and spending of oil 
and gas royalties.

 We are in serious need of new ideas for simultaneously 
satisfying our demand for energy and meeting the challenge 
of global climate change. While helping to satisfy our demand 
for oil, drilling and redistributing ANWR’s benefits might 
provide a somewhat counterintuitive opportunity—one that 
is at least worth contemplating. It is possible the environmen-
tal community might be willing to trade off uncertain impacts 
of drilling in a remote area in exchange for real efforts to ad-
dress other environmental concerns.
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28. oIl sPIlls 
The Deterrent Effects of Monitoring, Enforcement, 
and Public Information

Although regulations introduced following the 1989 Exxon valdez accident have 
helped reduce the number of oil spills, oil pollution in coastal waters remains an 
important policy problem. What are the appropriate roles of deterrence, monitor-
ing, and targeted enforcement policies in reducing the frequency and size of oil 
discharges?

A single pint of oil can spread into a film covering an acre of water surface area, 
degrading the environment and ultimately threatening human health. To encourage 
compliance with laws prohibiting the discharge of oil, government agencies can hike 
the penalty for a violation or increase monitoring activities to raise the likelihood that 
an offender will be caught and punished. 

In theory, less monitoring coupled with higher penalties is always beneficial. Taking 
economist Gary Becker’s “crime and punishment” model (1968) to its logical conclu-
sion, the optimal penalty is arbitrarily high, and the optimal expenditure on monitor-
ing approaches zero. In reality, however, such a policy would bankrupt any firm that 
spilled even a few pints and thus stifle commerce: who would take such a risk? 

Consequently, we need a policy that includes a significant amount of monitoring 
and well-designed penalties for noncompliance. EPA and the Coast Guard both have 
enforcement powers and conduct monitoring to prevent oil spills. Should a spill oc-
cur, U.S. law also requires that the responsible firm report it and clean it up. In the 
event of an oil spill, EPA and the Coast Guard may assess administrative penalties and 
require remedial actions, and courts may impose civil or even criminal sanctions on 
responsible individuals and corporations.

Much has changed in the past two decades. The 1990 Oil Pollution Act (OPA), 
passed a year after the Exxon Valdez spilled more than 10 million gallons of crude 
into Prince William Sound, states that a company cannot ship oil into the United 
States until it presents an acceptable plan to prevent spills; it must also have a detailed 
containment and cleanup plan in case of an oil spill; and all vessels entering U.S. wa-
ters must eventually be double-hulled. Since then, the number and volume of spills in 
U.S. waters have declined considerably, primarily due to the introduction of  double-
hulled vessels, which have prevented many of the largest spills from occurring.  For 
example, the Coast Guard reports the number of spills to have dropped from about 
700 to 400 annually, and the volume of oil spilled reduced from about 5 million gal-
lons to 600,000 gallons annually since OPA was enacted.

But those numbers do not tell the whole story. Not all spills are large and many are 
not even accidental: vessel operators have been known to clean their bilges out near a 
port in order to save money, and some spills simply occur through faulty or negligent 
transfer operations. 

Aside from technological mandates such as double-hulled tankers, how effective 
are the various approaches—monitoring, enforcement, penalties—in deterring oil 
spills, and what is the best mix? 

Assessing data on compliance and enforcement is not an easy task. A reported 
increase in enforcement activities might indicate more frequent spills, but it could 
also reflect better monitoring and detection, or more vigorous prosecution. Empirical 
studies must be carefully designed to sort out the effect that these variables have on 
actual spill frequency versus spill detection.

Monitoring oil transfer operations has been found effective in reducing oil spill 
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volumes: the crew of a tanker apparently takes more care 
when the Coast Guard is watching. Such monitoring might 
also have a general deterrent effect on all vessels that trans-
fer oil: if their captains believe they might be monitored in 
the future, they probably train their crews and check their 
equipment more thoroughly, even if they are never actually 
monitored. Random port patrols looking for oil sheens have 
a similar influence because they raise the probability of detec-
tion for all vessels entering that port. However, compliance 
inspections themselves have not been found to be as effective 
as the other two mechanisms.

aLtErnatIVE aPProacHEs
Because government monitoring is expensive, three alterna-
tives have been tested: targeted monitoring for vessels thought 
likely to be out of compliance or likely to spill oil; differen-
tial penalties based on prior compliance history, with higher 
penalties for frequent violators; and mandatory self-reporting, 
with higher penalties for vessel operators who do not volun-
tarily report their spills.

Targeted monitoring. In the early 1980s, the Coast Guard 
began classifying ships as low risk (to be monitored only oc-
casionally) and high risk (always monitored). This two-tiered 
enforcement policy has been found to be effective in reduc-
ing the cost of enforcement without having a negative effect 
on the environment.

Differential penalties. A 2000 study by Weber and Crew 
found penalties ranging from $.01 to $280 per gallon, and es-
timated that increasing the fine for large spills from $1 to $2 a 
gallon decreased spillage by 50 percent.  They concluded that 
the current penalty policy—relatively high per-gallon fines 
for small spills and very low per-gallon fines for large spills—
undermined deterrence. Their results parallel mine, that the 
Coast Guard’s statutory maximum penalty of $5,000 was too 
small relative to the optimal penalty required. Under OPA, 
the potential penalties considerably increased, up to $1,000 
per barrel of oil (about $24 per gallon) discharged.

Self-reporting. To increase deterrence and lower the cost of 
government monitoring, vessel operators are told they must 
report any spill, and if the government detects a spill that was 
not voluntarily reported, the penalty is higher and may in-
clude a criminal sanction. Firms found to be out of compli-
ance are more likely to self-report violations in subsequent 
periods. This suggests that firms try to regain credibility with 
the government so that they will be taken off a target list. 

Firm reputation. Information that a firm has been sanc-
tioned for violating environmental laws may be of interest 
to shareholders or lenders if the monetary sanction reduces 
the expected value of the firm and therefore its share price 
or bond rating. It may also give lenders and insurers pause 

about risking more capital on that particular firm. Other costs 
might include future debarment from government contracts, 
targeted enforcement by EPA, and lost sales to green con-
sumers. Several studies looking at bad environmental news, 
such as oil or chemical spills or the announcement of civil 
or criminal enforcement actions, have demonstrated a nega-
tive stock price effect; however, the evidence is mixed as to 
whether or not this price effect simply reflects the expected 
cost of penalties and cleanup as opposed to any additional 
reputation penalty. 

PoLIcY IMPLIcatIons
Despite OPA’s success in reducing oil spills, costs are still sig-
nificant. A recent Coast Guard study estimated the total cost 
of removal and damages from oil spilled since 1990 to be 
$1.5 billion. If the government’s goal is to improve the en-
vironment at the least cost to society, then firms that are the 
most likely to cause significant harm need to be identified 
along with those most likely to be responsive to enforcement 
activities as well as compliance assistance. This kind of em-
pirical evidence can help government agencies plan targeted 
enforcement measures. Additional evidence on the costs of 
enforcement and compliance must be gathered, however, to 
conduct a cost–benefit analysis.

In terms of sanctions, the evidence to date shows little de-
terrent effect from fines that are only a few thousand dollars. 
To have any real effect, significantly larger fines and/or target-
ing individuals instead of firms may be appropriate. 

Finally, community pressure and social norms can be im-
portant factors in compliance. External market pressures may 
exert some influence on firm behavior and help prevent oil 
spills from occurring. Being known as a polluter may induce 
firms to take precautions, lest consumers and shareholders ex-
act their own form of punishment.
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29. takIng a Closer look at energy  
subsIDIes In the feDeral tax CoDe

The federal government effectively subsidizes various forms of energy production, 
through favorable tax treatment. How large are these subsidies, what activities do 
they affect, and is there an economic rationale for these subsidies?

According to the Office of Management and Budget in President Bush’s FY2009 
budget submission, the federal government provided over $10 billion in energy-re-
lated subsidies through special tax deductions and credits in 2007. But the evidence 
is mixed on their effectiveness. On the one hand, an increasing share is flowing to 
nonpolluting energy sources, such as production tax credits for renewable electric-
ity generation. On the other, the tax code continues to provide wasteful subsidies, 
many of which work at cross purposes with desirable energy policy goals; an example 
here would be the provision of more generous percentage depletion rather than cost 
depletion for oil and gas drilling. This does nothing to reduce our reliance on oil and 
natural gas while probably doing little to encourage increased production given cur-
rent energy prices.

Tax-based energy subsidies are an increasingly important policy tool: in constant 
dollars, these subsidies have more than tripled between 1999 and 2007. So how do 
these subsidies work, and are we getting our money’s worth? First, we’ll look at the 
subsidies by fuel type.

Subsidies for renewables currently account for nearly 40 percent of the overall 
total, with the exemption for ethanol from the federal excise tax on motor vehicle 
fuels comprising a high percentage. Production tax credits for power generated from 
renewable sources have been important for encouraging the growing wind market, 
although they account for less than 7 percent of total tax-based subsidies to energy.

Coal accounts for 25 percent of tax-related subsidies, and 90 percent of that goes to 
refined coal. (Refined coal is a fuel produced from coal or high-carbon fly ash that is 
modified to increase its energy content and reduce certain emissions.) This particular 
subsidy, however, phased out at the end of 2008. Other coal subsidies include, among 
other things, capital gains tax treatment of royalty payments to owners of land on 
which coal is mined.

Oil and natural gas received 20 percent of the tax-related subsidies in FY2007. 
Expensing exploration and development costs and allowing independent producers 
to use percentage depletion rather than cost depletion account for over three-quarters 
of this total. President Obama has called for an end to these subsidies, but as of Sep-
tember 2009, Congress had not taken up his request.

Deductions and credits for installation of energy-efficient appliances, solar panels 
and fuel cells, and home improvements or construction totaled $790 million in 2007. 
This area is small in the grand scheme but has grown rapidly, from 3 percent of tax 
subsidies in 1999 to its current 8 percent share. (The remaining subsidies are non-
fuel–specific subsidies for the electricity sector.)

cHaLLEnGInG tHE status Quo
Three rationales are often cited to support these subsidies: externalities (in this case, 
the unreimbursed environmental costs) from energy production and consumption, 
national security, and market failures in energy conservation markets. While externali-
ties are a significant concern, providing subsidies comes with two important caveats. 
First, a more efficient approach would be to tax the offending activity rather than 
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subsidize clean alternatives, because subsidies lower the cost 
of consuming energy and so increase demand. Second, subsi-
dies do not always operate on the right margin. For example, 
subsidizing the production of electric cars exacerbates rather 
than alleviates congestion on our nation’s roadways.

National security concerns suggest a shift from oil and 
gas—increasingly being supplied by politically unstable coun-
tries—toward renewable energy sources. Subsidies for domes-
tic oil and gas production are often touted as contributing to 
national security, but this ignores the fact that these fuels are 
priced in world markets. An oil price shock affects the do-
mestic economy whether we are consuming domestic or im-
ported oil. Corn-based ethanol poses an additional problem. 
By competing with the use of corn as feed, ethanol produc-
tion drives up agricultural and meat prices, a painful reality 
that has been well documented in the media. In effect, we are 
swapping one risk for another: lower energy prices for higher 
food prices.

The role of market failures in discouraging energy-efficient 
capital investment cannot be overlooked. Consumers often 
lack sufficient incentives to change their behavior. Rental 
housing provides a good example.  Tenants who pay directly 
for their utilities may desire more energy-efficient housing 
and appliances, but landlords may be reluctant to make neces-
sary improvements out of concern that they cannot recoup 
their incremental investment through higher rents. And ten-
ants who live in buildings that are not individually metered 
have no direct incentive to save. The appropriate policy re-
sponse in this situation is to provide investment tax credits for 
tenants or landlords for such green investments.  

We can do better than our current system of subsidies 
by taking a three-pronged approach. First, the United States 
should implement a carbon tax that—for political reasons, as I 
discuss elsewhere (see Further Reading)—is neutral in terms 

of both revenue and distribution. The tax rate should be raised 
gradually and predictably over the next several decades as 
recommended by—among others—William Nordhaus. Sec-
ond, the United States should double the federal gasoline tax 
rate, as supported by the research of Ian Parry and Ken Small 
(2005), and index it for inflation. The increment over the cur-
rent tax rate of 18.3 cents per gallon should be earmarked 
for an Energy Independence Fund and rebated to households 
on an equal per capita basis. Finally, the United States should 
double its spending on basic energy-related research and de-
velopment from the current levels of roughly $3.5 billion a 
year as recommended by Richard Newell in a recent Hamil-
ton Project presentation (2007).

For the United States to move toward a carbon-free future 
and reduce our reliance on oil will require harnessing market 
forces and unleashing the creativity of our scientific and engi-
neering community. This kind of retooling could come at less 

than half the cost of our current system of energy subsidies.
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30. learnIng by DoIng anD the  
CalIfornIa solar InItIatIVe

What are some possible rationales for California’s program of subsidies for solar 
photovoltaic installations? In particular, a transitory subsidy is potentially war-
ranted if, by producing a new (immature) technology, firms lower their production 
costs over time through “learning by doing,” and this confers benefits to later pro-
ducers of the technology. 

California has been at the forefront of environmental policy in the United States 
for the past several decades, with policies like energy efficiency standards and air qual-
ity standards often preceding similar legislation at the national level. Recently, Cali-
fornia has undertaken one of the largest renewable energy incentive programs in the 
world: the California Solar Initiative (CSI). The CSI provides for a significant rebate 
(in dollars per watt) on solar photovoltaic (PV) installations that begins at roughly 
$3.50 per watt and phases out progressively over the 10 year span of the policy. This 
ambitious program has spurred the California solar market, but, to this day, solar PV 
technology remains quite expensive when compared to grid electricity, leading to the 
question: does this significant investment make sense?

soLar PoLIcY In caLIFornIa
Let’s first examine how solar policy has evolved in California. The state’s interest in 
solar energy is not at all surprising—California enjoys copious sunshine and has strong 
environmental values, as well as an enviable base in high technology. In fact, solar 
policy in California is nothing new; a sizable rebate per installation was in place be-
fore 1998, and a tax credit has been in place since 2001. These have served to foster a 
rapidly growing solar PV industry—from under 5 megawatts (MW) installed in 2000 
to nearly 198 MW installed by the end of 2006.

Nevertheless, the solar PV market in California has faced two major hurdles: cost 
and uncertainty. Electricity from solar PV systems is much more costly than grid-
based electricity, due to the high up-front cost of PV installation. Solar PV electricity 
often costs roughly 20 cents per kilowatt-hour (kWh), which is much greater than the 
price of grid electricity—in the order of 12 to 15 cents per kWh in California. Prior 
to the initiative, solar subsidies were subject to renewal each year, leaving investors and 
solar installers with variable prospects. For these reasons, solar energy makes up only 
a tiny fraction of the total electricity supply in California—even today it is less than 
0.5 percent.

In January 2004, Governor Schwarzenegger set in motion the plan that would 
eventually become the CSI, through his evocatively named Million Solar Roofs Ini-
tiative. The California Public Utilities Commission’s January 12, 2006, rulemaking 
implemented key elements of this original vision and created the CSI, providing the 
assurance of incentives over 10 years, at a revenue cost of approximately $3 billion per 
year.

The incentives are implemented as a rebate in dollars per installed watt, paid for 
by an electricity ratepayer surcharge. They can be applied to residential, commercial, 
industrial, or even government installations, but not to central generation solar (solar 
thermal plants, for example). Importantly, the incentives are designed to be progres-
sively phased out over the 10-year policy life span, corresponding to an expected 
decline in the cost of solar PV technology due to learning by doing, as explained 
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below—a key element of the justification in Sacramento for 
the solar incentives. 

ratIonaLE For soLar IncEntIVE PoLIcIEs
If solar PV technology is so much more expensive, why should 
California bother to subsidize it? A few primary arguments 
stand. The first is the most well-known: more electricity from 
solar will mean less electricity from fossil fuels, thereby avoid-
ing the well-known environmental externalities. The second 
is that peak solar radiation is highly correlated with times of 
high electricity spot prices, such as in the middle of a summer 
day, and consumers do not take this correlation into account 
because they only face the mean price of electricity, namely 
the price for kilowatts per hour.

A third argument is more controversial, but turns out to 
be critical. There is evidence suggesting a learning-by-doing 
(LBD) effect, whereby the cost of solar installations declines 
as cumulative solar installations increase. On the surface, LBD 
may not seem to provide motivation for public policy. But if 
the installation of an additional solar PV system today leads 
to less expensive solar PV systems for all firms in the future—
that is, there is a spillover effect that the individual firm cannot 
capture—then the profit-maximizing firm will install fewer 
systems today than what would result in socially optimal en-
vironmental and consumer benefits.

Is tHE csI JustIFIED?
We aimed to answer this question by developing a model 
of the California solar market. Our results suggest that LBD 
spillover effects that cannot be fully captured by the individual 
firm are critical to justifying the CSI. We find that without 
these effects from LBD, the CSI cannot be justified by the 
combination of its environmental and temporal correlation 
benefits alone. However, by inclusion of these LBD effects, 
we find an important result: the CSI can be justified on the 
grounds of improving economic efficiency. The consumer 
benefits from reduced PV installation costs in the future, re-
sulting from additional installations today, greatly outweigh 
the environmental benefits—tipping the balance in favor of 
the CSI. Moreover, we find that the socially optimal policy 
may be quite similar to the CSI.

Here’s why. The cost of a solar PV installation can be bro-
ken into three major components: the module made up of the 
PV cells, the electric inverter to convert the electricity gen-
erated by the cells, and the remainder, which covers the bal-
ance of the system—namely, marketing, management, supply 
chains, and the physical installation, which combined make 
up roughly just under half of the total cost of an installation. 
It is this last component of the total cost that is the most 
relevant here, for there is some evidence to suggest localized 
LBD. The idea is pretty straightforward: as installers gain more 
experience, some of this knowledge will spill over to other 
California installers. This benefit, not captured by the indi-
vidual installing the system now, is large enough to justify the 
CSI subsidy on economic efficiency grounds. However, our 
key result is that without this LBD effect, the cost of the CSI 
cannot be justified on economic grounds.

The model quantifies these separate impacts. The present 
value of the decreased costs of future installations due to LBD 
caused by one additional installed kilowatt of solar is esti-
mated to be $1,140; the present value environmental benefit 
from reduced carbon dioxide (CO

2
), even if we assume a CO

2
 

damage of $50 per ton of CO
2
, is only $192. This numerical 

estimate indicates that the primary motivation for solar policy 
in California should be LBD. If we do not believe that there 
are LBD spillovers, the environmental reasons alone are not 

sufficient to justify the ambitious CSI.
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31. oPPosIng the ChICken  
or oPPosIng the egg?
New Challenges in Siting  
Networked Energy Facilities
Meeting the ever-rising demand for electricity, as the U.S. population and real 
income continue to grow, implies a steady expansion in electricity transmission in-
frastructure and the number of power plants. For this expansion to occur smoothly, 
it is critical that policymakers address various obstacles to siting new energy in-
frastructure at the local level.

Everyone is talking energy these days. With record-high oil prices and the loom-
ing prospect of a price on carbon, citizens and policymakers alike are calling for 
major changes in our energy systems. Some are pushing for a large-scale shift to 
renewable energy resources, while others are calling for expansion of existing low-
carbon technologies, like nuclear power. And still others are looking to entirely new 
technologies, like geologic carbon sequestration, to reduce greenhouse gas emissions 
and meet demand.

Change is in the air, but what is not clear is where that change will show up on the 
ground. Everyone seems to agree that, as a whole, our nation’s energy infrastructure is 
in need of upgrading at minimum and complete restructuring at the other end of the 
scale. But the process of siting, or finding locations for specific facilities on the ground, 
remains a daunting challenge. There is little agreement on what the energy future 
should look like, especially locally, and protests continue to rage against new projects. 
Even if there is broad support for change, it is not certain that there will be support for 
any given project. Take, for example, Cape Wind in Nantucket Sound. This proposal, 
for 130 wind turbines off the coast of Massachusetts, has moved slowly through years 
of regulatory reviews and high-profile opposition.

The Cape Wind project is an extreme example of the types of siting difficulties that 
can plague energy projects. More commonly, there are three main causes of siting dif-
ficulty that affect a wide range of energy facilities: environmental barriers, regulatory 
roadblocks, and public opposition. Environmental conditions, such as inhospitable 
terrain, are often dealt with quietly, early on in a project’s design and proposal phases. 
In contrast, public opposition is the siting hurdle that receives the most attention, be-
cause it frequently arises after a project proposal is submitted for regulatory approval. 
Moreover, opposition can extend project timelines from a few years to decades or 
block projects altogether.

The seriousness of the problem is evident in the acronyms that are now synony-
mous with public opposition and siting difficulty: NIMBY (not in my backyard) to 
BANANA (build absolutely nothing anywhere near anything). In the midst of this 
siting alphabet soup, it is often overlooked that people generally oppose a project’s 
location, not the service it provides. In fact, we demand that electricity and transporta-
tion fuel be widely available and extremely reliable whenever we want to flip a switch 
or fill up the tank. We just don’t want to look at the power plants and refineries that 
provide these services.

HInGED InFrastructurEs
This is especially true for the networked infrastructures—power lines and pipelines—
that support the services that everyone wants but no one wants to see. These “hinged 
infrastructures” face unprecedented siting challenges. As the push for energy system 
transformation has grown stronger, opposition to different types of energy facilities 
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has also strengthened. Opponents of a specific project or a 
new technology now have the option of opposing a project 
itself, and then if that fails, they can oppose the power lines or 
pipelines that connect the project to a larger network, effec-
tively stifling the entire project at a key choke point—the link 
to the network. In the case of Cape Wind, opponents of the 
project split their attention among the impacts of the wind 
turbines, the cables buried in the seabed to carry electricity to 
the shore, and the power lines on land.

The chicken-and-egg relationship between energy facili-
ties and the networks that support them has evolved recently, 
in the wake of industry deregulation. Electric utilities are no 
longer vertically integrated as they once were. Now separate 
companies manage generation, transmission, and distribution 
assets. This means that large-scale generation capacity addi-
tions and upgrades to the grid as a whole are no longer evalu-
ated jointly. Instead, additions are considered on a facility-
by-facility basis. Without existing power lines, many projects 
are unlikely to cross the threshold of economic viability, and 
without adequate generation capacity in place to justify new 
transmission construction, investment in new lines also is un-
likely to occur.

a HousE oF carDs
This piecemeal approach to expanding and upgrading our 
energy networks has profound implications for making any 
large-scale shift to new resources or technologies. Major en-
ergy facilities are constrained by the different fuels they use, 
and resources are located in very different places—with dif-
ferent trade-offs. For example, a site that would support 100 
MW of wind power will not likely be the same spot that 
would most effectively produce 100 MW of solar power, or 
the same size as one that would support most cheaply a coal 
plant with carbon sequestration. Therefore, developers can-
not easily switch projects or sites. In other words, Cape Wind 
will never become Cape Coal to keep the lights on in coastal 
Massachusetts.

As a result, opponents to local energy projects are faced 
with few clear trade-offs: if they win, they keep their beauti-
ful views and their reliable power, while developers find other 
sites or projects. But eventually, something will have to give. 
Before this happens, policymakers must work to realign our 
energy network priorities to smooth joint siting processes for 
primary facilities and secondary network infrastructure, rang-
ing from power lines for renewables to pipelines for CO

2
 se-

questration, especially in areas that are isolated from existing 
grids.

The Energy Policy Act of 2005 made some encourag-
ing early steps in this direction with mandates to develop 
integrated energy corridors on federal lands in the western 
United States and National Interest Electric Transmission 
Corridors across the country. However, implementation of 
these mandates and the resulting corridor designations have 
generated controversy and opposition in and of themselves. 
Despite setbacks, these and other initiatives to identify pub-
licly acceptable solutions to coordinated network develop-
ment are critical. Without them, the push for energy system 
transformation, no matter how strong, could grind to a halt 
with local opposition to either the chicken or the egg.
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32. the greenIng of buIlDIngs

A quiet grassroots revolution has been taking place in the design of new buildings, 
which has important implications for the environment. Why do so many designers 
seek to obtain green building certification without any prodding from the govern-
ment, and how might the current rating system for green buildings be improved?

Spontaneous actions below the federal level are emerging as a burgeoning source 
of efforts to improve the environment. One such trend is the growing green building 
movement, which encompasses many cities, educational institutions, other nonprofit 
organizations, and private developers.

The central idea is to focus more holistically on buildings as a source of multiple 
environmental effects. Design features that determine how an entire building affects 
environmental goals are considered. A strong case can be made for this approach: ac-
cording to the U.S. Green Building Council (USGBC), the operation of buildings 
accounts for nearly 40 percent of primary energy use, 71 percent of electricity con-
sumption, and nearly 40 percent of carbon dioxide emissions in the United States.

Buildings offer impressive opportunities for pollution abatement. A report by 
McKinsey (Creyts et al. 2007) singles out buildings as a cluster with particularly great 
abatement potential. Promoting green buildings conserves energy and water, reduces 
greenhouse gas emissions, and provides state-of-the-art modern facilities for office 
and residential use.

A major catalyst to the growth of the green building movement has been the 
green building rating system known as Leadership in Energy and Environmental De-
sign (LEED), promulgated by the USGBC. Earning LEED certification announces 
to the world that a building has met strict green standards. LEED for new construc-
tion (LEED-NC) began through pilot programs in the 1990s and was established as 
a rating system in 2000 for new commercial buildings. Since 2000, LEED has been 
expanded to include existing commercial buildings and residential homes, and is now 
being used cooperatively in evaluating the greenness of entire communities. USGBC 
expects that by 2010, approximately 10 percent of new commercial construction will 
be LEED certified.

The green building movement offers a significant and novel advantage over tradi-
tional environmental protection efforts, in that it is essentially free. Emanating from 
grassroots support, it comes at no cost to the federal government, either in tax dollars 
or in the burden of federally mandated regulations, since LEED certification is above 
and beyond existing building codes. The green building movement has come so far 
and so quickly for several reasons.

A first, perhaps primary reason for growth is that green buildings can reduce over-
all building costs and therefore contribute to a builder’s bottom line. In the normal 
course of events, architects change a variety of things over time, ranging from build-
ing layout to details of heating choices and the like, in response to changing material 
prices and technological developments. Organizations such as USGBC are, in part, 
vehicles for helping building designers keep up with the times. Claims of cost reduc-
tions that are made by green building proponents are consistent with the fact that 
these practices are being adopted voluntarily.

A second reason for going green is that it will appeal to potential tenants. Going 
green can be a good marketing strategy; a green building may command higher rents, 
quicker sales, and greater retention than a traditional one.
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A third reason for the spread of green buildings is the in-
fluential role played by architects in shaping building aesthet-
ics. Building styles are inevitably influenced to a greater or 
lesser extent by incentives to keep down costs, but final design 
choices are still made by architects in conjunction with their 
clients.

A fourth reason helping to explain why developers provide 
green buildings is local and governmental impetus. Some cit-
ies put LEED-certified buildings first in line in issuing per-
mits and other regulatory matters that a builder faces. Policies 
such as Chicago’s green permits, or Los Angeles’s ordinance 
that requires all privately built projects over 50,000 square feet 
to meet a “standard of sustainability,” rely on LEED ratings for 
implementation. U.S. government policy now states that new 
federally owned buildings will be LEED certified.

But the LEED system is experiencing growing pains: while 
now being treated as a standard for new construction, it was 
originally designed as a reward system and not a set of build-
ing codes with such widespread implications. LEED-NC also 
lacks standard operating or maintenance requirements, which 
raise concerns about the long-term effectiveness of the cur-
rent version for reaching policy objectives. USGBC is aware 
of these and other issues and is actively working on more 
systematic rating systems for future versions of LEED.

Green building certification in its present state is not per-
fect, but, after all, no practical environmental tool ever is. Nev-
ertheless, we have some recommendations.

Sort out the goals toward which green building measures 
are aimed. Points toward green building certification can be 
earned for approximately 70 different individual measures, 
which are categorized under six objectives: sustainable sites, 
water efficiency, energy and atmosphere, materials and re-
sources, indoor environmental quality, and innovation and de-
sign. A challenge is to recognize differences in the importance 
of the individual measures—first, to the related objective, and 
second, to a balancing among objectives. For instance, reduc-
tion of greenhouse gas emissions and reduction of depen-
dence on foreign oil might well be given explicit recognition 
as important objectives, in view of the fact that they are ex-
ternalities from the point of view of individual behavior that 
need special encouragement.

Estimate the typical effect of each recommended measure in 
quantitative terms, and rank the measures that contribute to a 
given common goal by their effectiveness in contributing to the 
goal. As an example, among the eight measures that can earn 
points toward certification under the sustainable sites objec-
tive, brownfield redevelopment and light pollution reduction 
can both earn 1 point each, suggesting that they are of equal 

importance. It should be possible to choose a metric for mea-
suring sustainability and to quantify the effects more precisely 
than giving each equal weight.

Rethink the weights given to different goals. The points 
given to each of the 70 possible measures that can earn quali-
fication depend in part on the weights given to the over-
arching goals. For example, the maximum possible number 
of points for measures contributing to indoor environmental 
quality is 15, while for energy and atmosphere the number is 
17. At first glance, these two goals appear equally important, 
though the number of possible measures under each is similar. 
Underlying a point system, either implicitly or explicitly, is a 
choice of the relative importance of different goals. While all 
the measures are commendable, how commendable are they 
in relative terms? More thought needs to be given to this 
dilemma.

Choose the total point requirement for certification so as to 
maximize program effectiveness. If the total number of points 
required for certification is too low, qualifying will be too 
easy and the certification will lose its meaning. If too high, it 
will be viewed as impossible to achieve and lose effectiveness 
as an incentive.

Estimate the contribution of the green building movement 
to achieving national and world environmental improvement. 
Suppose the United States were to make a commitment to 
reducing greenhouse gas emissions by 10 percent. In order 
carry this out, how could green buildings contribute to this 
goal? The answer would influence the emissions reductions to 
be sought from other sources.

This list is by no means exhaustive. Green buildings offer a 
promising approach to improving the environment. This ap-
proach deserves more attention from economic researchers 
and environmental policy analysts than it has yet received.
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33. why InternatIonal natural gas 
markets matter In toDay’s energy 
anD enVIronmental PICture

What are the recent trends in natural gas markets? How vulnerable is the United 
States to worldwide disruptions in the supply of natural gas and possible abuse of 
market power by a group of OPEC-like countries? 

In recent years, the environmental and economic value of natural gas has soared, 
making it an ever-important fuel for power generation, industrial operations, as well as 
residential and commercial use. Natural gas holds a favorable environmental position 
relative to coal and oil, all the more important given the current move toward a low-
carbon world. In the United States, demand for natural gas rose over 33 percent in the 
period 1986–2006, driven by a multitude of factors. In Europe, geopolitical issues are 
more pronounced, as almost half of the European Union’s imports of gas come from 
Russia. Additionally, there is now competition in both the Atlantic and Pacific basins 
for liquefied natural gas (LNG) from exporting countries. The overall picture then is 
one of a global competition for this important fuel source. 

Two other trends have emerged over the last two and a half decades that have 
helped to spur both domestic and international natural gas consumption. The first was 
the enactment of regulations geared at liberalizing gas markets. In the United States, 
the Federal Energy Regulatory Commission required interstate pipeline companies 
to unbundle, or separate, their sales and transportation services in order to promote 
competition and mitigate their potential market power. Similar legislative measures 
were enacted in the European Union that promoted third-party access and legal split-
ting of gas sellers and network operators.

The second trend is the rise of liquefied natural gas trading. LNG is the liquid form 
of this fuel, achieved by cooling the normally gaseous substance to about –260º and 
removing certain components. By using specialized cryogenic tankers, natural gas can 
be moved much more easily around the world, but this process is costly. While there 
is not yet a common “world gas price” as in the case with oil, there are some very 
large producers. Nearly 75 percent of the world’s natural gas reserves can be found in 
the Middle East and Eurasia, with reserves in Russia, Iran, and Qatar combined ac-
counting for nearly 60 percent of this total, resulting in geopolitical market power. For 
example, the influence of Russian production and control of key pipelines was felt in 
Ukraine and Western Europe in the winter of 2005–2006, when Russia temporarily 
cut off gas to Ukraine over a price dispute, which affected downstream Europe.

In the United States, dependence on natural gas from other countries has been 
rising over time. Imports of natural gas as a percentage of total consumption rose 
from just over 4 percent in 1986 to almost 16 percent in 2006. Colleagues and I have 
created detailed game theoretic models of market equilibria in which producers (or 
their marketing arms) may withhold production in order to achieve higher profits. 
The resulting simulations indicate that market power can raise natural gas prices con-
siderably. Compared with an assumption of perfectly competitive producers in Europe 
(that is, producers not having the ability to influence market prices by withholding 
production), the effects of market power raise European prices by some 27 percent. 
This is further exacerbated if a major supplier such as Algeria is shut down or gas from 
Russia is curtailed through a transit country such as Ukraine.

While the demand for natural gas is rising, this is not cause for immediate con-
cern if you consider the reserves-to-production ratios, which give an estimate of the 
number of years left if current production rates hold into the future. For example, 
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the worldwide reserves-to-production ratio is 65 years, with 
higher values for certain regions such as Russia (80 years) and 
the Middle East (more than 100 years).

Despite a number of years of available gas left, many coun-
tries are seeking to diversify their supply sources and mitigate 
the market power held by the major suppliers. Rather than 
rely on pipelines to deliver gas, several “downstream” Europe-
an countries have set up and are increasing their numbers of 
LNG regasification (import) terminals, which convert natural 
gas back to gaseous form for use in regional pipelines.

The impact of building more LNG regasification termi-
nals can be a greater choice of prices and other contractual 
terms for the downstream countries. More LNG terminals 
are in the works also for the United States. The current five 
LNG import terminals, accounting for just over 5.8 billion 
cubic feet per day, will be supplemented with four new ones 
being constructed in the Gulf of Mexico, which will more 
than double LNG import capacity. Also, Japan already is a 
huge LNG importer, buying over 40 percent of the world-
wide share in 2005. Thus, LNG’s importance is a worldwide 
phenomenon. 

How will these global and regional factors affect interna-
tional natural gas markets in the future? First, in order to sat-
isfy growing demand, exploration efforts will need to increase, 
which will undoubtedly require larger amounts of capital for 
harder-to-reach sources and thus, all things being equal, lead to 
higher prices. These prices may be raised further by the effects 
of market power, especially in Europe, whose dependence on 
gas from other countries is significant. Second, the formation 
of a “gas cartel” like OPEC may be in the offing if major pro-

ducers like Russia, Iran, and Qatar deem it economically in 
their interests to cooperate with each other, which could have 
broad ramifications for gas-consuming countries. Third, while 
downstream customers are looking for ways to ensure greater 
security of supply by building LNG facilities and additional 
pipelines, producers are also interested in “demand security.” 
Specifically, they are looking for assurances that if they spend 
large sums of money on natural gas infrastructure, their invest-
ments will be economically viable. Producing countries could 
start buying stakes in downstream operations and markets to 
hedge their positions. Lastly, the importance of natural gas in 
the cap-and-trade carbon markets that are forming should not 
be underestimated. If the price of natural gas rises significantly, 
this increase affects these markets as coal then becomes more 
economically appealing, causing allowance prices to go up.
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34. assessIng eleCtrICIty markets 
Prospects and Pitfalls

The electricity sector is a critical piece of the U.S. economy, on which our soci-
ety depends heavily. Over the past 10 to 15 years, electricity markets have been 
opened and restructured, and competition has been introduced. How have these 
changes affected prices, consumers, and reliability?

The electricity sector garners considerable attention and deservedly so. On size 
alone, it represented about 2.4 percent of GDP in 2005—more than we spend on mo-
tor vehicles or gasoline. Large as it is, the sheer size of the sector belies its significance 
to our society and economy, which literally cannot operate without it. Perhaps the 
most reported aspect of natural disasters such as hurricanes, following casualty figures, 
is the extent and persistence of power outages. It is therefore crucial to study and assess 
the effects of policies that, over the last 10 years, have introduced competition into the 
previously regulated electricity sector.

Prior to the mid-1990s, the sector was dominated by regulated private utilities that 
generated, transported, and sold their own electricity. Following the wave of largely 
successful moves from regulation to competition in other sectors such as telecommu-
nications and transportation—finance is looking a little shaky these days—electricity 
markets were opened. The federal government began by setting rules for allowing 
independent generators access to still-regulated transmission networks. A number of 
states followed by opening retail markets under their control, giving consumers choice 
over competing retail providers, although generally leaving the traditional utilities in 
place.

Has oPEnInG MarKEts LED to BEttEr  
(not nEcEssarILY LoWEr) PrIcEs? 
Whether opening electricity markets has helped or hurt consumers is a matter of con-
siderable controversy. From the public’s perspective, the case for competition has taken 
three significant hits:  the California market meltdown in 2000–2001, the Northeast 
Blackout in August 2003, and the rapid rise in electricity rates in many states. Mary-
land, for example, saw increases in excess of 70 percent in 2006–2007. Partly for these 
reasons, much of the country retains traditional regulation of monopoly utilities. Only 
Texas, Illinois, Michigan, and most of the mid-Atlantic and northeastern United States 
(except Vermont) currently have open electricity markets. Many states, including Cali-
fornia and Virginia, have suspended their deregulatory policies.

The public controversy is matched by disagreement among researchers as to the 
effects of opening electricity markets. Contrary to what competition advocates might 
expect, a number of studies have found higher prices in areas of the country where 
electricity markets were opened. Such studies, however, face considerable difficulties. 
Among these are that the states and regions opting to open markets are likely to be 
those where prices would have been above average in the first place, creating a spuri-
ous correlation between competition and high prices.

Moreover, higher electricity prices under open markets aren’t necessarily bad. Be-
cause electricity cannot be stored, it has to be produced exactly when needed to avoid 
blackouts. Consequently, generation capacity has to be in place, to be used only for 
those few summer hours when demand peaks to run all of our air conditioners. To 
cover the cost of that capacity, prices in these critical few hours have to be very high, 
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up to 50 times the price at more normal “baseload” times.
These higher prices need not reflect dysfunctional markets 

or monopoly power, any more than do high summer rates for 
beachfront hotels. Rather, they can provide suppliers and us-
ers with the right signals, so we might turn down our air con-
ditioners and defer optional uses when electricity becomes 
extraordinarily expensive to generate. A virtue of competition 
is not that it makes prices lower, but that it ties prices to the 
costs of producing the electricity needed to meet demand, 
whether those costs are high or low. But because every suppli-
er gets to charge the high price, this economic virtue comes 
at a political cost, as electricity bills and generator profits rise. 
Voters may not have the patience to wait for new generators 
to come online and drive overall rates and profits back down 
to competitive levels. If regulators set ceilings on electricity 
prices to mitigate this effect, funds to pay for peak generation 
units have to come from other sources. This has led to the 
institution of wholesale markets in “capacity” on top of those 
for electricity itself.

Do consuMErs Want MorE cHoIcEs?
Consumers may be upset about losing their regulatory in-
sulation from facing high prices, but they may also simply 
not find competition worth the trouble. In most jurisdictions 
where residential users have been given the opportunity to 
choose new electricity suppliers, few have done so. A recent 
Maryland Public Service Commission (MDPSC) study re-
ported that entrants supplied only about 2 percent of residen-
tial electricity use in that state.

Although residual rate regulation may have something to 
do with this, consumers simply may not want to be bothered. 
A measure of the hassle is the “helpful” assistance many states 
provided, which effectively told consumers that determining 
whether they would save money by switching suppliers was 
about as simple and pleasant as filling out a tax return. It is 
hardly surprising that most consumers would rather stick with 
their old utility rather than go to the trouble of switching to 
save a few dollars a month. That said, the rate of switching 
by commercial and industrial users is far higher—almost 70 
percent of their load, according to that MDPSC report. On 
that score, the “electricity competition” glass is considerably 
more than half full.

Has coMPEtItIon tHrEatEnED rELIaBILItY?
The biggest impediment to opening electricity markets, how-
ever, has long been the potential conflict between the inde-
pendence necessary to realize the fruits of competition and 

the cooperation potentially needed to maintain reliability. 
Because electrons take all available paths to get from where 
electricity is generated to where it is used, the grid operates 
as a single entity even if different utilities own different lines. 
If one supplier fails to meet its customers’ needs, not only will 
those customers lose power—the entire grid may go down.

The grid’s vulnerability implies the need for some degree 
of central control—but how much?  Ensuring reliability may 
need only relatively minimal rules, such as reserve require-
ments, enabling transmission and distribution system opera-
tors to obtain energy to get over unexpected emergencies. 
The challenge to competition is whether control needs to 
go deeper.

Fostering competition has generally led to the undoing 
of the traditional integrated utility structure—why opening 
electricity markets is called “restructuring.” Both local distri-
bution lines and regional transmission systems are monopo-
lies. Regulation is unlikely to replace competition of those 
“wires” in the foreseeable future. If companies owning gen-
eration control these lines, they may be able to subvert com-
petition by denying reasonable access to rivals. This concern 
has motivated regulators to limit such control by requiring 
separate, independent operation of transmission lines.  On the 
other hand, needing to coordinate large-scale transmission 
and generation investments may undercut the entrepreneurial 
initiative that drives the benefits of competition.

The fundamental question in assessing electricity markets 
is whether they are consistent with keeping the grid efficient, 
growing, and reliable. The fact that today’s controversies about 
the merits of electricity markets focus on prices, and not on 
repeats of the California meltdown or the Northeast outage 
of the early 2000s, suggests that the worst fears regarding reli-
ability have not come to pass—so far. Whether we have been 

skillful or lucky remains to be seen.
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Part 3
National Environmental Policies

In the United States, air and water quality has improved considerably over the past 
40 years due, at least in part, to the introduction and progressive tightening of regula-
tions on automobile and industrial sources of particulates, sulfur dioxide, lead, and 
other pollutants. At the same time, there has been increasing recognition of the draw-
backs of traditional forms of regulation, such as mandates stipulating technologies that 
must be used to control pollution. The key attractiveness of market-based approaches, 
like cap-and-trade and emissions taxes, is that they allow firms the flexibility to choose 
the lowest cost means of reducing pollution.

As the most serious national environmental challenges have, in part, been ad-
dressed, and disenchantment with traditional forms of regulation has generated inter-
est in more novel approaches, national environmental policy issues of the day have 
diversified in many directions. These are discussed in the collection of commentaries 
in this section. 

More attention is now being paid to other environmental problems, such as hazard-
ous chemicals that are difficult to monitor and regulate, the generation of household 
waste and its disposal in landfills, agricultural pollution, and pollutants like nitrogen 
that require a portfolio of control measures. Policymakers have also become interested 
in to what extent voluntary programs, or businesses acting on their own to become 
green, may complement, or substitute, for mandatory environmental programs. 

Other policy options that are evaluated in this section include how successful 
programs like the cap-and-trade system to regulate sulfur dioxide might be reformed 
going forward, to what extent cost/benefit assessments might be used in the design 
of environmental regulations, and how measures of gross domestic product might ac-
count for environmental trends. 

Finally, there is greater interest in the distributional impacts of environmental haz-
ards, across different racial and income groups, and how this might be factored into 
policy reform. 



35. what are the  
bIggest enVIronmental  
Challenges faCIng the u.s.?

A broad-brush evaluation of EPA’S role in regulating pollution since its incep-
tion in 1970 leads into a discussion of the key challenges facing environmental 
policymakers in coming decades.

We can pick 1970 to conveniently mark the beginning of the modern environ-
mental era in the United States. After all, that was the year that EPA was created, and 
with it came significant federalization of environmental protection efforts that had 
until then been the province of individual states. And that same year saw the passage 
of amendments to the Clean Air Act, the first really dramatic assertion of power by the 
federal government in the environmental arena. Two years later, Congress passed what 
we now refer to as the Clean Water Act, and, in the decade or so to follow, a handful 
of other federal laws were passed dealing with pesticides, solid and hazardous wastes, 
and drinking water.

So, where do we stand 30 years later? It’s simply beyond dispute that air and water 
quality have improved in virtually every part of the United States, no matter which 
pollutants we consider or how we choose to measure them. Moreover, in most parts 
of the United States today, we treat solid waste—garbage, that is—with about as much 
care as we handled nuclear wastes back then—a pretty low bar, I realize, though 
progress has been great. Not only are truly hazardous wastes today treated with even 
greater care, but their use has been significantly reduced, in part because of the ex-
pense of dealing with them in the modern regulatory system. This progress is all the 
more remarkable because our population has exactly doubled since 1970, and real 
GDP has tripled.

I know, I know, air quality was improving in at least some U.S. metropolitan areas 
before 1970, the result of state and city regulations like banning the open burning 
of leaves and burning household garbage in basement incinerators. And well before 
1970, California took on the auto industry and required cars sold there to meet the 
first vehicle emissions standards in the country. Some analysts have used this to argue 
that we would have made the same environmental progress had we left matters to the 
states and not created EPA, nor passed the statutes of the 1970s.

Baloney. It strains credulity to suggest that individual metropolitan areas, or even 
states, could have mounted as effective a campaign to control air and water pollution 
from industrial facilities like electric power plants, petroleum refineries, steel mills, 
paper mills, and cement kilns, among others, as the new EPA did. And it’s painful to 
imagine 50 different sets of standards governing tailpipe emissions from new cars, 
trucks, and SUVs. Detroit’s carmakers would be in even graver condition by now had 
they been forced to cope with such Balkanization. 

Before we bruise our backs patting ourselves too hard, let’s remember two things. 
First, while we have made terrific environmental progress in the United States, we 
could have accomplished as much, if not more, at much less cost (in the tens of bil-
lions annually) had we built our initial federal regulatory apparatus using the kinds of 
incentive-based approaches that have become the default approach to environmental 
regulation today. No one likes to hear “I told you so.” But economists in the late 1960s 
and early 1970s, like Allen Kneese, Cliff Russell, and Walter Spofford at RFF, as well as 
Charles Schultze at Brookings, were pointing out how much more efficient pollution 
taxes or tradable emissions permits would be than the clumsy command-and-control 
apparatus EPA was erecting at Congress’s behest. The success of the sulfur dioxide 
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emissions trading program established in the 1990 amend-
ments to the Clean Air Act has proved they were right on 
the money.

Second, while we’ve done an exceptionally good (if also 
overly expensive) job of dealing with the environmental prob-
lems at which the laws of the 1970s were aimed, we neglected 
two problems that ought to concern us the most as we look 
forward in this new century. First, no federal law or regulation 
has required emissions reductions for carbon dioxide (CO

2
) 

or other greenhouse gases (with the exception of chlorofluo-
rocarbons, or CFCs, which were controlled out of concern 
for their ozone-depleting potential). While I think there is 
more uncertainty about the causes and likely consequences 
of global warming than most scientists suggest, we’re nuts not 
to have instituted gradually increasing controls on CO

2
 and 

other greenhouse gases. The worst-case scenario, especially 
for future generations, is too scary not to be taking some pre-
ventative measures now.

The second environmental problem we face lends itself 
less to federal control and is not the province of EPA, namely 
the steady conversion of wilderness and open space to devel-
oped uses as our population grows and spreads out. In many 
respects, we’re lucky we’re a growing country, both demo-
graphically and economically. But as we expand, the wilder-
ness areas and open spaces we enjoy, which are home to a host 

of species, are getting chewed up in the process. Forget rec-
reation and habitat for a minute. Who doesn’t find it pleasing 
to drive from one place to the next while looking out at for-
est, fields, or even desert, rather than still another subdivision 
or shopping mall, however attractive the latter might be? We 
have never regulated land use very much at the federal level 
in the United States, and that’s not all bad—the thought of 
social planners in Washington telling local communities who 
can build what and when, not to mention what it ought to 
look like, is not reassuring. But leaving the protection of a 
prototypic public good like open space solely to locals surely 
has its own set of problems. We have to do better at preserving 
some natural beauty and habitat while still accommodating 
our growing numbers. 

That’s how I see it, anyway. I think our environmental laws 
have served us reasonably well over the years, with the one 
qualification and two conspicuous exceptions mentioned 
above. Unfortunately, it is more difficult to conclude that 
those laws are the appropriate ones for the challenges that lie 
ahead. Nor am I confident that EPA still has the vitality and 
creativity to be as effective as it was in the early years, though 
that is for others to decide.



36. where thIngs stanD wIth  
hazarDous waste regulatIon

One problem in hazardous waste regulation is the difficulty of ensuring regu-
latory compliance, not least because violations are often inadvertent. Therefore, 
complementary programs, such as compliance assistance, environmental audits, and 
voluntary compliance initiatives, can play a valuable role.

The U.S. economy generates a significant amount of waste. According to recent 
estimates, on average we generate about 250 million tons of trash each year, or 4.5 
pounds per person per day. In addition to municipal solid waste, the United States 
generates 50 million more tons of hazardous waste each year.

Hazardous waste is a relatively new phenomenon and was not generated in sig-
nificant quantities until we started using fossil fuels and chemicals in earnest at the 
beginning of the industrial age. Initially it was not considered to be any different from 
other waste and so was essentially unregulated. Hazardous constituents were routinely 
released into the environment, where they polluted groundwater, rivers, and lakes and 
killed people, livestock, and wildlife. As the consequences of uncontrolled manage-
ment of waste became clear, the public began to call for regulations to protect human 
health and the environment.

FIrst, soME HIstorY
The first environmental law that specifically addressed the generation and manage-
ment of hazardous waste was the Resource Conservation and Recovery Act (RCRA), 
passed in 1976. RCRA’s Subtitle C delineated the basic structure of federal hazard-
ous waste regulation and required EPA to establish criteria for identifying and listing 
hazardous waste and to develop standards applicable to generators, transporters, and 
managers of hazardous waste. In 1984, Congress passed the Hazardous and Solid Waste 
Amendments (HSWA), which expanded the scope of RCRA by requiring EPA to 
develop treatment standards for hazardous waste, minimum technological require-
ments for hazardous waste management units, and a corrective action program for 
contamination at active waste management facilities. Together these two acts provide 
the mandate for EPA’s current hazardous waste program, commonly referred to as the 
RCRA program, which covers hazardous waste “from the cradle to the grave.”

Although hazardous waste is often referred to as toxic waste, a material does not 
have to be toxic to be considered hazardous. Hazardous waste includes any discarded 
material that is potentially harmful to human health and the environment because it 
is ignitable, corrosive, reactive, or toxic, as long as the material has not been specifi-
cally excluded from the definition of hazardous waste. Two major categories of waste 
have the potential to be classified as hazardous but have explicitly been excluded from 
regulation as such—agricultural and mining wastes.

Even with these exclusions, the RCRA-regulated universe is both large and di-
verse, including well over 600,000 facilities in the United States, ranging from large 
chemical manufacturers and petroleum refiners to small dry cleaners and photo fin-
ishers. Nonprofit and government entities, such as hospitals, universities, and military 
bases, generate hazardous waste as well.

Interestingly, perhaps the most well-known toxic waste sites—Superfund sites—are 
not part of the RCRA universe. The Superfund program was established separately to 
cover cleanup of hazardous waste at inactive or abandoned sites and hazardous waste 
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spills that require an emergency response, whereas RCRA 
covers only active hazardous waste facilities.

MucH sKEPtIcIsM
RCRA is a relatively mature program, and over the past de-
cade there have been only minor changes to hazardous waste 
regulations. With no new regulations to implement, EPA has 
turned its focus toward waste minimization and improving 
regulatory compliance.

Waste minimization, which includes both pollution pre-
vention and increased recycling, has been promoted primar-
ily through voluntary initiatives such as WasteWise, the Na-
tional Environmental Performance Track, and Responsible 
Care. The majority of these programs are cross-media and, in 
theory, have the potential to increase environmental perfor-
mance because they encourage facilities to think holistically 
about their environmental impacts. Both industry and EPA 
have been enthusiastic about such programs, but many in the 
environmental community are more doubtful because of the 
general lack of public accountability or oversight.

Over the past few years, researchers have conducted a num-
ber of studies to analyze the effectiveness of voluntary envi-
ronmental programs. Only a few have been able to show that 
voluntary programs can significantly improve performance 
for more than a limited set of facilities. This lack of evidence 
may be behind EPA Administrator Lisa Jackson’s suspension 
of the National Environmental Performance Track.

Under previous EPA administrators, voluntary programs 
were not limited only to waste minimization efforts; during 
the Bush administration, the agency placed increased empha-
sis on voluntary compliance initiatives and self-policing. But 
still, neither voluntary nor command-and-control approaches 
appear adequate to get the job done. Many are skeptical that 
voluntary efforts are effective at increasing compliance, while 
others doubt that traditional enforcement can bring all fa-
cilities into compliance because many violations appear to be 
due to confusion or ignorance, rather than deliberate deci-
sions to violate the rules.

Although a facility may knowingly violate RCRA regu-
lations by sending hazardous waste to a nonhazardous waste 
landfill for disposal, it may also inadvertently violate reg-
ulations if one of its hazardous waste storage tanks leaks. 
Traditional enforcement measures, such as inspections and 
fines, can help decrease the level of deliberate violations by 
making violations more expensive for the facility.  When 
EPA revised its RCRA penalty policy in 1991 by drastically 
increasing its fines to 10 or 20 times the previous fine levels, 
hazardous waste compliance increased. Similarly, increasing 
the probability of a compliance inspection has been shown 

to increase the likelihood that a facility will comply with 
RCRA regulations.

For inadvertent violations, however, increasing penalties 
and inspections may not be very effective at increasing com-
pliance. Facilities may be noncompliant because they do not 
fully understand the regulatory requirements, do not fully 
know their facility’s operations, have poor internal environ-
mental management systems, or do not have the ability to 
comply. Alternative policies such as compliance assistance or 
environmental audits may help to increase compliance.

In my research, I have found some evidence to support the 
effectiveness of compliance assistance programs. In a study on 
RCRA compliance behavior to try to determine whether 
facilities were deliberately or inadvertently violating hazard-
ous waste regulations, facilities in states with compliance as-
sistance programs were found to be less likely to violate than 
facilities in states without them. Environmental auditing has 
not been shown to be as effective. While facilities in states 
with environmental audit privilege and self-policing policies 
are less likely to violate, a more recent study of Michigan haz-
ardous waste facilities suggests that facilities that implement 
environmental audit programs are not any more likely to be 
in compliance than facilities that do not audit.

Although the data on the ability of voluntary compliance 
programs to improve environmental performance are limited, 
I nonetheless believe that there is an important role for such 
programs to play in complementing traditional enforcement 
and improving compliance in the future. Facilities violate haz-
ardous waste regulations for a variety of reasons, and we must 
develop an equally wide range of initiatives and programs to 
increase compliance. Voluntary programs should not supplant 
traditional enforcement efforts but instead should be used in 
tandem.
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37. reInstatIng the suPerfunD taxes
Good or Bad Policy?

This discussion of the state of funding for the cleanup of polluted sites under 
EPA’s Superfund Program adds context to the debate about whether to reinstate 
dedicated taxes for the program to supplement general revenue sources and, poten-
tially, increase program funding. 

With Democrats back in power in both Congress and the White House, there is a 
renewed effort to reinstate the taxes that once stocked the Superfund trust fund. While 
proponents argue that the taxes are critical to ensuring that the “polluter pays,” the 
reality is a little more complicated. Two questions are always raised in this perennial 
debate: (1.) Does EPA need more money to pay for Superfund cleanups? The un-
equivocal answer is “yes.” And, (2.) Should the taxes that once stocked the Superfund 
trust fund be reinstated? Here, the answer is “maybe.”

While it has been nearly 30 years since the law was first implemented, there are 
still sites contaminated with hazardous substances that need to be cleaned up. To date, 
1,596 sites have been placed on EPA’s National Priorities List (NPL), all highly con-
taminated sites where trust fund monies can be used to pay for cleanups. While con-
struction of the proposed remedy is completed at the majority of those sites (1,065), 
more work remains to be done at fully one-third (531). 

Just because implementation of the remedy is complete does not mean that cleanup 
goals at the site have been achieved. At many sites, long-term operation and monitor-
ing activities will continue for years, if not decades, requiring government oversight. 
And the percentage of sites where remedies are implemented—and paid for—directly 
by those parties responsible has been decreasing. For much of the 1990s, private par-
ties paid for 70 percent of site remedies. By FY2008, this figure had fallen to 56 per-
cent. While it would be nice to think that we no longer need the Superfund program, 
this simply is not the case.

But first, a little funding history. The Comprehensive Environmental Response, 
Compensation, and Liability Act (CERCLA)—better known as Superfund—put in 
place two mechanisms for ensuring the cleanup of sites contaminated with hazardous 
substances: broad liability provisions to require the “responsible parties” to pay for and 
implement cleanups themselves and a dedicated trust fund to provide funds for the 
government to clean up sites where those responsible did not have needed funds, had 
gone out of business, or were recalcitrant.

For the first five years of the program, total appropriations were $1.6 billion, and 
the majority of the funds came from excise taxes on petroleum and chemical feed-
stocks, plus additional funding from general revenues. When Congress reauthorized 
the program in 1986, annual appropriations were increased to $1.6 billion, thus quin-
tupling the size of the program. Congress added a third tax to generate revenues for 
the Superfund trust fund, the corporate environmental income tax, which was based 
on every corporation’s modified alternative minimum taxable income. Many differ-
ent kinds of companies paid this tax, not just the chemical and petroleum companies 
subject to the excise taxes.

When authority for the Superfund taxes expired at the end of 1995, annual ap-
propriations for the program did not decrease immediately, because of a large un-
obligated balance in the trust fund. Appropriations continued at approximately $1.5 
billion through FY1999. Annual appropriations declined to $1.2 billion in FY2003, 
where they have pretty much stayed ever since.
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But by the late 1990s, it was clear that EPA was experi-
encing a shortfall in funds needed for cleanup. Work by Re-
sources for the Future in 2001 estimated a “best case” funding 
shortfall of just over $2 billion over the 10 years from FY2000 
through FY2009. In the years since then, EPA’s Office of the 
Inspector General and senior EPA officials have documented 
funding shortfalls that have prevented remediation from mov-
ing forward at a host of specific sites. The number of sites each 
year where cleanup activities are completed—which reached 
a high of about 80 sites per year in the late 1990s—fell to 47 
in FY2001 and to an all-time low (not counting the first few 
years of the program) of 24 in FY2007. 

While fewer sites are being added to the NPL each year—
in FY2008, only 18 new sites were added—the funding short-
fall is likely to continue for the foreseeable future. Just how 
big this deficit is, and how long it will continue, is unknown 
as there have been no comprehensive estimates of funding 
needs made public since the RFF report that was released 
nine years ago. 

In addition, it has become clear that some of the sites that 
warrant federal attention—mining sites and contaminated 
waterways—are among the most complex and expensive 
types of sites to remediate. No public estimates exist regarding 
how many of these sites will likely be placed on the NPL in 
the future.

to tax or not to tax?
Supporters see reinstating the expired Superfund taxes as a 
way to increase funding for cleanups. And when the trust 
fund was flush, appropriations were certainly higher. Accord-
ing to the U.S. Government Accountability Office, from 1981 
through 1995, taxes accounted for about 68 percent of trust 
fund revenues. From FY1996, when the tax expired, through 
FY2007, however, taxes accounted for just 6 percent of all 
trust fund revenues. 

But in these difficult economic times, it is worth asking 
whether it makes sense to reinstate one, two, or three distinct 
taxes—with their attendant transaction costs—to raise what is, 
in fact, a minuscule amount of funding in the overall federal 
budget. 

What, then, about the argument that reinstating the taxes 
will ensure that the polluter pays? While this sounds good, it 
really does not hold water. It is true that the Superfund taxes 
are paid by private industry, and that a large percentage of 
the taxes are levied on corporations that produce hazardous 
chemicals and substances that contaminate the environment. 
And, in some cases, it is likely that the companies paying the 
taxes did contaminate sites and groundwater, and may well 
have sites that have been—or will be—cleaned up either 

through federal enforcement actions or because they are on 
the NPL. 

But those companies that contaminated sites and are now 
out of business will not be paying Superfund taxes in the fu-
ture. And many companies that will pay the taxes include en-
tities already being held liable for cleanup and paying directly 
for site-specific activities. 

Before seeking to reinstate the Superfund taxes, Congress 
should focus on figuring out the program’s real funding needs. 
Sadly, the questions that need to be asked—and answered—
today are much the same as those Congress asked RFF to 
address a decade ago:

How much will it cost to clean up those sites already on •	
the NPL?
How many and what kinds of sites are likely to be added •	
to the NPL in the near future?
What are the likely costs of postcleanup activities for •	
NPL sites?

With a new administration in the White House and at 
EPA, it is time to increase the transparency of the Superfund 
program. EPA should, on its own, commit to again prepar-
ing an annual progress report on the Superfund program that 
clearly lays out past accomplishments, future challenges, and 
future funding needs. To ensure the integrity of this effort, 
EPA should create an outside review panel to evaluate the 
proposed data and methodologies before the analysis is con-
ducted, and also review the interim results and final report.
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38. trash talk

What are the merits of charging households by the can or bag for their garbage, 
and what other policies might help promote conservation of trash without encour-
aging illegal dumping? 

An inevitable by-product of our consumer society is the generation of trash. And 
continued economic development combined with population growth in communi-
ties across the United States and around the world are only making matters worse.

In this country, the problem is a big one. Americans generate about 4.5 pounds of 
trash per person per day, 95 percent more than our neighbors to the north in Canada, 
64 percent more than Australians, and 37 percent more than the French. This high 
per capita rate, combined with our large population, means that the United States 
generates far more trash each year than other developed countries. The amount is also 
much greater than it used to be: in 1970, the average American generated only 3.25 
pounds per day.

Recycling and composting do make a dent: in 1970, composting was virtually 
nonexistent and only 7 percent of solid waste generated was recycled. But by 2005, 
the numbers had risen to 24 percent for recycling and 8.4 percent for composting. 
These figures have remained relatively unchanged for the past several years, however 
And while some materials have relatively high recycling rates—half of all paper and 
paperboard is recycled—others pose perennial problems. Less than 6 percent of plas-
tics are recycled because the process is difficult and costly. Furthermore, products like 
cell phones and computers are creating new headaches.

What are the key problems that government officials and policymakers need to 
address with respect to solid waste? And what policy instruments do the best job of 
tackling those problems?

For local communities, three goals seem paramount: trash needs to be managed 
properly without the high social costs of litter and other forms of illegal disposal; the 
amount of legally disposed waste should be reduced to a level that accounts for its own 
social costs; and particularly hazardous or toxic wastes need to be disposed separately, 
not thrown in the landfill with other trash.

Policymaking inevitably involves trade-offs, so furthering one goal may reduce 
progress toward another. For the most part, developed countries have figured out how 
to manage solid waste to avoid extensive dumping. Local communities provide trash 
collection and disposal services—usually through government provision, franchises, or 
contracts with private companies. Although the number of landfills has fallen in the 
past 15 years or so, landfill capacity has remained steady. Moreover, landfills are safer 
than they used to be because of requirements for liners, methane control, and moni-
toring. What is less clear is how best to reduce the volume of solid waste in the first 
place. Based on economic analysis, empirical research, and years of real-world experi-
ence, our view is that no “one size fits all” solution exists. An array of policies can best 
make the trade-offs for different locations and different waste materials.

The economist’s typical solution to an externality problem is a Pigouvian tax: 
charge a tax or fee per pound of trash exactly equal to the social damages imposed by 
that trash. That would reduce waste in landfills, but it raises two questions. The first 
is whether the social damages can actually be estimated. Even if policymakers know 
what to charge, however, the second question is whether any such fee can feasibly be 
administered and enforced.
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Some communities charge for each can or bag of trash, 
under a system commonly called “pay as you throw” (PAYT). 
Households might be charged one monthly amount for one 
can a week, or a higher monthly amount for a larger can or 
two cans a week. But not every can gets filled every week, 
leaving households with no incentive at the margin to reduce 
waste. A better system, closer to true marginal cost pricing, 
requires households to buy a special bag at the grocery store, 
or a special tag to use on a bag of garbage of a particular size.

EPA estimates that approximately 7,100 communities in 
the United States use some kind of PAYT, making it available 
to approximately 25 percent of the country’s population. The 
number of communities has risen over time and, in some areas 
of the country, is quite high. Some states (Wisconsin, Oregon, 
and Minnesota) even have a law requiring that communities 
use PAYT.

Does it work? Results from the economics literature sug-
gest that demand for garbage collection is relatively unre-
sponsive to prices, but PAYT towns have experienced some 
reductions. And it is important to keep in mind that even if 
reductions are small, charging the right price may result in the 
right amount of garbage disposal. Fixed monthly charges—
the norm in many places—set a zero price for an additional 
bag or can and thus provide no incentive for households to 
conserve.

The big question for PAYT communities, though, is what 
households are doing with the garbage they no longer place at 
the curb. To avoid paying the fee, households can reduce their 
waste by recycling, composting, consuming less in the first 
place, or disposing illegally—burning, finding a commercial 
dumpster, or throwing it by the side of the road. Recycling 
does increase with PAYT but not enough to account for all of 
the reduction in trash. Clearly, municipalities can help them-
selves by providing free curbside collection of a wide variety 
of materials for recycling and yard waste collection for central 
composting. Towns also must choose how much to spend on 
enforcement and how to set penalties.

PAYT is most effective in small cities and suburban areas 
but has not worked so well in densely populated urban areas 
where apartment dwellers use chutes and dumpsters for their 
normal disposal (and might easily use vacant lots for every-
thing else). PAYT is also not as well suited to very rural areas 
where illicit dump sites are similarly easy to find. In general, it 
is most feasible where we can measure and monitor individual 
households’ weekly trash and recycling.

Even in towns where a PAYT fee works well to reduce 
waste amounts without increased dumping, it does nothing 

special for separate handling of hazardous and other trouble-
some items like batteries, tires, or used electronic equipment. 
These products, especially, are candidates for some kind of 
deposit refund system (DRS). Experience has shown great 
success with a DRS applied to certain products: beverage 
containers in “bottle bill” states have recycling rates that range 
from 60 to 95 percent, significantly higher than in states with-
out such a program; 96 percent of lead-acid batteries are re-
cycled; and tires in states with a DRS are recycled at a 72 
percent rate. But the idea can be generalized, in a “two-part 
instrument,” a general sales tax on everything at the store (all 
of which eventually becomes waste) along with a subsidy per 
ton of waste handled at the recycling center. Products like 
computer monitors could still be specifically targeted with a 
special fee, but most items could be treated in bulk, without 
time-consuming transactions to count or weigh individual 
items.

Thus the “best” policy is not any single policy. PAYT can 
successfully be employed in at least some communities, and 
probably in more than are currently doing so. Other towns, 
however, need a two-part instrument—a general sales tax on 
new items at the store, plus a subsidy for recycling. And prod-
ucts that pose special problems may need targeted deposits 
or refunds. Different circumstances therefore call for differ-
ent policies—PAYTs, DRSs, or two-part instruments. All of 
these options have a key feature in common, and one that 
economists invariably seek in all of their policy prescriptions: 
they provide the proper incentives to consumers and others to 
generate a socially desirable outcome.
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39. the new eConomICs of  
managIng the natIon’s waste

While the development of large, state-of-the-art landfills encouraged greater in-
terstate shipments of solid waste, regulations and taxes affecting these shipments 
have also proliferated. How have such policies raised the overall costs of managing 
waste disposal in the United States?

It’s an industry worth over $40 billion dollars a year and the bane of every city 
mayor—managing the nation’s solid waste stream. 

Some 20 years ago, we disposed of most of our waste at the local dump. New 
environmental regulations that took effect in the 1990s as a result of the Resource 
Conservation and Recovery Act (RCRA) led to the closure of most local dumps 
and, in their place, the opening of a smaller number of large, state-of-the-art landfills. 
These new facilities required that waste be hauled long distances, often across state 
boundaries. 

A funny thing happened on the way to the landfill, however. Local governments 
began to get involved in the waste market. Intervention took many forms, but because 
it affected interstate transport of waste, each gave rise to legal challenges on the basis 
of the U.S. constitutional provision (the “commerce clause,” Article 1, Section 8) for 
unimpeded transport of goods and services across state lines. 

For example, states that hosted large landfills began to require that their state’s 
waste go to that landfill, even if the waste was generated in a jurisdiction for which 
the nearest fill was just over the border in a neighboring state. This practice arose in 
states for which the scale of operation of the landfill required large amounts of waste.

Other states jealously guarded their landfills and prohibited imports of waste from 
other states, deeming the state landfill a precious resource with limited capacity re-
served for in-state waste only.

In some cases, jurisdictions levied fees on out-of-state waste. Sometimes jurisdic-
tions justified these on the basis of needing to finance bonds issued to build the land-
fill. Jurisdictions also intervened to manage waste flows to achieve scale economies at 
recycling and incineration facilities. 

In West Virginia, which, along with the state of Washington, regulates waste through 
state public service commissions, the commission put in place a set of licensing and 
other requirements for out-of-state waste haulers. 

These interventions all have had the effect of restricting waste flows and impeding 
their least-cost management. A more cost-effective approach would take into account 
the distance between where the waste is generated and the nearest disposal facility, 
plus the cost of transportation, the remaining capacity in the disposal facility (a mea-
sure of opportunity cost), and other factors. Distorting the interplay of these factors 
can reduce benefits of cost-effective waste management for households. Although it 
can transfer benefits to owners of waste disposal facilities, the net effect on society is 
likely to be cost, not benefit. 

Disentangling these effects on households and waste facility owners has been the 
subject of research we have conducted. We estimated the total loss and, given the new 
pattern of landfill location, the regional distribution of losses and gains across the 
nation under different kinds of interventions, including state and local requirements 
stipulating where waste must be landfilled, prohibitions on the import and export of 
waste across state boundaries, quantitative limits on these flows, and extra fees levied 
on imported waste. 
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In all cases, overall social welfare declines, but some geo-
graphic regions, consumers, and landfill owners bear relatively 
higher costs than others. For example, the discounted present 
value of the reduction in overall social welfare over a 20-year 
period if trade is prohibited is about $3.8 billion, or twice as 
much as volume-based restrictions capping the size of the 
waste flows or imposing $1 per ton surcharges. The losses are 
largest for consumers and producers in the Northeast, where 
waste exports are large, and smallest for those in the Mid-
west. Short of prohibiting trade entirely, the largest loss in dis-
counted social surplus occurs under a policy that restricts the 
maximum volume between states and does not allow states to 
trade at all unless they had been “grandfathered in” because 
they had been trading before announcement of the policy. 

In addition, and perhaps most important, some policies to 
restrict exports may substantially increase the number of inter-
state waste shipments as some states export smaller volumes 
to more destinations in order to meet limits on the size of 
shipments to any one state.

The courts have been extremely busy hearing the legal 
arguments for and against interstate restrictions. High-level 
courts have heard nearly 20 cases, and the U.S. Supreme Court 
has heard 2. By and large, most decisions, including the first of 
the Supreme Court findings, struck down restrictions. But the 
most recent decision, in 2007, found the opposite: the court 
held that because the waste disposal facility was owned by 

the local government, the commerce clause would “allow for 
a distinction between laws that benefit public, as opposed to 
private, facilities.” But in the dissenting opinion, three judges 
held that the “public-private distinction drawn by the Court 
is both illusory and without precedent.” 

Our story is thus one of technological change (from the 
town dump to state-of-the-art regional landfills) in response 
to regulation (as set forth in RCRA) and the transformation 
of a local market into a national one. The recent Supreme 
Court decision notwithstanding, the new economics of our 
waste market emphasize the advantages of unimpeded trade 
among states.
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40. enhanCIng ProDuCtIVIty  
whIle safeguarDIng  
enVIronmental qualIty

Regulating agricultural use of pesticides involves complex trade-offs. For example, 
regulators must take into account health risks to consumers and farm workers, 
broader environmental damages from farm runoff, and the risk that extensive 
pesticide use will speed up the evolution of pest resistance. How might current 
policies be improved? 

Calculating the benefits and costs of pesticides is highly controversial. On the one 
hand, they are responsible for considerable improvement in the human condition. They 
have increased food supply and enabled agricultural production in regions where it 
would otherwise be impossible. By reducing the damage pests inflict on crops, pes-
ticides improve farm yield as much as 100 percent in some cases. They reduce the 
costs of agricultural inputs like labor and energy. Also, they confer environmental ben-
efits by reducing pressure for agricultural expansion and by enabling environmentally 
beneficial farming practices, like low tillage, which reduces soil erosion and permits 
carbon sequestration in the ground.

On the other hand, chemical pesticides can be harmful to humans and the envi-
ronment, potentially causing health problems in farm workers exposed to toxic mate-
rials and to consumers exposed to residues on food. They can pollute the environment 
by runoff and drift, contaminating ground and surface water and affecting nontarget 
species. In addition, excessive pesticide use can also reduce pest susceptibility, making 
it a resource that may suffer the tragedy of the commons. These negative side effects 
of pesticide use make a strong case for regulation. 

The current pesticide regulatory structure in the United States does not take suffi-
cient account of the public health benefits of pesticides (in terms of diseases prevented 
or reduced cost of food). And regulators are too quick to react to public opinion and 
do not fully acknowledge the results of the risk–benefit balancing they are required 
to do under law. As a result, no one is well served—not consumers, who face higher 
prices; nor farmers, who contend with higher costs and lower productivity; nor pes-
ticide manufacturers, who have weaker incentives to innovate. And it is not clear 
whether there is an improvement in public health or environmental quality, given the 
problem of regulating pesticides sequentially.

First off, the process of testing potential chemicals and the criteria and standards 
imposed on final products should be consistent and integrated across the three gov-
ernment agencies that have a role in pesticide regulation: the U.S. Department of 
Agriculture, the Food and Drug Administration, and the Environmental Protection 
Agency. An essential step will be to eliminate the inevitable redundancies that exist 
among the agencies. 

While the current system of testing and screening chemicals before they are ap-
proved for market is necessary, it is not without very real costs. It takes roughly $15 
million to bring a pesticide to market in this country, certainly enough to act as a 
barrier to entry and lead to market concentration in the agrochemical industry. As 
per capita income rises, consumers are demanding ever-lower levels of human and 
environmental risk. 

But the pursuit of safety must have its limits. Risk is inherent in all new technolo-
gies. While laboratory testing should ensure a basic level of safety, chemicals that fare 
well in the lab should be brought to market where monitoring in the field can provide 
additional validation. Should pesticides approved for market prove unsafe in some re-
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spect, domestic and international regulations permit their use 
to be restricted or banned altogether. 

Regulators all too often respond to revelations of adverse 
effects by banning implicated pesticides altogether, ignoring 
the benefits they provide as well as the potential for narrower 
responses. Some pesticides may be beneficial from a social 
perspective despite some risks. The much-maligned DDT, for 
example, was banned after it was known to cause significant 
environmental damage and substitutes were available. How-
ever, it enabled eradication of malaria in parts of the United 
States and Europe, and selective use could have saved tens of 
thousands of lives in Africa. 

The use of chemicals that have negative impacts under cer-
tain circumstances, such as in specific areas or weather condi-
tions, should be restricted accordingly. As much as 80 percent 
of the benefit of some chemicals is derived from as little as 20 
percent of their applications, suggesting that use restrictions 
dominate pesticide bans from a social welfare perspective. 
Bans not only eliminate the benefits of pesticide use, but also 
increase the likelihood of resistance by restricting the damage 
control portfolio of farmers and making them dependent on 
a small set of pesticides.

Regulatory compliance poses additional challenges. Pes-
ticide application guidelines are far from binding and leave 
users with considerable latitude. Enforcement is difficult be-
cause pesticide contamination is a nonpoint-source pollutant; 
for example, many farmers may contribute to contamination 
of a watershed. However, new technologies make monitor-
ing and enforcement more feasible. California has developed 
a strong regime of pesticide-use reporting that capitalizes on 
wireless technologies. 

The value and effectiveness of pesticides can vary by 
chemical, crop, location, application technology, weather, and 
other factors. Policy must recognize this heterogeneity and 
aim to permit pesticide applications where the total social 
benefits exceed the total social costs. A pesticide fee, for ex-
ample, would discourage chemical use in instances when the 
benefits are small. Another policy option to achieve more ef-
ficient pesticide use would be a regional cap-and-trade pro-
gram (similar to the sulfur dioxide trading program under the 

Clean Air Act) that limits the use of pesticides in a region and 
permits farmers to trade allowances. 

Regulators can go one step further and develop incentives 
that vary by location, recognizing that contamination of a 
certain area poses greater risk to environmental services, bio-
diversity, and human health than in others. In the same vein, 
policies should provide disincentives for application technol-
ogies that result in drift and runoff, such as aerial spraying. 
Incentives that account for all forms of heterogeneity may be 
too costly and information intensive from a regulatory stand-
point, but to the extent policy can rely on new information 
and communication technologies and employ economic in-
struments, it should.

The introduction of better monitoring and traceability re-
quirements can lead to reliance on financial incentives that 
penalize misuse and reward decisions that lead to environ-
mental benefit, such as carbon sequestration. Pesticides have 
been essential in enhancing agricultural productivity and 
improving human welfare, but they have substantial negative 
side effects. It is crucial to develop systems that result in bet-
ter products and improve pesticide use. Pesticide regulation 
should be an ongoing activity that takes advantage of new 
scientific and technical capacities, utilizes better information, 
and incorporates more intensively refined and enforceable in-
centives that result in better outcomes.
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41. why we neeD to treat  
nItrogen as a systems Problem

A discussion of the sources and environmental impacts of reactive nitrogen is fol-
lowed by an examination of why a comprehensive portfolio of policy approaches 
is needed to contain nitrogen pollution.

Too much of a good thing leads to a decline in our well-being.
Nitrogen is an essential element in the building blocks of life, constituting 80 per-

cent of Earth’s atmosphere. Though surrounding us in vast quantities, nitrogen exists 
in a biologically inaccessible (inert) form, with only about a thousandth of 1 percent 
biologically available. Nature—through the electrical process of lightning, biological 
fixation, and combustion—makes it available in a reactive form (rN), literally out of 
thin air. With it, life blooms because it is generally the limiting factor for growth. With 
too much in its reactive form, though, fragile systems within which flourish higher life 
forms, such as mammals and reptiles, fail.

Before the German chemist Fritz Haber in 1909 discovered a ready means for 
creating large quantities of rN, societies recycled it. Human “night soil” and animal 
manure were collected and applied to the land as fertilizer. It was scarce, hence it 
was valuable. Where there were virgin lands, such as in the New World, early settlers 
mined soils for their nitrogen, moving on when soils failed. Haber’s technological 
breakthrough made rN abundant. Forty percent of all humans now alive owe their 
existence to anthropogenically created rN because of the additional food production 
it has facilitated. But with abundance comes waste and ever more rN lost to the envi-
ronment, harming ecological systems more than it benefits them. 

Excess rN causes myriad environmental problems. Atmospheric emissions that 
have increased fivefold since preindustrial times contribute to the formation of ozone, 
a major air pollutant.  Atmospheric deposition rates now exceeding natural rates by 
more than tenfold and too much nitrogen-containing runoff from the land reduce 
the biodiversity of ecosystems and degrade the quality of rivers, lakes, streams, and 
estuaries for all uses. Severe eutrophication of 44 estuaries along the nation’s coasts can 
be attributed to rN. The excess rN that causes hypoxia (low oxygen levels) in marine 
environments now accounts for over 200—and growing—dead zones around the 
world, doubling in just 10 years. 

When overapplied as chemical fertilizer or deposited as acid rain, rN can acidify 
waters and soils, damaging crops and forests and lowering economic output. In drink-
ing water, it can cause health problems in infants, such as blue-baby syndrome. And 
under oxidative conditions, agricultural soils, nitrate-saturated rivers and streams, and 
episodic dead zones become sources of nitrous oxide (N

2
O), a greenhouse gas with 

over 300 times the warming potential of carbon dioxide, the primary greenhouse gas.
Humans have more than doubled the total annual global production of rN over 

natural levels, a rate that is accelerating. Fertilizer rN accounts for some 38 percent 
that is anthropogenically introduced. Other sources include burning of biomass, land 
clearing, and the draining of wetlands, all of which release stored (sequestered) nitro-
gen into the environment (33 percent); legumes, such as soybeans (19 percent); and 
combustion of fossil fuels (10 percent and growing). With economic growth in the 
developing world, its imbalance in ecosystems will correspondingly increase, as wealth 
drives meat and dairy consumption and the crops that feed livestock. Wealthier societ-
ies also consume more electrical power, generated largely through the combustion of 
fossil fuels. Fertilizer demand grows at over 3 percent and electricity generation at 2.9 
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percent a year.
The problem of the introduction of ever greater amounts 

of rN would not be so severe were the rate of the reverse 
process—the rate at which reactive nitrogen is converted back 
to inert nitrogen (denitrification) or the rate at which reac-
tive nitrogen is biologically sequestered in soils and plants—
growing as well. No longer can we count on natural denitri-
fication and sequestration processes, such as those that occur 
in wetlands, seasonally wet agricultural soils, and marine en-
vironments, nor grasslands and forests to serve as “sinks,” for 
tilling soil and land conversion release rN from its organic 
complex. There are plenty of economic incentives to increase 
the amount of rN introduced into the environment; few or 
no private incentives exist for denitrification, except where 
clean water is scarce.

Despite successful national regulatory programs for nitro-
gen, there are gaps in controls. Clean Air and Water Acts regu-
lations cover air emissions of nitrogen oxides and water emis-
sions of rN from large point sources, such as sewage treatment 
plants. However, continued economic growth—and hence 
industrial and commercial activity—only heightens the need 
to do ever better just to maintain current levels. Moreover, not 
all sources of rN are regulated. Agriculture, which is largely 
outside EPA’s regulatory authority, is the primary user of fer-
tilizer. Voluntary interventions for managing the loss of rN 
have had mixed success. 

More importantly, interventions to date have treated rN 
as a conventional pollutant for which a control technology is 
identified and imposed. Many of these interventions simply 
shift reactive nitrogen from one medium to another rather 
than destroy or capture it in long-term storage, such as in 
sustainably managed soils. Nitrogen contained in municipal 
sewage sludge applied to the land and not managed sustain-
ably can be released to water bodies in rainwater runoff. Thus 
excess rN in the environment is a systems issue where sources, 
sinks, and control options vary across the landscape. Economic 
interests, left unchanged, favor increased generation and envi-
ronmental emission of reactive nitrogen.

Imbalance of rN in the air, water, and soil is perhaps the 
best single indicator that the environment is not being man-
aged sustainably. Nitrogen is tied to other chemical cycles, 
such as carbon and water. Mismanagement of one leads to 
imbalances of the others. 

The following example illustrates the magnitude of the 
problem. The great majority of nitrogen other than in its inert 
form is locked up in soil organic matter—1.5 million times 
a million metric tons (1,500 petagrams, or Pg). All plants and 
animals, in contrast, only contain 1 percent as much (15.2 
Pg). Most of this organic nitrogen is contained in arctic and 
boreal soils that have, for thousands of years under permafrost 
conditions, accumulated both carbon and nitrogen. If ecosys-
tems are managed unsustainably, especially given the increas-

ing threat of global warming, that stored nitrogen could be 
released, overwhelming any current regulatory effort. 

Just reducing fertilizer use, as economic theory has dic-
tated in the past, will not suffice if major emissions come 
from broadscale land modifications and land-use changes. As 
developed and developing nations demand more agricultural 
production of food, feed, fiber, and now fuel, the problem 
escalates. The seemingly small changes to our ecosystems 
over many generations—such as the draining of wetlands, the 
straightening of rivers, agricultural monoculture, and con-
fined animal feeding operations—aggregate to the very large 
impact experienced today. 

Without a new focus on reducing excess rN in the envi-
ronment, a decline in well-being, evidenced by degradation of 
habitat and our soils and water, will ultimately affect human 
health, whether through degraded water quality or increasing 
global temperatures or loss of biological species. A systems 
problem, such as rN, requires a systems solution that addresses 
the multiple objectives inherent in managing ecosystems and 
the linkages between levels of rN in soil, water, and air, and 
management of the carbon cycle and water resources. 

How does one deal with a systems reactive nitrogen prob-
lem? Store it, through land-use and management practices 
that put carbon back into the soil and protect and restore 
wetlands, which sequester rN. Destroy it by protecting deni-
trifying aquatic and terrestrial systems. And, of course, what 
civilizations that preceded us learned through wisdom accu-
mulated through the ages—we can recycle it, making com-
mercial use of waste products containing rN and transforming 
waste into a valued commodity.
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42. the effeCtIVeness of Voluntary  
enVIronmental Programs 

Drawing on case studies of seven voluntary environmental programs across the 
United States, Europe, and Japan, this commentary discusses the effectiveness of 
such programs, their pros and cons, and their possible role as a complement to 
mandatory emissions control policies.

Voluntary environmental programs have been multiplying at an explosive rate 
since the early 1990s in the United States and many countries abroad. The trend 
reflects growing optimism about the possibilities of cooperation between govern-
ment and business. It also is fed by frustration with the long and expensive battles that 
often arise from regulatory controls. But how much actual impact are the voluntary 
programs having?

Our own findings, drawn from research on a number of programs, are that they 
are having a real but limited effect. Compared with a credible baseline, they reduce 
releases of pollutants by probably not more than 5 percent.

Now a 5 percent reduction is not trivial: many nations have commitments under 
the Kyoto Protocol that are roughly of that order of magnitude (although the United 
States and Canada would impose much larger requirements). In addition to near-term 
reductions, voluntary programs may influence corporate attitudes and management 
practices, leading in time to broader-scale improvements in performance.

But it is hard to argue for voluntary programs where there is a clear desire for dra-
matic changes in behavior, as would be required to achieve virtually any of the goals 
now being discussed in Congress.

Out of the thousands of these programs now in operation, which cover a wide 
range of environmental issues, we chose seven prominent examples (Morgenstern and 
Pizer 2007) for a close look, including EPA’s 33/50 program aimed at toxic releases, 
along with energy or carbon dioxide reduction programs in the United States, Eu-
rope, and Japan. While the U.S. programs all involve participation criteria established 
by government, the UK, Danish, and Japanese programs we studied rely on explicit 
negotiations between industry and government to set emissions reduction goals and 
other parameters of agreement. In contrast, all the key programmatic decisions in the 
single German program examined were made by industry.

Even though most of the programs had extensive operating experience, our evalu-
ation was hampered by concerns about the self-selection of participants—those firms 
that participated may be planning to do the relevant activities anyway, which would 
generate coincidental reductions—and by the absence of good emissions or energy-
use data derived from a well-defined baseline.

Voluntary programs offer valuable opportunities for firms to get practical experi-
ence with new types of environmental problems without the straitjacket of mandatory 
regulation. In the process, firms are able to enhance their reputations with a broad 
range of constituents. These programs also give government agencies a similar chance 
to deal with new challenges and new industries, sometimes with more holistic ap-
proaches than the media-specific, end-of-pipe focus of most existing legislation.

On the other side of the ledger, voluntary programs are limited by the absence of 
clear price or regulatory signals to push changes in corporate or consumer action, 
or to stimulate demand for cleaner technologies. “Free riding,” where some firms 
avoid making any effort while others voluntarily address a problem and keep further 
regulation at bay, may be an issue in some cases. Arguably, a voluntary approach may 
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shift attention from the biggest polluters—which may be the 
source of both more emissions and more low-cost emissions 
reductions—to cleaner firms that emit less and have already 
taken significant action. Some in the environmental com-
munity see voluntary programs as a distraction from the real 
work of taking mandatory action.

Extensive work has been done on the motivation for firms 
to participate: doing so may help preempt the threat of regu-
lation, influence future regulation, improve stakeholder re-
lations, or gain competitive advantage. Several studies have 
shown the importance of public recognition to be a key in-
ducement. The nature of the firm’s market may also be im-
portant as well as the willingness of its customers to pay for 
green products.

Incentives offered by some voluntary programs to firms 
that join and take stipulated actions can affect the magnitude 
of the efforts they make. Among the voluntary programs that 
we studied closely, those that provide greater financial incen-
tives or relief from other requirements seem to facilitate larger 
results than those without incentives, although the difference 
is not significant. However, incentives may draw more firms 
into the program and thereby increase its impact by multiply-
ing the number of contributors. Consequently, environmental 
results may be enhanced by expanding participation rather 
than seeking deeper cuts from a limited number of firms.

Another question is whether, under voluntary cooperation, 
the initial gains will persist over time, both as the program is 
broadened and more participants come in, and as the origi-
nal participants mature. Among the cases that we studied, the 
evidence showed that some initial gains may not persist. Typi-
cally, the most profitable gains are taken early and the most 
cooperative firms join first, with the result that the program 
may lose momentum over time. Or it may be that program 
participants are simply taking actions earlier than other firms 
would within a few years.

In designing a voluntary program, significant initial consid-
erations must be the targeted environmental mediums and the 
activities being addressed. If it is a novel and unstudied area, 
or one that involves clear impacts on local communities—as 
was the case with toxic pollutants 20 years ago—there may be 
opportunities for more significant improvements at low cost. 
At the same time, if it is an area that has already been carefully 
scrutinized with fewer local consequences, as we believe the 
case to be for energy efficiency, effective opportunities are 
less likely.

At the end of the day, voluntary programs can indeed affect 
behavior and produce environmental benefits—but the limi-
tations are clear. These programs make sense when manda-
tory action seems premature or lacks legal or political support. 
They are a useful step when mandatory programs will take a 
long time to implement. But we have seen no solid evidence 
that voluntary action can produce sharp and truly fundamen-
tal improvements in environmental protection.
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43. Does green CorPorate soCIal  
resPonsIbIlIty benefIt soCIety?

What does corporate social responsibility (CSR) actually mean in an environ-
mental context? The case for or against CSR from a broader social perspective is 
rather nuanced and calls for examining instances of CSR on a case-by-case basis 
to judge whether it provides overall net benefits, or net costs, for society.

Corporate social responsibility (CSR) is not a new concept, but over the past de-
cade its focus has shifted from labor issues and local philanthropy toward environmen-
tal actions. More and more companies desire to go green and are building to Leader-
ship in Energy and Environmental Design (LEED) certification standards, joining the 
Chicago Climate Exchange, and producing corporate social reports to make public 
their environmental performance in accordance with the Global Reporting Initiative. 
Numerous factors are driving this trend, including managerial altruism, cost-cutting 
efficiency improvements, the emergence of a new generation of green consumers, 
and savvier business leaders who take proactive steps to avert political conflict rather 
than reacting to public pressure after the fact. Despite creeping concerns that some 
of the resulting corporate actions may be mere “greenwash,” for the most part they 
are welcomed by employees, consumers, investors, regulators, and the public. But is it 
really socially desirable for managers to take on costly environmental initiatives that 
are not required by law? 

WHat Do WE MEan BY csr?
One of the perplexing things about CSR is that it has long meant different things 
to different people. To some, an action only counts as true CSR if it is unprofitable 
and hence motivated by altruism. This was the position taken by Milton Friedman in 
his highly influential 1970 New York Times Magazine article on the social responsibil-
ity of business. In this view, socially beneficial actions that increase profits are merely 
strategic CSR, or in Friedman’s words, “hypocritical windowdressing.” However, even 
advocates of altruistic CSR admit that most CSR actions can be viewed through a 
strategic lens. Thus we take a pragmatic perspective and define environmental CSR 
simply as environmentally friendly actions not required by law, encompassing both 
possible motives.  

Is csr GooD For socIEtY?
One familiar argument against CSR is that it imposes a manager’s preferences on a 
whole group of shareholders, who might prefer to allocate their charitable contribu-
tions in different ways. This is a powerful argument in a world where shareholders are 
motivated solely by maximizing the monetary earnings from their investments, the 
market for charitable donations is perfectly competitive, and the political marketplace 
efficiently internalizes all environmental externalities. If these assumptions do not 
hold in practice, however, the distinction between “altruistic” and “strategic” CSR 
blurs, and the argument against CSR weakens. 

Socially responsible firms can be viewed as a vehicle for combining an investment 
with a charitable contribution, which can be attractive to investors since it avoids both 
taxation of corporate profits and the transaction costs of personal giving. 

Even if investors prefer to make direct charitable donations, socially responsible 
firms can still survive in the marketplace, although they will trade at a discount to 
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other firms. If investors are informed about the firm’s CSR 
activities at the time they invest, then it is the entrepreneurs 
who have created the firms that bear the cost of the CSR 
activities, not ordinary shareholders. The entrepreneur’s cre-
ation of a CSR firm is a gift to society—he or she benefits 
from starting the firm, investors benefit from the expanded 
range of investment opportunities, and the recipients of CSR 
benefit directly. 

Even if CSR offers some benefits to investors, the ques-
tion remains: is it more appropriate for altruistic managers 
and shareholders to work through the political system rather 
than through corporate voluntarism? If legislators and regu-
lators actually pursue the public interest, there is little scope 
for CSR to improve on enlightened government regulation. 
However, many would argue that regulatory agencies are of-
ten captured by the companies they regulate, implying that 
the political marketplace is far from efficient. If so, then the 
welfare effects (or net benefits) of strategic CSR depend on 
the political context in which it occurs.

Even when politicians are well intentioned, government 
regulation can be a cumbersome and costly enterprise. As a 
result, CSR can be a less costly substitute for government 
mandates, and hence increase welfare. Industry self-regulation 
that preempts legislation is typically welfare-enhancing be-
cause consumer groups can intervene in the political process 
if they find the firm’s CSR efforts unsatisfactory. Similarly, if 
CSR is executed through voluntary agreements with regula-
tors, this improves welfare as long as the regulator has society’s 
best interests at heart. However, there is no guarantee that 
society gains if regulators are influenced by particular interest 
groups with narrow agendas. 

CSR activities may influence regulatory decisions in sev-
eral ways. CSR can benefit society by signaling to regula-
tors that pollution abatement is not prohibitively costly, en-
couraging new regulations that may produce a competitive 
advantage for the signaler. However, if leading firms make 
modest environmental commitments, this may induce regu-
lators to eschew tough environmental standards, potentially 
making society worse off. A company’s CSR investments may 
also induce regulators to shift enforcement resources toward 

other firms that are more likely to be out of compliance with 
regulations. This can be beneficial for society, but there is also 
a risk that firms will become overzealous in their CSR ef-
forts as they attempt to deflect regulatory attention toward 
other firms. 

Over the past decade, there has been a rise in direct en-
gagement between firms and environmental nongovernmen-
tal organizations (NGOs). While sometimes hostile, this en-
gagement can also take the form of a partnership where an 
NGO advises a firm and then endorses its green products and 
services, often through a formal certification program such 
as the Forest Stewardship Council for forest products or the 
green-E scheme for renewable energy and carbon offsets. In 
an unregulated market, NGO approval can increase sales of 
environmentally friendly products and therefore enhance so-
cial welfare when consumers switch from “brown” to green 
products. When there is a possibility of government regula-
tion, however, NGO involvement does not necessarily en-
hance social welfare. The existence of an NGO certification 
scheme can induce firms to lobby against government stan-
dards that might be of even greater value to society. 

Firms have multiple motives for undertaking CSR, and 
its welfare effects are highly contingent on the institutional 
context in which it is undertaken. This makes it a fascinating 
field for researchers but a potentially tricky one for citizens 
and policymakers.
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44. the eVolVIng so2  
allowanCe market
Title IV, CAIR, and Beyond

While the sulfur dioxide cap-and-trade program has been highly successful in 
generating substantial pollution-related health benefits at relatively low cost, this 
commentary suggests ways to make the program still more efficient. Recent regula-
tory initiatives are also considered, as well as how they may have contributed to 
recent volatility in SO

2
 allowance prices.

Recent congressional debates over a potential cap-and-trade program to combat 
global warming have brought renewed attention to the sulfur dioxide (SO

2
) cap-and-

trade program established in 1990 under Title IV of the Clean Air Act. This program 
has brought about large reductions in SO

2
 emissions from the electricity sector and 

at a dramatically lower cost than originally anticipated, demonstrating that cap-and-
trade programs can work in practice as well as in theory. However, researchers have 
identified potential improvements to the program, and regulatory initiatives are mo-
tivating further SO

2
 reductions. These initiatives, in turn, have been subject to legal 

uncertainty that has influenced the market for SO
2
 allowances.

tItLE IV
The primary motivation for the SO

2
 program was to reduce ecological damages from 

acid rain—the deposition of sulfuric compounds into soils and waterways—in regions 
distant from emitting power plants. Under the program, firms are required to sur-
render one allowance for each ton of SO

2
 emitted. Firms may transfer allowances to 

other firms and bank them for future use. While there are few restrictions on allow-
ance transactions, there are strict emissions monitoring requirements, which provide 
regulators confidence in the environmental performance of the program and affected 
firms confidence in the market.

The goal of the program is ultimately to cap annual emissions from electricity gen-
erators to 8.95 million tons, a 10 million ton drop from the 1980 level. Reductions to 
achieve this goal have taken place in two phases. Phase I began in 1995 and affected 
the 110 dirtiest coal-fired generating facilities. In Phase II, which started in 2000, most 
other coal-fired facilities came under the program, and the allocation of allowances to 
Phase I sources was reduced by slightly over half. Emissions reductions have resulted 
largely from installation of postcombustion scrubbers and a shift from high-sulfur coal 
from the East to western low-sulfur coal, which was facilitated by lower freight prices 
following railroad deregulation.

While the program was motivated by concerns over acid rain, it has also reduced 
fine particulate matter concentrations, creating health benefits that are an order of 
magnitude greater than the costs of the program. Reductions in acid deposition have 
produced ecological benefits as well, but those estimated benefits are small relative to 
the human health benefits. 

IMProVInG uPon tHE tItLE IV ProGraM
Despite the success of the Title IV program to date, significant improvements in SO

2
 

control can be made along two dimensions: the level of the cap and the location of 
emissions. 

For the current cap, the marginal cost of reducing emissions is around $150 to $300 
per ton, which is well below the $1,800 to $4,700 per ton estimates of the marginal 
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benefit of further reductions. An annual cap that maximizes 
the net economic benefits of the program would be between 
1 million and 3 million tons and yield a $3.6 billion to $23.5 
billion increase in annual net benefits.

Requiring plants that cause more damages due to their 
location to surrender more allowances per ton emitted than 
those that cause less damage would also increase the benefits 
of the program. The estimated annual gains from such spatial 
refinement are around $310 million to $940 million.

Another potential improvement to the regulation of SO
2
 

would be to use an emissions tax approach. Given that the 
damage from an additional ton of emissions is roughly con-
stant with respect to SO

2
 emissions levels, a tax per ton equal 

to the additional damage is a preferable method for control-
ling SO

2
 as the tax will always yield an emissions level that 

maximizes net benefits regardless of the level of control costs. 
This is true even if SO

2 
control costs change because of the 

regulation of other pollutants, such as carbon dioxide.

rEcEnt PoLIcY DEVELoPMEnts anD 
aLLoWancE PrIcE FLuctuatIons
In May 2005, EPA adopted the Clean Air Interstate Rule 
(CAIR), which both effectively reduces the Title IV cap and 
treats facilities differently based on their location. In part, the 
purpose of CAIR is to reduce SO

2
 emissions in upwind states 

that contribute to violations of EPA’s primary ambient air 
quality standards for fine particulates in the eastern United 
States. The primary ambient standards are intended to be pro-
tective of human health. The CAIR SO

2
 program applies only 

to facilities in 25 eastern states and the District of Columbia. 
Sources subject to CAIR must surrender 2 Title IV allow-
ances for every ton of emissions from 2010 to 2014, and 2.86 
allowances for every ton thereafter. 

 In July 2008, the DC Circuit Court of Appeals vacated 
CAIR in part because the trading program could not assure 
protection of downwind ambient air quality; however, in De-
cember 2008, the court allowed EPA to administer CAIR 
while it develops a replacement program. The form of the 
replacement EPA will adopt is unknown, but modifying a 
cap-and-trade approach to meet these concerns may be both 
more effective and less costly than a conventional approach, 
such as imposing emissions rate standards. Furthermore, while 
it is possible for the allowance market to move emissions 
across space, it is also possible for the electricity market to do 
the same with an emissions rate program. 

The allowance price provides information regarding mar-
ket conditions and expectations, and we see this in the mar-
ket response to the CAIR rulings. For example, when CAIR 
was vacated, the price of an allowance that can be used this 
year (that is, the spot price) fell from $300 to $80, and on 
news of the decision to temporarily reinstate CAIR, the price 
rose from $140 to $210. Currently, 2010 allowances are trad-
ing at about half the $70 spot price, reflecting expectations 

that the CAIR 2-to-1 2010 compliance rate will hold in the 
near term. The long term suggests a different story. In March 
2009, EPA auctioned Title IV allowances that can be used 
beginning in 2016. The clearing price for these allowances 
was $6.65, about two-thirds lower than the price suggested 
by a combination of the 2016 2.86-to-1 compliance rate and 
recent prices of allowances that can be used after 2010.

The CAIR rulings, current financial conditions, and de-
pressed electricity demand help explain recent declines in the 
spot price. However, it is not clear why the recent auction 
price for 2016 allowances is low relative to the current spot 
price, although there are a few possible explanations. Notably, 
EPA has suggested that it will take about two years to de-
velop a replacement for CAIR. If the replacement does not 
implicitly adjust the Title IV cap through compliance rates, 
as the court’s ruling seems to prohibit, then the Title IV cap 
would become slack. Expectations of future carbon dioxide 
regulation may also be influencing the allowance price. For 
example, EPA climate bill analyses, which include CAIR in 
the baseline, forecast about a 60 percent reduction in the Title 
IV allowance price from capping carbon dioxide, but they also 
predict a decline in the spot price. 

concLuDInG tHouGHts
The SO

2
 trading program has been a success, but there is still 

room for improvement. The regulation of SO
2
 will continue 

to develop over time, which is a lesson for the design of new 
cap-and-trade programs. An advantage of a cap-and-trade 
program is that the allowance price provides information 
about how the market views changing market conditions and 
the likelihood of future regulatory developments.
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45. the CoolIng water Intake  
struCtures rule 

Why was EPA unsuccessful in its attempt to introduce more flexibility and cost–
benefit considerations into traditional technology-based regulations governing the 
use of water for cooling systems? 

Typically, technology-based (TB) regulation involves the Environmental Protec-
tion Agency (EPA) identifying a technology that meets some conception of “best” 
performance (as defined in legislation) and then establishing a standard that achieves 
this level of performance. The costs, expected environmental improvements, or the 
value of those improvements are not taken into account in setting the standard. In one 
recent case, however, EPA took an alternative approach, calling instead for minimiza-
tion of adverse environmental impacts, which gives regulated plants more flexibility 
than usually permitted.

The case involved Section 316(b) of the Clean Water Act, which regulates wa-
ter withdrawals for cooling purposes and the accompanying return flows. A steam-
electric plant, for example, may draw millions of gallons per day and the intake flows 
may cause mortality among crustaceans, fish, and even diving birds, by pinning them 
against screens (impingement) or sweeping them into the cooling system (entrain-
ment). In fact, these processes can affect entire aquatic ecosystems by killing eggs, 
juveniles, and small organisms at the bottom of the food chain. Moreover, the water 
itself discharged from cooling systems can further affect aquatic ecology, by eliminat-
ing species sensitive to heat and favoring more heat-tolerant species that may not be 
natural to the local area.

As required under the statute, EPA identified the “best technology available,” 
closed-cycle cooling, which minimizes thermal releases, impingement, and entrain-
ment through the use of cooling towers that draw much less water. Following execu-
tive orders mandating regulatory impact analyses (RIAs) on major rulemaking pro-
cesses, however, the Office of Management and Budget recommended removing this 
technology requirement and suggested a compliance option based on a plant-specific 
comparison of benefits and costs. The final rule, issued in 2004, was a complicated but 
flexible approach to TB regulation, involving several components.

Among the most important of those were a baseline against which performance 
was to be measured, namely the estimated mortality of marine organisms at a facil-
ity with “once-through” cooling and no controls on impingement or entrainment; a 
performance standard requiring both an 80 to 95 percent reduction in impingement 
mortality (compared with the baseline) and a 60 to 90 percent reduction in mortality 
from entrainment; and the identification of two designated technologies that EPA felt 
would meet the performance standards: a closed-cycle cooling system and a special 
screen designed to minimize mortality from withdrawals. Unlike most TB perfor-
mance standards, these standards were based not on the capabilities of the technology 
but directly on the estimated effect of the technologies on the natural environment. 
EPA’s rule would allow a steam plant even further departures from the usual practice 
in TB regulation, including investment in ecological restoration measures that would, 
on net, reduce the mortality involved in water withdrawals and return flows, or a 
demonstration that it was entitled to a site-specific determination of compliance tech-
nology because the cost of adopting the designated technology would be significantly 
greater than the costs estimated in the rule or the expected benefits at the site.
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InnoVatIons
These measures were both innovative and controversial. 
EPA recognized that the costs and biological effectiveness of 
abatement technologies for cooling water intake systems de-
pended on local configurations and conditions, and on the 
local aquatic environment and its species. The desire to bring 
environmental effects into the rulemaking led the agency to 
an unusual definition of performance standards. Customarily, 
EPA defines the performance standard in terms of the perfor-
mance of the technology itself, such as percentage reduction 
in emissions compared with no treatment. For this rule, the 
standard was written in terms of the effects on natural organ-
isms—percentage reduction in mortality from impingement 
and percentage reduction in entrainment.

Other features were equally novel. While the use of com-
pensatory restoration had for years been an option for devel-
opers seeking permits from the Corps of Engineers to alter 
wetland environments, this was among the first attempts to 
use it in more traditional regulation. And the site-specific 
cost–benefit analyses had a rough parallel in the “footprint” 
approach to the CAFE regulations for light trucks promulgat-
ed in 2005. Those regulations set manufacturer-specific stan-
dards based on the expected cost to manufacturers of modify-
ing each model in their truck fleet. This feature exceeds even 
the requirement for regulatory impact analyses—that the total 
benefits of a rule justify the total costs. Indeed, the cooling 
water intake structures (CWIS) rule considered the potential 
of not just total but marginal cost–benefit comparisons. This 
is much closer to economists’ conception of how benefit and 
cost information should be used.

For EPA, estimating expected costs and benefits was com-
plicated by the site specificity of cooling water intake systems. 
On the cost side, EPA was uncertain whether the lowest-cost 
compliance alternative would actually meet the performance 
standards at particular plants, so a more costly technology had 
to be assumed.

On the benefits side, EPA had to determine the physical 
and biological effects of the regulation, quantify those chang-
es, and then estimate (in dollars) the value of those changes. 
Some categories of benefits resisted the final valuation step, 
and some could not even be quantified.

Ultimately, the only benefits valued were the benefits to 
commercial and recreational fishing. Costs of the rule ex-
ceeded benefits by a factor of about five. As this ratio makes 
clear, the nonmonetized benefits did receive consideration in 
the analysis, but necessarily were left out of the cost–benefit 
comparison.

tHE LEGaL cHaLLEnGE
The cooling water intake structure rule was challenged by 
states, environmental groups, and the utility industry. The in-
dividual appeals were merged into a single case (Riverkeeper, et 
al. v. U.S. EPA), which was decided in January 2007.

The U.S. Court of Appeals for the Second Circuit ruled 
that EPA’s use of cost–benefit analysis was an incorrect read-
ing of the statute. The “best technology available” performance 
standard precluded the balancing of benefits and costs, it said; 
the only legitimate question here was whether the cost of 
meeting the performance standard was something that indus-
try could reasonably bear (and the court observed that several 
plants had already installed the designated technology).

The court then called on EPA to tighten up the ranges 
in the performance standards so that a plant could not get 
away with minimum performance: the plant should do its 
best, not the minimum. The court also rejected the use of 
restoration as a compliance alternative, ruling that restoration 
was not “minimization” but impermissible “compensation” 
for environmental impacts, and in any event, restoration was 
not “technology.” Finally, the court remanded the site-specific 
compliance alternatives—the cost–cost test and the benefit–
cost test. Thus, most of the rulemaking innovations were ei-
ther rejected outright or remanded to EPA for clarification.

EPA subsequently suspended its cooling water intake rule 
and has not yet issued revisions. Meanwhile, industry peti-
tioners appealed the decision to the Supreme Court. In its 
decision, rendered on April 1, 2009, the court reversed the ap-
peals court and ruled that EPA may, at its discretion, use cost–
benefit analysis in the CWIS rule. The rule was remanded to 
EPA, which, of course, is not the same EPA that promulgated 
the original rule. At this writing, the agency has not indicated 
whether the rule will be revised.

The story of this regulation illustrates not only the legal 
difficulty of building flexibility and cost–benefit consideration 
into technology-based rules, but also the conceptual difficulty 
of basing regulatory decisions on the likely consequences if 
the knowledge base for determining those consequences is 
deficient. This is not to say that a conventional technology-
based standard would perform any better. It is difficult to de-
termine whether, by limiting the flexibility of plants in meet-
ing environmental standards, the court improved matters or 
made them worse. 
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46. the future of regulatory  
oVersIght anD analysIs

What is the role of the Office of Information and Regulatory Affairs (OIRA) 
in providing independent assessments of the benefits and costs of agency rule-
makings? How might regulatory oversight and analysis be improved by creating 
an earlier review process for important regulations and expanding the scope of 
OIRA’s coverage to the so-called independent regulatory agencies?

As the Obama administration advances its agenda for change, many of its most 
important actions will be implemented through regulations. Compared to programs 
financed directly through taxes, the effects of regulations—their benefits and costs—
are less visible and less well understood. Particularly in today’s economic climate, a 
careful and deliberate consideration of the effects of regulatory actions, facilitated by 
effective, centralized review, is important to ensure regulations are accountable to the 
American people. 

Like presidents before him, President Obama recognizes the importance of the 
“dispassionate and analytical ‘second opinion’ on agency actions,” that the Office of 
Information and Regulatory Affairs (OIRA) within the Office of Management and 
Budget (OMB) provides, and is seeking ways to improve this regulatory oversight 
function. Here we provide recommendations on what has worked and what could 
be improved.

WHat WorKs
Centralized regulatory review has withstood the test of time. While regulatory agen-
cies tend to shape their decisions to accommodate the interest groups most directly 
affected, OIRA’s mandate is to advance the general public interest. OIRA currently 
operates under President Clinton’s 1993 Executive Order (EO) 12866, which requires 
centralized, coordinated review of regulations and states that agencies should “adopt 
a regulation only upon a reasoned determination that the benefits of the intended 
regulation justify its costs.”

Cost–benefit analysis: not perfect, but the best we’ve got. Presidents over the last 
three decades have recognized that while cost–benefit analysis (CBA) is not perfect, 
it is the best tool available for understanding the effects of potential regulations and 
determining whether regulatory alternatives will do more good than harm. CBA 
provides an extremely useful framework for decisionmaking by identifying the un-
derlying problem to be solved, identifying and evaluating alternative regulatory (and 
nonregulatory) approaches, and organizing this information in a consistent, coherent, 
and comprehensive way. Though it does not serve as the sole basis for crafting regula-
tions, it does help decisionmakers consider a wide range of possible effects. EO 12866 
directs agencies to “select those approaches that maximize net benefits (including poten-
tial economic, environmental, public health and safety, and other advantages; distributive impacts; 
and equity), unless a statute requires another regulatory approach” (emphasis added).  

Analyzing and understanding distributive effects is a particularly important aspect 
of CBA because regulatory actions are sometimes regressive, imposing net costs on 
lower income groups or on other specific subgroups of concern. Even in cases where 
it is not regressive, regulatory action generally represents a relatively ineffective way of 
addressing concerns about income distribution.

Critics of CBA rightly point out that it will never be capable of quantifying all the 
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different effects of regulation, nor will any level of analysis al-
low government decisions to improve upon those that are best 
left to individuals acting on their own behalf. CBA is, however, 
still the best tool available for ensuring that when government 
action is appropriate, it is designed to make the public better 
off. Alternatives are bound to be less robust, less transparent, 
and result in decisions that are less well informed. 

WHat couLD BE IMProVED
While the analytical framework established in EO 12866 re-
mains generally sound, two changes to the executive order 
could make the review process more effective: (1) creating an 
explicit “early review” mechanism for major regulatory ac-
tions, and (2) subjecting independent agencies to executive 
oversight.

Early review. OIRA’s review occurs after an agency has 
developed a proposed or final rule. Agencies often complete 
the regulatory analyses required by EO 12866 just in time for 
OIRA review—well after the agency has made key decisions 
on the draft rule. Regulatory analysis prepared after policy 
decisions are made often becomes an exercise in supporting 
the rulemaking. At this point, regardless of the merits of argu-
ments raised during interagency review, regulatory agencies 
are understandably dug in and reluctant to deviate from a 
specific approach. 

Furthermore, this end-stage review process has been sus-
ceptible to gamesmanship that undermines the purposes of 
the EO. Though the EO envisions up to 90 days for inter-
agency review, reviews are often severely curtailed—some-
times lasting only a few days—because of internal agency de-
lays combined with either an internal administration deadline 
or a statutory or court-related deadline. In March 2009, for 
example, after only one day of OIRA review, EPA published 
a proposed rule with estimated costs of $350 million per year 
and benefits of roughly $1 billion or more. The hasty review 
was necessitated by the obligation to meet a deadline arising 
from a settlement agreement. 

This is not a new problem. Previous administrations have 
addressed it informally at the staff level, through briefings 
and discussions of early drafts of regulations subject to tight 
time frames. These informal reviews have raised questions, 
however, so in keeping with this administration’s focus on 
transparency and its interest in increasing the integrity of the 
regulatory review process and the quality of analysis underly-
ing its major regulatory initiatives, it should adopt a formal 
early review process for key regulatory issues. It would cover 
the administration’s most significant rulemakings, including 
all major rules expected to have annual benefits or costs in 
excess of $1 billion.

Under this early review process, OIRA would formally 
designate key rulemakings, probably about 20 per year, af-

ter consultation with the affected agencies and other offices 
within the Executive Office of the President. After designat-
ing a rulemaking for early review, OIRA and the agency 
would form an interagency group to play an active role in 
both identifying issues and options and developing the as-
sociated regulatory analysis. This process would encourage 
broader discussion of options and issues at an early stage in the 
development of these rulemakings and provide greater policy 
consensus within the administration on regulatory decisions. 
In doing so, it would help to address the “endgame” con-
frontations between OIRA and the agencies and the resulting 
delays that arise under the current EO process.

Independent agencies. Some of the most highly publicized 
regulatory problems today stem from so-called independent 
regulatory agencies, such as the Securities and Exchange 
Commission, the Commodity Futures Trading Commission, 
the Federal Communications Commission, and the Consumer 
Product Safety Commission. These agencies have never been 
subject to the analytical or procedural requirements of execu-
tive oversight. Because they adopt regulations of enormous 
consequence to the nation, President Obama should subject 
their regulatory decisions to executive order review to ensure 
they provide net benefits to the public and do not duplicate 
or conflict with other government actions.

LooKInG ForWarD
As President Obama considers improvements to the regula-
tory analysis and oversight process, he should recognize that 
centralized oversight of regulatory development is essential 
for an accountable government, and, though not perfect, a 
goal of maximizing net benefits using a CBA framework pro-
vides the most transparent and robust approach to ensuring 
regulatory proposals make Americans better off.

While executive oversight has served presidents and the 
American people well for almost three decades, President 
Obama could improve the process by adopting a formal ear-
ly review process for the most significant regulatory actions 
and holding independent agencies to the same analytical and 
oversight standards as other agencies. 
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47. a Plea for  
enVIronmental aCCounts

This commentary discusses the case for creating a system of national environ-
mental indices, analogous to the national income accounts. Unfortunately, however, 
there is much to be done in terms of both developing capacity to monitor environ-
mental trends and developing widely accepted methods to weight or value different 
classes of environmental goods.

Over the last 80 years, our nation has moved from crude, limited measures of eco-
nomic activity to an incredibly sophisticated system of national accounts. In the 1930s, 
if you wanted to know the state of the U.S. economy, you would have had to count 
boxcars traveling between New York and Chicago or the number of unemployed you 
could see in the streets. All we had was impressions of the economy, not measures that 
allowed for diagnosis, prediction, and cure.

We are at a similar moment today with respect to our natural economy—the en-
vironmental goods and services we don’t pay for but that make all other economic 
activity possible. We know the natural economy is under stress and clearly in decline 
in some areas.

Unfortunately, we are at the “counting boxcars and breadlines” stage of seeing 
these changes. Our knowledge of natural systems is impressionistic, not systematic. 
The lack of well-documented, comparable, time-series data on environmental condi-
tions hinders strategic efforts to address our fundamental environmental problems.

GDP allows us to see the market economy it measures. Green accounts will do the 
same thing. Without it, we are doomed to surprises, an inability to experiment and 
learn, and poor public accountability. Accounting systems exist because of a simple 
human truth: complexity is overwhelming, whether you’re a household, business, or 
nation. Accounting embraces that complexity but ultimately simplifies it into a clear 
message.

It is upsetting to note that, by cutting off funds, Congress has for 15 years actively 
obstructed the development of environmental accounts akin to GDP. Madness? No, 
just politics. One can imagine certain industries or companies, for example, whose net 
contribution to society is negative once environmental losses are taken into account. 
For some, killing the messenger makes good political sense.

GDP: tHE ProBLEM or tHE soLutIon?
Some view our economic accounts, like GDP, as part of the problem. Even to its 
practitioners, GDP is unsatisfying because of what it leaves out—namely, goods and 
services that aren’t bought and sold in markets. Household labor isn’t there. Open 
source software isn’t there. Random acts of kindness aren’t there. And most of nature’s 
goods and services aren’t there. 

At root, all GDP does is track the amount of things we consume, weight those 
things by the prices we pay for them, and add the result up. When GDP goes up, it 
means we are producing and consuming more things and more things of higher value. 
That is a reasonable way to measure things, as long as you’re measuring everything.

But because of what is left out, GDP can easily deceive. GDP always goes up when 
we use more energy, develop more shopping centers, build more dams, and take more 
fish out of the sea. We know that can’t be right. Read naively, GDP arguably lulls us 
into a false, excessively material view of our welfare.
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But for all its problems, the idea of GDP is sound. GDP is a 
triumph of our political and economic system. It is systematic, 
objective, and politically insulated. There is nothing else like it. 
And the evidence that GDP matters is all around us. As it rises 
and falls, so do political fortunes. Capital markets move on its 
growth or decline. The press even pays attention.

What we need is an environmental analogue to GDP—
a scientific, consistent, apolitical way to measure the health 
of our natural economy. Integrated accounts will allow us to 
pinpoint the most important adverse environmental trends 
and intervene accordingly.

Without objective accounts built on solid data, we will be 
doomed to squabbling, confusion, and manipulation by the 
cleverest purveyors of anecdotes and counterclaims. Imagine 
the quality of our economic policy debates if we first had to 
argue over the facts of GDP, consumer prices, and the labor 
market.

HoW to Do It?
It will be a challenge to create a set of national environmental 
accounts. It will require coordination among our federal and 
state agencies and confrontation with those whose interests 
are not served by a clearer view of the natural economy. Will 
it take a lot of money? That depends on your perspective. The 
2010 census—another large data collection effort—is bud-
geted at $11 billion. If we spent just one-tenth of 1 percent of 
that sum on environmental accounts, it would be $11 million 
more than we currently spend (zero).

Once we find the political will to experiment with envi-
ronmental accounts, the next step is practical measurement of 
natural goods and services. Resources for the Future (RFF) 
has an ongoing history of working on this exact measurement 
problem. If we are to create a green GDP, what should we 
count and how should we count it? 

An economic account requires two things. First, clear 
definitions are needed of the goods and services to be count-
ed. In order to avoid double-counting, GDP counts only final 
goods and services, not all the other inputs used to create 
them (though indices for inputs are also a part of our nation-
al accounts). An environmental index should have the same 
property: namely, we should count only final environmental 
goods and services.

What are final, public environmental goods and services?  
The issue is complex and one that RFF’s research addresses 
directly. In the simplest terms, final goods are those things 
and qualities that individuals, households, and businesses di-
rectly make choices about. Many environmental goods and 
services are not final goods, but that does not mean they are 
not valuable. Rather, it means that their value is embodied in 
the value of the final goods. Consider a salmon population 
that is commercially or recreationally harvested. The salmon 

population is a final good, but the food chain on which the 
salmon depends is not. 

Other final environmental goods and services include 
commodities like water supplies, timber, and open space. 
These commodities should be measured as place- and time-
specific amounts, because their value depends on where and 
when they are available. Air, water, and soil quality are final 
environmental goods as well. We should also measure envi-
ronmental services like reduced flood, fire, and disease risks 
because these too are valuable.

In almost all of these cases, goods and services should 
be measured as place- and time-specific commodities. Sat-
ellite monitoring and the growing availability of geospatial 
measurement will be very important to the measurement of 
goods and services.

Second, we need weights to attach to those final goods and 
services so that differences in the value of goods and services 
are reflected in the index. GDP uses market prices as weights. 
These are not ideal because market prices do not reflect the 
consumer surplus associated with consumption. But prices are 
the best practical measure because they are easily observable. 
Since the goal of an environmental index is to evaluate the 
contributions of public goods, we must find a substitute for 
market prices. This challenge should not be underestimated. 
Without the market’s invisible hand to tell us the appropriate 
weights, the weights must be derived some other way. Econo-
mists have ways around this—that is, formal statistical deriva-
tions of willingness to pay for public goods—but the methods 
are more technically demanding, time-consuming, and con-
troversial than the use of market prices that are observable to 
all. Moreover, once we have a goods and services “quantity 
index,” we can use it to explore the effect different weights 
have on the overall index. In other words, we can show what 
kinds of weights lead to a declining versus increasing environ-
mental index.
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48. the PolItICal eConomy  
of enVIronmental JustICe

Poor people and minorities are more likely to live in neighborhoods at greater risk 
of environmental hazards. To what extent, if any, might public policy intervention 
be warranted on the grounds of environmental justice, and what form should any 
such intervention take?

Over the years, the hard evidence, both documentary and academic, has shown 
convincingly that poor people and minorities are more likely than other groups to live 
in polluted neighborhoods. This pattern has been found again and again, in numerous 
places and with all sorts of pollutants. For example, disadvantaged groups live closer 
to hazardous waste facilities and landfills, live closer to large air polluters, and live in 
communities with higher measures of air pollution.

These findings have sparked the “environmental justice” movement, which has 
had mixed success in pushing its agenda. At the federal level, it won an important 
victory when President Clinton issued Executive Order 12898. Still in force, the or-
der requires nondiscrimination in federal environmental programs and focuses federal 
resources on low-income and minority communities. However, the movement has 
failed to see an environmental justice act passed in Congress, though several have been 
introduced. It has also been rebuffed in its pursuit of legal action in federal courts un-
der the Civil Rights Act. But other victories have come at the local level. Stakeholders 
have won a bigger voice in the approval process for new polluting facilities. And in 
one prominent case, local activists forced California’s Southeast Air Quality Manage-
ment District to settle a suit over the geographic distribution of pollution under its 
pollution trading program.

sourcEs oF EnVIronMEntaL InEQuItY
But before prescribing any remedies for environmental inequity, it is essential that we 
understand the social mechanisms underlying it. Such mechanisms determine the na-
ture and locus of any injustice, how a policy affects the distribution of pollution across 
places and population groups, and who bears the costs and who reaps the benefits of 
cleanups.

Consider just three of the most likely sources of the disproportionate pollution 
burden borne by disadvantaged groups. First, disadvantaged groups have less political 
power. Consequently, they may be less successful at lobbying government agencies 
to block polluting facilities in their neighborhoods. Likewise, they may be less suc-
cessful at pressuring such agencies to monitor existing facilities for compliance with 
environmental regulations. Closing the circle, polluting firms therefore may seek out 
such communities for the very reason that they know they will not be scrutinized so 
closely. There is some evidence for this mechanism, with pollution increasing in areas 
with lower voter turnout. If the correlation between pollution and demographics 
lies in these mechanisms, then it arises from government failures. In this case, either 
governmental reforms are required or, alternatively, nongovernmental mechanisms for 
determining pollution patterns should be considered.

Second, disadvantaged groups may live in more polluted areas for the simple reason 
that to be poor means not having the resources to “purchase” the good things in life—
including a clean environment. That is, the poor may not be able to afford to buy or 
rent a house or apartment in a clean neighborhood, which will be more expensive 
than one in a polluted neighborhood. The rich, on the other hand, can afford to pay 
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this premium. In other words, firms may make their polluting 
decisions based on factors that have nothing whatsoever to do 
with local demographics, yet households will move in such a 
way that the poor end up living nearer pollution. In this case, 
the source of environmental inequity is the more fundamental 
inequity in the distribution of income.

But this mechanism has an important implication: the 
observed demographic patterns arise from decisions that in-
dividuals have made to make the best use of their limited 
resources. Saving money for food and clothing through inex-
pensive housing may be a higher priority for the poor than 
a clean environment. A cleanup may cause a neighborhood 
to gentrify, increasing housing prices. While this represents a 
capital gain to owners, 83 percent of people poor enough to 
qualify for welfare are renters. For them, these costs are out of 
their pockets and can make the poor worse off in the end. In 
effect, the cleanup often forces the poor to pay a price they 
cannot afford. 

A third and final mechanism may be that some commu-
nities have features that are attractive to both disadvantaged 
households and polluting firms. For example, both may be 
attracted to lower real estate prices. Moreover, real estate pric-
es may be lower near transportation corridors like highways 
or railroads. The poor live near them because of these lower 
costs; polluting facilities may locate near them because the 
transportation route reduces the cost of moving manufactured 
goods or wastes. And finally, both poorer households and pol-
luting facilities may be mutually attracted by low-skilled labor 
markets. In this case, the correlation between pollution and 
disadvantaged groups again arises from the simple fact that 
these groups have lower incomes. The effect is reinforced by 
the unhappy coincidence that some features of the inexpen-
sive communities affordable for the poor are actually attrac-
tive to polluters.

aVoIDInG unIntEnDED consEQuEncEs
For existing cleanup efforts such as the Superfund and brown-
fields programs, these mechanisms suggest guidelines that can 
help minimize unintended consequences like gentrification. 
Two recommendations stand out. First, as emphasized by the 
National Environmental Justice Advisory Council, projects 
should involve local participation. This will increase the like-

lihood that new amenities fit the preferences of incumbent 
residents rather than those of prospective gentrifiers. Second, 
projects might prioritize areas with high rates of home own-
ership, where local residents will capture the full value of the 
cleanup.

But there is a larger point at stake. When experiencing 
poor environmental quality is a consequence, rather than a 
cause, of poverty, then cleaning up the environment to help 
the poor is like treating the symptom rather than the disease. 
Some symptoms, like a moderate fever, represent the body’s 
best efforts to heal itself. In such cases, treating the symptom 
may actually be counterproductive. This does not mean there 
is no role for a physician. But the best physician facilitates the 
body’s natural healing processes. Like the body, the market is a 
remarkably efficient machine. 

Accordingly, the best way to help disadvantaged groups 
may be to empower them, strengthening their position within 
the market system. Redistributing income to the poor, for 
example, would provide them with more resources to pay for 
those things they most want, including a cleaner environment. 
Encouraging home ownership would put more people in a 
position to truly benefit from neighborhood improvements 
such as environmental cleanups. Providing legal aid, facilitat-
ing conflict resolution, and otherwise helping poor residents 
in environmental disputes can help the legal bargaining pro-
cess to function better and enable the poor to participate in 
it fully. These may be the more effective routes for helping 
the poor—and may prove to have “win–win” outcomes for 
society.
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49. oVerComIng DIstrIbutIonal  
obstaCles to market-baseD  
enVIronmental PolICIes

Economists have long advocated putting a price on greenhouse gas emissions and 
substantially raising the federal gasoline tax. One of the key obstacles to these 
policies has been that they would impose a larger burden on low-income groups. 
How can market-based environmental policies be designed to overcome their ad-
verse distributional consequences? 

The cost advantage of market-based approaches to environmental policies over 
traditional command-and-control regulation is widely accepted. By placing a price on 
emissions, environmental taxes and cap-and-trade systems provide incentives for emis-
sions reductions in many different channels throughout the economy. For example, 
tightening fuel economy standards would lead to more fuel-efficient cars, whereas rais-
ing gasoline taxes would provide a similar improvement in fuel efficiency but would 
also provide an incentive to drive less. Consequently, a gas tax can achieve a substan-
tially larger reduction in gasoline consumption at the same cost to the economy.

However, policymakers have shied away from market-based approaches in cases 
where they would have significant impacts on the prices consumers face. U.S. fuel 
taxes are very low by international standards; indeed, federal fuel tax rates have been 
constant since 1993 and have fallen since then when adjusted for inflation. Similarly, 
there has been strong opposition to putting a price on emissions of carbon dioxide 
and other greenhouse gases.

One key obstacle to more widespread use of market-based approaches is that they 
are often regressive: for many polluting goods, low-income consumers spend a big-
ger portion of their budgets on the polluting goods than do high-income consumers. 
Thus, the burden of a tax that raises the price of one of these goods will be borne 
disproportionately by lower-income households. In such cases, it may not be enough 
simply to show that a policy is justified on cost–benefit grounds alone; addressing 
distributional objections is also important.

FactorInG EQuItY Into PoLIcY anaLYsIs
One possible response might be to follow a cost–benefit approach, but to count costs 
for different income groups differently (for example, counting $1 of costs for a low-
income person the same as $10 for a high-income person). For a regressive policy, 
this procedure will raise the assessed costs and imply that the optimal policy will be 
less stringent. But this approach is unsatisfactory, because it makes the choice of how 
much to count the costs of any particular income group very arbitrary.

Another approach, included in the climate change proposals currently under con-
sideration in the Senate, is to provide rebates that directly reduce consumers’ electric-
ity bills, offsetting the higher cost of energy. However, such rebates may substantially 
reduce incentives for energy conservation, depending on how they are structured and 
on how consumers interpret them. This raises the overall costs of the policy as greater 
emissions reductions must be found elsewhere (through fuel switching in the power 
sector, for example) to meet a given emissions cap. 

A more promising approach would be to combine a change in an environmental 
tax, together with a change in the broader income tax and transfer system that would 
approximately offset any distributional effects of the environmental policy. For ex-
ample, the average share of the household budget spent on gasoline is roughly twice 
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as high among households earning $25,000 per year as it is 
among households earning $100,000 per year. But that cost 
could be offset by cutting income tax rates (and/or increasing 
government transfers), using some of the revenue raised by 
the increased gas tax in a way that would particularly ben-
efit lower-income households. The resulting combined policy 
would then affect households of all income levels equally.

This approach recognizes that using the tax and transfer 
system to compensate for the burden of an environmental tax 
is a much more efficient way to address distributional con-
cerns than is altering the regulation itself in a way that makes 
it less efficient. Devoting a portion of the revenues from an 
environmental tax to provide such compensation ensures that 
no income group would bear a disproportionate burden, and 
does so in a way that still preserves consumers’ incentives to 
reduce consumption of polluting goods. 

Moreover, even if a particular proposal does not include 
this type of compensation, analyzing how much compensa-
tion would be needed (and what the effect of such compen-
sation would be) is still a valuable analytical tool, because it 
provides an objective way of gauging the importance of dis-
tributional objections to a given policy.

LIMItatIons
Transfers like this might well increase the costs of environ-
mental regulation, relative to what those costs would be if the 
same amount of revenue were used to cut taxes equally for all 
income groups. Economists typically find that the economic 
efficiency gains from increased work effort and savings tend 
to be larger for an across-the-board tax cut than for a cut spe-
cifically targeted at lower-income households.

Consequently, the estimated optimal gas tax will be low-
er than it would be if the tax were simply set to maximize 
economic efficiency without regard for distributional effects. 
And the same would be true for other policies that would 
have a similarly regressive distribution of costs and benefits. 

However, there is still a strong case for higher environ-
mental taxes. For example, in a 2007 paper, Sarah West and I 

estimated that the efficiency-maximizing gasoline tax rate for 
the United States is approximately $1.38 per gallon (in 2009 
dollars). Modifying that analysis to take distributional effects 
into account, by analyzing a gas tax increase together with a 
compensating income tax change, leads to a significantly low-
er estimate of the optimal tax: approximately $1.22 per gallon. 
But even that lower estimate is still far above current U. S. gas 
tax rates, which average roughly 38 cents per gallon. 

Similar results are likely to apply for other pollution taxes 
and environmental regulations, such as a tradable permit sys-
tem for carbon dioxide or for local air pollutants. In many 
cases, the distribution of the costs of regulation is regres-
sive, which means that regulation should be somewhat less 
strict than what a simple cost–benefit analysis might indicate. 
But this effect is modest; such regressive effects can be offset 
through the tax and transfer system at relatively low cost. In 
short, distributional effects need not pose a serious problem 
for environmental policy, if the political process allows adjust-
ments of the broader tax and benefit system to compensate 
for higher energy prices.
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50. what Do the Damages  
CauseD by u.s. aIr PollutIon Cost?

How do economists measure the human health and environmental effects of local 
air pollution in the United States, the sources of pollution emissions, and how 
large environmental damages are relative to the overall economy?

The major pollutants first regulated by the Clean Air Act are still causing substan-
tial damages in the United States, particularly to human health. Specifically, ammonia 
and the five criteria pollutants—fine and coarse particulates, sulfur dioxide, nitrogen 
dioxide, and volatile organic compounds—currently cause damages that range from 
$75 billion to $280 billion annually. Here we will explain how these damages are 
estimated, what sources are responsible for the damages, and compare them with esti-
mates of the damages from greenhouse gases (GHGs).

Economists measure the impacts of air pollution using integrated assessment mod-
els that logically connect emissions to their final effects on society. Of primary con-
cern are the human health effects associated with air pollution, including premature 
mortality, chronic illness (such as bronchitis and asthma), and several acute illnesses. 
However, the models also measure the damages from reduced crop and timber yields, 
impaired visibility, deterioration of man-made materials, and diminished recreation 
services.

Integrated assessment models applied to the United States begin with available 
emissions data and then calculate pollution concentrations across the Lower 48 states. 
These concentrations are then converted to “exposures,” using county-level popula-
tion information. Exposures, in turn, are converted into physical effects using con-
centration-response functions that capture the number of physical effects a certain 
exposure is likely to cause. Finally, physical effects are converted to dollar damages 
through valuation techniques.

We rely on an integrated assessment model that we developed, called air pollution 
emission experiments and policy (APEEP), to capture each of the steps above. APEEP 
resembles other integrated assessment models in the literature. However, the way we 
are using APEEP is innovative. First, APEEP calculates the damages due to current 
emissions from all existing sources. One ton of emissions is then added at a single 
source, and APEEP recalculates the aggregate damage. The change in the aggregate 
damage is the marginal damage of the additional ton of emissions. By repeating this 
experiment for the six pollutants and 10,000 source locations, APEEP estimates the 
marginal damage of all emissions of these pollutants in the United States. Multiply-
ing the tons of emissions from each source location by the source-specific marginal 
damage and summing across all sources yields the gross annual damage (GAD). This is 
a measure of the value of air pollution damages just as GDP is a measure of the value 
of economic production.

We find that GAD in 2002 is between $75 billion and $280 billion (0.7 to 2.8 
percent of GDP). The estimates vary so widely because of three controversial issues: 
the value of mortality risks, the age dependency of this value, and the relationship 
between exposure to air pollutants and mortality rates.

First, although the values of many damages from air pollution are known—reduced 
crop yields, for instance—the value of human health and longevity (and their inverse, 
illness and death) is contentious. One approach is to use the extra wages paid to work-
ers in risky jobs. This is problematic, however, because mortality risk in the workplace 
is often associated with sudden death, whereas mortality from air pollution is usually 
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due to long-term exposure. It is also true that people do not 
agree on what value to place on a small risk of death, and so 
any single estimate will be contentious no matter how it was 
estimated.

The second controversy is whether the value attributed 
to mortality risks should be the same for all age groups or 
decline with expected years of remaining life. That is, should 
a smaller value be assigned to older age groups? Age-specific 
values are rational because remaining consumption declines 
with age. However, American principles of equality as guar-
anteed by the Constitution may dictate that every person be 
valued the same, regardless of age. Finally, the magnitude of 
the physical impact of exposure to pollutants is also uncertain. 
Because controlled experimentation (intentionally exposing 
humans) is unethical, epidemiologists must rely on natural ex-
periments and toxicologists must rely on animal experiments 
to learn about human sensitivity to pollution. Unfortunately, 
these methods are less precise, and so the estimates are “noisy.” 
For all these reasons, the range of GAD values is wide.

Turning from aggregate damage to individual pollutants, 
we find that not all pollutants are equally harmful. Although 
emissions of fine particulate matter (PM

2.5
), ammonia, sulfur 

dioxide, and volatile organic compounds make up only half 
of all emissions by weight, these pollutants cause almost 80 
percent of total damages. PM

2.5
, very tiny particles that can 

lodge in the lungs, accounts for only 6 percent of total emis-
sions by weight, but causes 23 percent of total damages. In 
contrast, nitrogen oxides and coarse particulates are respon-
sible for almost half of the total tonnage but only 20 percent 
of damages.

What fraction of GAD is due to different effects? We find 
that human health damages account for more than 95 percent 
of GAD. Loss of visibility is clearly one of the most palpable 
costs of air pollution, but its contribution to GAD is small. 
The same can be said for crop damage, forest damage, and 
material damages.

The largest source is still industrial production, which 
causes 50 percent of air pollution damages. The largest single 
industrial source of emissions is coal-fired power plants, which 
cause 20 percent of GAD. Mobile sources are responsible for 
the next largest share, 35 percent. Light-duty gasoline-pow-
ered cars and motorcycles contribute 9 percent, SUVs and 
light-duty gasoline trucks contribute 7 percent, diesel trucks 
and heavy-duty gasoline vehicles contribute 15 percent, and 
rail vehicles, aircraft, and marine vessels generate the remain-
ing 4 percent of mobile source damages. Residential combus-
tion of fossil fuels and wood, primarily for heating, produces 

perhaps more damage than people think—5 percent. Finally, 
agricultural sources also cause a surprisingly large share of 
damages (10 percent), from ammonia from livestock produc-
tion and fertilizers, and dust from tilling cropland.

The above GAD estimates do not include GHGs. How 
does their impact compare to GAD? Although they have high 
current visibility on policymakers’ agendas, we believe that 
current GHG emissions, at least, are not nearly as harmful as 
criteria pollutants. The empirical impact literature estimates 
that current emissions will cause future global damages of be-
tween $0.50 and $10 per ton of carbon dioxide (when future 
damages are discounted at market rates). So the current six 
billion tons of carbon dioxide emitted annually in the Unit-
ed States will likely cause future global damages of between 
$3 billion and $60 billion. Greenhouse gas emissions conse-
quently cause from 4 to 18 percent of the total damages from 
air pollution. GHGs do need to be addressed, but the damages 
that current emissions will cause are relatively small compared 
to the damages from criteria pollutants. Of course, GHGs are 
accumulating and future emissions will cause higher damages, 
so they will become relatively more important to control in 
the future.

Tighter regulations on emissions of ammonia, fine par-
ticulates, and sulfur dioxide are needed. Important sources of 
these emissions include coal-fired power plants, diesel vehicles 
(especially marine vessels and heavy-duty trucks), and some 
industrial sources. Two other sources that have generally es-
caped attention must also be examined: residential homes and 
farms. Although each farm and each house contributes only 
a little to GAD, the net effect of all homes and all farms is 
substantial. Finally, pollution control efforts aimed at reducing 
solid waste (incineration) and water pollution (waste treat-
ment plants) generate an inordinate amount of air pollution 
damage. Regulators need to think more carefully about inte-
grated pollution management so that in the effort to reduce 
one pollution problem, they do not create a larger one.
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51. what Can PolICymakers learn 
from exPerImental eConomICs?

How does research on field experiments bear on the issue of how we might 
quantify the benefits of environmental policies? Such valuations are a critical in-
gredient for judging whether or not individual policies make sense on cost–benefit 
grounds.

How can we value the benefits of preserving wilderness areas and wetlands, provid-
ing the recreational benefits of cleaner lakes and rivers, and reducing the pollution in 
the air? Good policy requires good data on economic values, and generally econo-
mists rely on markets to provide them. But in some areas, notably environmental pro-
tection, we often need to know the worth that society assigns to incremental benefits 
for which there are no markets.

This need is frequently a legal requirement. Ever since President Reagan’s 1981 
executive order, federal agencies, including EPA, have been required to consider both 
the benefits and costs of regulations for economically significant rulemakings before 
implementation.

Economists rely on several different methods to estimate environmental benefits or 
damages. For example, one approach to valuing the benefits of cleaner air is to looke at 
compared how much extra people are willing to pay for houses in regions with good 
air quality, such as in Laramie, Wyoming, with houses in regions with relatively dirty 
air, like Los Angeles. The main challenge here is trying to separate out, statistically, the 
price premium for clean air from all the other factors that may cause property prices 
to differ across regions—including local factors such as climate, job opportunities, 
crime levels, school quality, and so on. Moreover, this approach is limited in that it can-
not be used, for example, to value how much people would be willing to pay to know 
that Alaska’s Arctic National Wildlife Refuge will be passed on to future generations 
in pristine condition, even though they may never visit the refuge themselves. As op-
posed to the value of clean air, which people inhale and thus “use,” these other kinds 
of values are considered “nonuse values.” They pose problems in that they generally 
lack markets—and therefore prices—that economists could use for analysis.

The most widely used approach to estimating the total value of nonmarket goods 
and services is known as contingent valuation (CV). Under this approach, the re-
searcher uses a questionnaire to ask respondents contingent questions concerning 
how much they would be willing to pay in donations, taxes, or price increases to 
achieve a certain goal—preservation of an endangered species, perhaps, or the clean-
up of a contaminated area.

Possibly the most celebrated example of CV in an environmental case arose from 
the 1989 Exxon Valdez oil spill. On behalf of the state of Alaska, a group of economists 
conducted a large-scale CV study of Americans’ willingness to pay for the avoidance 
of another oil spill in Prince William Sound, and the state used the resulting figure, 
$2.8 billion, in court. The final settlement was $1 billion on top of the $2 billion that 
Exxon itself spent on restoration.

In California, in another notable case, a fight over water rights raised the question 
of whether it was worth diverting water into Mono Lake to ensure the survival of the 
lake’s flora and fauna. Certain downstream parties derided it as a choice between the 
interests of “300 fish versus 28,000 people.” But the state’s Water Resources Control 
Board was persuaded otherwise and ordered an increase in the flows into the lake that 
significantly decreased the city’s water rights.
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Even though the CV approach has clearly influenced the 
policy process, it has remained highly contentious, for it is dif-
ficult to know whether people’s answers to hypothetical ques-
tions provide a reliable guide to the amounts that they would 
actually be willing to pay in practice. Here, the techniques 
of experimental economics are making a significant contri-
bution. Experimental economics sets up choices that people 
actually make, whether in the laboratory, under carefully con-
trolled conditions, or in the field, where their decisions can 
sometimes be compared with results in real markets.

In one of the early uses of the technique, the researcher 
Peter Bohm, a generation ago in Sweden, compared respon-
dents’ answers to hypothetical questions about the value of 
admission to a sneak preview of a television show with the 
prices in an actual market for admission. He found that the 
hypothetical values were higher, but only moderately so. In 
a recent analysis of these kinds of studies, Craig Gallet and 
I found that, on average, hypothetical values are three times 
larger than what people are actually willing to pay in a market 
setting, implying that we need to be cautious in interpret-
ing the results from CV studies. Further laboratory and field 
experiments should make plain the situations wherein CV 
might be viable.

Another complication associated with nonmarket valua-
tion is that differences in values arise, depending on the way in 
which a question is posed. Sometimes people are asked what 
they would pay to prevent the loss of a certain environmental 
benefit, such as a wetland. Sometimes researchers reverse the 
question, and ask what their respondents would consider fair 
compensation for the loss of that benefit—suffering the loss 
of that wetland. Typically, people set a much higher figure for 
compensation than they are willing to pay to avoid the loss.

At first, many economists argued that the answers on com-
pensation were unreliable and should not be taken seriously. 
But lab experimentation reinforced the survey evidence, con-
firming that the difference between willingness to pay and 
fair compensation is robust across a wide variety of goods. 
Field experiments have complemented the extant lab and 
survey evidence by showing the limitations of such results. 
For example, my own work shows that people experienced 
with trading ordinary private goods, like mugs and candy bars, 
are not subject to this value disparity. Other field evidence 
using public goods, such as increased environmental quality, 

has reinforced these results and shown that the value dispar-
ity lessens because people with experience state much lower 
fair compensation values.  One implication is that we should 
look at whether CV studies carefully control for (lack of) 
experience when estimating fair compensation. And when 
inexperienced agents are important in the valuation process, 
willingness-to-pay statements of value should be used rather 
than willingness to accept, since the latter tends to converge 
to the former with market experience.

Experimental research now under way in the field dem-
onstrates that there is much to be gained from designing eco-
nomic experiments that span the gap between the laboratory 
and the world outside, with important implications for eco-
nomics. Examples include developing new auction formats to 
distribute pollution permits, exploring compensation mecha-
nisms in social dilemmas (such as what is necessary for many 
endangered species cases), and examining efficient means to 
provide public goods.  For instance, the optimal approach to 
engage providers of public goods to actually give resources 
and what factors keeps people engaged are beginning to be 
better understood because of field experiments.

What has become clear in this process is that field experi-
ments can play an important role in the discovery process by 
allowing us to make stronger inference than we could make 
from lab or uncontrolled data alone. Similar to the spirit in 
which astronomy draws on the insights from particle physics 
and classical mechanics to make sharper insights, field experi-
ments can help to provide the necessary behavioral principles 
to permit sharper policy advice.
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52. enVIronmental feDeralIsm

What are the pros and cons of setting environmental policies at the state and local 
levels, as opposed to the federal level? Several examples are given to help answer 
this question, and evidence is presented on the claim that competition among state 
governments will result in insufficient environmental protection.

The basic principles of economics make a compelling case for environmental regu-
lation because of the excessive use of our freely available, but scarce, environmental 
resources under a system of free markets—or, in the jargon of economics, as a result 
of “externalities.” But in a federal system, with several levels of government, the next 
question involves the locus of regulatory authority: which level of government should 
undertake a specific regulatory responsibility? 

A cursory look at U.S. policy on this issue reveals some puzzling anomalies. Under 
the Clean Air Act in 1970, the U.S. Congress instructed the newly formed EPA to 
set standards for ambient air quality in the form of maximum permissible concentra-
tions of pollutants applicable to every jurisdiction in the country. Only two years later, 
under the Clean Water Act (1972), the states were assigned the responsibility for set-
ting standards for water quality within their own boundaries. It is not at all clear why 
standards for air quality should be centrally set and uniform across the nation, while 
determining standards for water quality is left to the states. 

Economics, as it turns out, can provide some guidance on this issue. From an 
economic perspective, standards for environmental quality should be tightened so 
long as the benefits from incremental cleanup exceed the additional costs. However, 
the geographic setting for applying this principle varies among different forms of 
pollution. In some instances, such as carbon dioxide emissions, which contribute to 
global climate change, all that matters is the aggregate level of emissions—the precise 
location of their emission into the atmosphere doesn’t matter (at least for purposes 
of global climate change). For pollutants of this kind, what we need is a national (or, 
really, a global) program to restrict emissions. 

In contrast, both the benefits of cleanup activities and costs of certain other forms 
of pollution can vary dramatically across different jurisdictions. This, for example, can 
be the case for various forms of air and water pollution, where one size doesn’t fit all. 
An efficient outcome in such a setting requires different standards for environmental 
quality depending on how damaging the effects are and how costly it is to control the 
polluting activity.

A particularly interesting and provocative case in point arose in the waning days of 
the Clinton administration in 2000, when EPA introduced a new measure to reduce 
the permissible level of arsenic in U.S. drinking water by 80 percent. The “arsenic 
rule” applied to all jurisdictions in the nation. Careful analysis of the new provision 
revealed that it promised only a minuscule reduction in health risk on a national scale. 
EPA estimated that the tough new standard could save approximately 20 to 30 statisti-
cal lives per year (the value of a “statistical” life is typically understood by economists 
to be the cost of reducing the average number of deaths by one). But this estimate 
was subject to sufficient uncertainty that it is not unreasonable to believe that no lives 
would be saved under the standard.

Of special interest in this case was the enormous variation across the country in 
the cost per household of meeting the arsenic standard. Huge economies of scale exist 
in the treatment of drinking water such that the new measure could be met in a large 
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water district like New York City for under $1 per year per 
household. In fact, many large districts were already in compli-
ance with the new standard. But in very small water districts, 
largely in rural areas, the cost of meeting the new standard 
was in excess of $300 per household per annum, dwarfing any 
prospective gains. Indeed, far greater health benefits could be 
achieved if such sums were used for other public (or private) 
health measures, such as increasing the frequency of mammo-
grams, colon screenings, or a host of other procedures. One 
size certainly didn’t fit all in this case: the arsenic rule may 
have made sense for large water districts, but it was economi-
cally wasteful for smaller districts. 

Critics of this approach to environmental federalism con-
tend that it overlooks the fact that municipalities compete 
for new business investment and jobs. If we leave important 
matters of environmental regulation to state or local govern-
ments, we can set in motion a competitive “race to the bot-
tom,” with officials setting lax environmental standards as a 
means of reducing the cost to new (and existing) businesses. 
Consequently, the critics argue, it is necessary to centralize 
standards setting to avoid a competitive depreciation of envi-

ronmental quality.
However, a closer look suggests that both in theory and in 

practice, the case for a race to the bottom is not very com-
pelling. A standard theoretical model in which government 
seeks to maximize the well-being of its citizenry reveals no 
such race. People care about the quality of the environment—
and a government that fails to respond to these concerns is 
unlikely to stay in office. Moreover, the existing evidence 
provides little support for this view. Under the Reagan ad-
ministration in the 1980s, several measures were introduced 
that effectively moved the responsibility for environmental 
management on a number of fronts back to the states, creat-
ing a favorable setting for a race to the bottom. Three empiri-
cal studies have carefully examined this episode, however, and 
none found any evidence of a competitive reduction in envi-
ronmental standards. On the contrary, increased state spending 
on environmental programs and improvements in environ-
mental quality continued unabated through this period.

Basic economics thus suggests an important principle for 
the structure of environmental regulation: polluting activi-
ties that degrade environmental quality in a local jurisdic-
tion should therefore be a local responsibility (including the 
setting of standards). This way, regulatory measures can be 

tailored to the specific circumstances of each jurisdiction. In 
contrast, those forms of pollution that reach beyond state or 
local borders require a national approach to the setting of 
standards. This does not, incidentally, imply that there is no 
role for a centralized agency with regard to local environmen-
tal issues. An agency like EPA can provide critical information 
and guidance on the potential damages from various forms of 
pollution and on the costs of pollution control. State or local 
jurisdictions would then be in a position, either through their 
own officials or, perhaps, through some kind of referendum, 
to establish standards and a regulatory framework that address 
the particular circumstances of local environmental issues. 

The appropriate use of decentralized environmental de-
cisionmaking can have further benefits. In a federal system, 
state and local governments have the opportunity to intro-
duce new and innovative regulatory measures. They can serve 
as laboratories in which to conduct experiments that can pro-
vide valuable lessons on the potential of new approaches to 
public policy. Under the Clean Air Act, for example, many 
state and local governments introduced a variety of emissions-
trading systems that both demonstrated their effectiveness 
and exposed certain problems in their design. I doubt that 
the United States would have introduced the very successful 
national cap-and-trade program in the 1990 Clean Air Act 
Amendments to control sulfur emissions to reduce acid rain 
without the invaluable earlier experience with this policy ap-
proach at state and local levels.
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Part 4
Managing Natural Resources

Often, there is no obvious need for the government to regulate use of natural re-
sources. For example, the owner of an oil well should adequately trade off the profits 
from extra oil extraction today against the loss in future profits from reduced availabil-
ity of the oil reserve. That’s not always the case, however; frequently societal costs are 
not fully taken into account by those who use natural resources, creating a potential 
role for government intervention. 

An obvious example is the overharvesting of ocean and freshwater fish, where 
individual fishermen do not consider the costs to future generations from depleted 
stocks. One commentary in this section discusses various issues in the design of trad-
able quotas as a possible means of managing fisheries. Others discuss how political op-
position to this promising policy might be overcome and the potential role for worker 
cooperatives to prevent overfishing. 

Another class of policy problems is associated with the use of water itself. Pollution 
is a serious problem in many water systems, and commentaries in this section discuss 
existing and prospective measures to clean up the Great Lakes region and the Gulf of 
Mexico. Others review the effectiveness of information disclosure programs in rais-
ing water quality, legal reforms to promote more efficient water use, and policies to 
expand insurance against flood risk. 

Use of land resources for agriculture and forestry raises further environmental 
policy issues that are discussed in this section, including possible perverse incentives 
created by laws to protect endangered species and how funds for species protection 
might be better spent; the reform of programs that take environmentally sensitive land 
out of farm production; and policies to better manage the risks of forest fires. 



53. Can CatCh shares saVe fIsherIes?

Relentless depletion of ocean fish resources has heightened interest in novel policy 
approaches to prevent the overharvesting of fish stocks. One promising approach is 
catch shares, which limit the allowable harvest each year for individual species.

The systematic decline of the world’s ocean resources is well documented. Dra-
matic collapses in top predators, ecosystems, and over one-third of the world’s fisheries 
reflect weak or nonexistent institutions that govern fish extraction. This widespread 
mismanagement squanders precious biological and economic resources; present value 
economic losses may exceed $1 trillion, and simple extrapolation of current trends 
suggests that all commercial fisheries could be unviable by the middle of this century. 
Yet a potential solution, grounded in economic incentives, is emerging and should 
be pursued more broadly. This novel and widely adaptable approach to fisheries man-
agement, known collectively as catch shares, holds tremendous promise if executed 
with care.

Traditional fisheries management relies on limited fishing seasons, gear restrictions, 
and limited licenses, which often induce a race to fish, leading to overexploitation and 
economic collapse. Grounded in the incentives they provide for resource stewardship, 
catch shares are globally rare but increasingly implemented in many countries. The 
most common form of catch shares in the developed world is the individual transfer-
able quota (ITQ), by which shares of the total allowable catch are allocated to fisher-
men, communities, or cooperatives. Unlike cap-and-trade programs for air pollutants, 
ITQs are allocated on a percentage basis and are granted over a long time horizon. 
These features accommodate the wide natural fluctuations in fish stocks that are com-
mon around the world. The total allowable catch is optimized annually depending on 
the bioeconomic conditions of the fishery. Because profitability is tied to setting the 
total catch appropriately, catch shares may enhance the role of science and econom-
ics in fisheries management. Beyond ITQs, other common catch share forms include 
spatial property rights (sometimes called territorial user right fisheries, or TURFs), 
temporal concessions, and cooperatives. Although these forms are less common in 
the United States, the developing world has extensive experience with them in places 
such as Mexico, Chile, and many African countries. Price instruments, such as landings 
taxes, may also be economically viable but have been politically unpopular and are not 
implemented in any substantial way in large fisheries.

Widespread adoption of catch shares in the developed world began in the mid-
1980s and 1990s in New Zealand, Iceland, Australia, and to a lesser extent North 
America. Recent evidence suggests a strong empirical link between adoption of catch 
shares and significant reductions in fisheries collapse, as well as enhanced profitability.  
While the United States is an emerging catch share leader (with over 10 catch share 
fisheries, and many more in development), fewer than 2 percent of the world’s fish-
eries operate with catch shares, likely because implementation poses challenges and 
controversies. Contentious issues include how the rights will be initially distributed, 
the longevity of the rights, whether consolidation will be allowed, and what addi-
tional restrictions should be placed on shareholders (for example, must share owners 
be fishermen?). A related issue concerns who should capture the economic benefits 
generated by catch shares, which can be substantial because transferable shares are 
valued as assets.

The appropriateness of these design features hinges on the ultimate goals sought 
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by the communities they are meant to serve. When economic 
efficiency is the sole criterion, design strives to mimic the 
behavior of a sole owner, and thus imposes relatively few ad-
ditional restrictions. When a community desires to maintain 
or enhance the fishing heritage of local ports, caps on consoli-
dation are typical, and communities or cooperatives of fisher-
men are often allocated initial rights. A tension sometimes ex-
ists when objectives conflict owing to the inverse relationship 
between the degree of control retained by the state and the 
strength of stewardship incentives accruing to fishermen.

Design features can also affect ecological performance. 
Even under catch shares, an incentive may exist to discard 
low-value species that are inadvertently harvested as “by-
catch.”  This becomes a particularly salient problem when 
species of ecological significance have life-history traits that 
make them more vulnerable to fishing than the target stocks. 
One solution is to assign separate ITQs over each species. 
Quotas on target species reflect the profits from harvesting 
those species. Quotas on by-catch species reflect the relative 
difficulty of avoiding their capture. If by-catch species quotas 
can be traded, the market provides an incentive to avoid by-
catch.

Other mechanisms exist. For example, under TURFs, co-
operatives or individuals maintain exclusive access to fixed ar-
eas of ocean. In addition to enhancing stewardship incentives, 
TURFs may catalyze the implementation of marine protected 
areas (MPAs), which act like parks in the ocean. This can oc-
cur for two important reasons. First, well-designed MPAs may 
actually increase the profitability of certain fisheries, essen-
tially by protecting “source” areas where larvae originate. So 
TURF owners may voluntarily implement MPAs to increase 
profits, for example, by protecting spawning sites. This kind of 
private sector implementation of MPAs has been observed in 
several fisheries around the world. Second, the profitability of 
TURFs is enhanced when they are sited adjacent to MPAs. 
The spillover of adult fish across the boundary of an MPA can 
become part of the adjacent TURF holder’s yield. By com-
bining catch shares with other approaches to ecosystem-based 
management, we are likely to enhance economic and eco-
logical outcomes beyond what could be achieved via catch 
shares alone.

This optimistic recommendation notwithstanding, one 
substantial hurdle remains. Implementing catch shares often 

requires buy-in from incumbent fishermen. Despite mount-
ing evidence in their favor, many fishermen view catch shares 
as the imposition of yet another costly regulation. A prom-
ising path forward is to allow subgroups of license holders 
to obtain exclusive spatial (or temporal) access to a portion 
of the stock. rather than waiting for consensus or imposing 
changes in the face of intense opposition from some stake-
holders. Then those fishermen who opt to undertake a catch 
share experiment would be ensured exclusivity—a necessary 
condition for success—to a fraction of the stock. Those opting 
out would simply fish independently in the area allocated col-
lectively to them. This approach is not without precedent or 
success: in the Chignik Salmon Cooperative, permit holders 
self-selected into either a cooperative or independent sector, 
and received allocations proportional to their membership.

Catch shares are not a one-size-fits-all solution. Instead, 
when viewed broadly, and when coupled with MPAs and 
other approaches to achieve simultaneous objectives for a tar-
get fishery and its ecosystem, catch shares show tremendous 
promise. By aligning economic incentives with desirable eco-
logical outcomes, our use of ocean resources can shift from a 
story of increasing collapse to stories of recovery, sustainability, 
and profitability.
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54. the PolItICal eConomy of  
aDDressIng oVerfIshIng  
In u.s. waters

To what extent are fish processors justified in claiming compensation when a 
quota system is imposed on the catch of individual fishermen? Assessing the ap-
propriate amount of compensation is a critical component in the political dealmak-
ing required to move forward with more effective regulation of fisheries.

Overfishing is a classic example of the tragedy of the commons. Since no one 
owns the fish in the ocean, it’s in everyone’s interest to catch them as fast as possible, 
regardless of present or future damage to fisheries. Overexploitation and inefficient 
use of marine resources are the direct result of open-access conditions. For years, 
regulators have attempted to solve this problem by utilizing season-length restrictions, 
total allowable catch (TAC) limits, and gear and vessel power restrictions. This has led 
to a cat-and-mouse game where fishermen adopt technologies and methods to work 
around these controls. The result is the infamous and wasteful race to fish, where fish-
ermen catch the allowable limits for a season in hours rather than months.

An alternative approach to dealing with this issue—by addressing causes rather 
than symptoms—is to allocate shares of the TAC to individual fishermen and fishing 
vessels. With secured access to a portion of the TAC in a season, fishermen no longer 
need to race, and they also have greater stewardship incentives. Individual fishing quo-
tas (IFQs), or dedicated access privileges (the U.S. term), are an increasingly prevalent 
form of fisheries management around the world, regulating more than 175 species 
in Iceland, New Zealand, Canada, and Australia. The United States, however, lags far 
behind in adopting IFQ systems.

Recent attention in the United States is focusing on how to move individual fish-
eries from the current regulated open-access setting to an IFQ system while minimiz-
ing the potential impact on fish processors and fishing communities. Concerns over 
the socioeconomic effects appear to be a barrier that may, at best, stall and, at worst, 
threaten to derail implementation of IFQs. For example, some fishermen may find 
it more economically advantageous to sell their allocations rather than fish. But such 
actions have consequences: communities dependent upon fishing can be adversely 
affected by the resulting economic disruption that occurs when there are no longer 
large amounts of fish to be processed.

IFQ implementation could also affect the fish processing industry. Depending on 
the biological, economic, and market characteristics of a marine species, a shift in 
processing to fresher or higher-value products that maximize the value of the catch 
from IFQs is likely. For example, when the North Pacific halibut fishery introduced 
IFQ management over 10 years ago, there was a shift from an almost exclusively fro-
zen product to a predominantly fresh product. Such a dramatic change could require 
different product lines and techniques that might not be feasible with current process-
ing equipment. As a result, existing firms or new entrants could acquire competitive 
advantages.

In addition, the contractual and organizational arrangements between fish proces-
sors and harvesters could change post-IFQ. One potential catalyst is the additional 
flexibility of fishermen to spread their trips out over time to maximize the per-trip re-
turn, rather than concentrating trips and catch in short intervals due to season-length 
regulations or the highly competitive fishing under TAC regulations. Consequently, 
fish supplies will be more spread out. This change can have both negative and positive 
impacts. The slower-paced fishing may result in higher fish prices paid by processors 
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as daily supplies are reduced. On the other hand, using data 
from the Alaska pollock fishery, a recent study by Fell (2008) 
indicates that the slower-paced fishing under IFQ manage-
ment may improve processors’ ability to react to changing 
market conditions.

Fish processors also argue that the transition to IFQs ex-
poses them to stranded capital costs. When the race to fish 
was on, processing facilities were designed to handle a large 
volume in a short period of time. Capital investments made 
under the old regulatory regime cannot be recovered if fish-
ermen are going out on their own timetable. Important fac-
tors in measuring stranded costs are the potential changes to 
the quantity supplied, product mix, price in the future, rela-
tive share of the stranded costs, and the number of years over 
which the fish processors suffer said losses. The magnitude of 
these factors depends on the relative bargaining power of fish-
ermen and processors. If, for example, fishermen can extract 
higher payments for a pound of fish post-IFQ, then the ability 
of processors to recover stranded costs diminishes.

IFQ implementation, however, does not necessarily mean 
that the returns from fishing will transfer completely to the 
harvesting sector. This result was highlighted in another study 
by Fell (forthcoming) in an analysis of fishermen’s bargaining 
power in the Alaskan sablefish fishery post-IFQ implementa-
tion, Fell estimated that while fishermen’s bargaining power 
did increase, the fishermen and processors of this particular 
fishery now appear to be evenly sharing the gains.

Regardless of these findings and other similar arguments, 
the U.S. processing industry wants to make IFQ implementa-
tion contingent on having some kind of mechanism in place 
that will give them funds sufficient to cover their perceived 
stranded costs. Even though IFQs are few and far between 
in U.S. waters, there is some precedent for accommodating 
their concerns. In the Alaska crab fishery, for example, the 
mechanism was the creation of individual processor quotas, 
in which fishers are allowed to deliver fish only to processors 
with processing quotas, thereby guaranteeing a fixed supply 
for processors who own processing quotas. Other proposed 
IFQ systems discuss compensating processors directly by al-
locating fish quotas to them that can be leased to harvesters. 
For instance, regulators in the West Coast inshore groundfish 

fishery contemplated a requirement that would give up to 50 
percent of the initial allocation of fish quotas to processors. 
Such a demand is not uncommon these days.

Of course, the fishermen object to this allocation because 
it dilutes their share of the pie. Unfortunately, both parties in 
this debate seem to have forgotten that the IFQ instrument is 
meant to address the causes of overexploitation, not as a free 
hand-out for all sectors of the fishing industry. Because quotas 
based on past catch histories have been the approach to make 
IFQs politically viable around the world, it is easy to forget 
that societal benefits are maximized when the quotas are auc-
tioned, not given away. Benefits are maximized for reasons 
including the quotas going to their highest valued use and the 
ability to recycle the revenues to offset other taxes and pay for 
management.

If policymakers decide to capitalize on the changes in fish-
eries management that go with the transition to IFQs in order 
to address the impacts of years of inefficient regulation on 
fishing communities and processors, there are policy mecha-
nisms other than an initial allocation of quotas to processors. 
The list includes quota allocation to vulnerable communities, 
mandatory sunset contracts between harvesters and processors 
that guarantee fixed supplies of the product over a set length 
of time, and levies on quota owners for processor and com-
munity compensation funds.
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55. aChIeVIng effICIent CoorDInatIon 
anD aCCePtanCe In fIshery reform

A policy of assigning fishery harvest rights to groups rather than individuals can 
achieve ecological and economic gains from coordination that other rights-based 
management regimes fail to capture. Moreover, if individual fishers are given the 
opportunity either to opt into the group or to stay with the traditional regime, the 
oft-observed incentive to resist change can be overcome. 

A highly publicized article in Science in 2008 made a remarkable projection: that 
the global collapse of all groups of marine organisms now commercially fished would 
occur by the year 2048. Indeed, growing evidence indicates the decline of commer-
cially important fish stocks and stocks of large marine predators in particular. Although 
pollution, climate change, and habitat damage no doubt play a part, poor governance 
is widely believed to be the root cause. Costello et al. recommended implementation 
of fishery closures, restrictions on catch, effort, and gear, as well as creation of marine 
reserves to stave off potential catastrophe. But such prescriptions, with the possible 
exception of the last, have long been mainstays of traditional fisheries management, 
leaving little cause for optimism that the gloomy forecast can be avoided.

Traditional management applies constraints to fisherywide outcomes—by limiting 
the total catch, season of fishing, number of fishing permits issued, or kind of gear 
used. Under such rules, the harvests of an individual firm depend on its ability to catch 
fish before rivals do, naturally leading to a race to fish. This has led to overinvestment 
in fishing vessels, short fishing seasons, high processing costs, and low product quality. 
Many believe it has led to poor ecological outcomes as well.

Fortunately, evidence exists that regulation based on property rights, or limited 
access privileges, can produce far better outcomes—both economic and ecological. 
These systems grant fishers secure property rights to specific harvest quantities, pro-
viding stewardship incentives absent from the traditional race to fish. In New Zealand, 
Iceland, and Canada, the introduction of such regimes has motivated commercial 
fishermen to seek lower catch targets to allow stock rebuilding, promote improved 
enforcement of catch limits, support stricter size limits, and invest directly in replen-
ishing stocks. Moreover, reanalysis of the data that indicated global collapse by 2048 
found that trends in fisheries managed with catch rights show a strikingly different 
pattern—following the institution of rights-based management, previous downward 
trends were either halted or reversed.

So mission accomplished, right? Wrong. Almost 99 percent of the world’s commer-
cial fisheries and roughly 85 percent of the worldwide catch are either unmanaged or 
managed in the inefficient and ecologically detrimental traditional way. Deciding how 
to assign catch rights is a contentious issue, and fishers who are well suited to compet-
ing under existing regimes may fear being disadvantaged by a transition. Compound-
ing the problem, inefficient regulation often spurs excessive investment in vessels and 
processing plants, and owners of such capital naturally resist any change that would 
impair its value. Finding a management regime that eliminates incentives to block 
change is therefore of paramount importance. 

One interesting option—tried during 2002 to 2004 in the Chignik, Alaska, sock-
eye salmon fishery—assigned a portion of the aggregate catch to a group of fishers, 
formed voluntarily, to manage as the group saw fit. Those that chose not to join fished 
under preexisting rules. In Chignik, the group formed as a cooperative with members 
sharing profits equally, but this structure is not essential. It was essential, though, that 
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the fishery manager could partition access to the resource and 
limit interference by designating different fishing seasons for 
the two groups.

This system offers two key potential advantages. First, a 
careful division of the catch between voluntary and indepen-
dent sectors can yield an outcome that makes both groups 
better off, defusing the incentive to block a transition. Sec-
ond, if the group assigned rights is empowered by contract to 
coordinate its members’ actions, as was the case in Chignik, 
substantial efficiency gains are possible. Ordinary firms ac-
complish this every day, by carefully assigning tasks to workers 
and capital equipment in order to reduce costs and improve 
product quality. At best, this is difficult to achieve when all 
rights are held by independent individuals.

An examination of data from Chignik and other nearby 
fisheries indicates that allowing the cooperative (co-op) to 
form and exploit a dedicated catch share led to dramatic 
changes. By concentrated fishing activity among the most 
skilled co-op members, roughly one-third of those who 
joined, it was able to reduce costs. These individuals were paid 
an agreed-upon wage, and nonfishing members were free to 
pursue other opportunities. All members shared profits equally, 
after deducting payments to fishers. This radical consolidation 
was possible because, as in most commercial fisheries, fishing 
capacity in Chignik far exceeded that required to harvest a 
sustainable yield. The co-op’s consolidation also slowed the 
rate of fishing, reducing the capital needed for processing and 
allowing for more careful handling of the catch, resulting in 
higher-quality fish that could command a higher price.

The co-op reaped additional gains because of its ability to 
coordinate fishing actions across space and time and provide 
shared inputs. For example, by purposely choosing to fish 
near the ultimate destination, Chignik River, it minimized 
costly transportation. Co-op fishers also shared knowledge 
about the location of fish concentrations—information typi-
cally concealed under independent fishing—allowing the 
group to economize on search costs. Additionally, the co-op 
installed stationary nets along the migration route that fun-
neled the fish toward waiting purse seiners, sharply lowering 
its harvest costs. 

Evidence suggests that the co-op’s fishing methods sub-
stantially increased profitability. A comparison of permit pric-
es in Chignik and other nearby fisheries indicates that values 
in Chignik rose while the co-op operated. Depending upon 

how long participants expected a co-op to operate, increases 
in annual profits could range from 27 to 100 percent. 

The co-op’s success was not without controversy, though, 
and some independent fishers believed they were disadvan-
taged, particularly by the formula used to divide the catch 
between sectors. Two of these independents filed suit against 
the state management agency, arguing that it had exceeded 
its authority. The Alaska Supreme Court acknowledged the 
efficiencies the co-op realized, but nevertheless ruled that the 
policy was inconsistent with existing statutes. 

An important lesson presents itself in this unfortunate out-
come. The Chignik management approach apparently had the 
potential to make all participants better off. The key to real-
izing this potential, however, was a very careful division of 
the allowed catch between sectors, to avoid imposing losses 
on some individuals. As the co-op gained popularity and 
membership rose, the catch allocation rule became far less 
attractive to independents, so their opposition is not surpris-
ing. Unfortunately, the substantial promise that coordinated 
fishing holds for enhancing efficiency remains unrealized to 
this day in Chignik because those disadvantaged individuals 
managed to block its implementation. Fisheries seeking to 
benefit from cooperative management systems would be wise 
to include, as a criterion for designing policy change, features 
that enable “reform without losers,” with the goal of mov-
ing successfully toward enhanced efficiency and surviving the 
political process.
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56. restorIng great lakes eCosystems
Worth the Cost?

The Great Lakes region faces a wide array of environmental problems as a result 
of pollution, inadequate capacity for wastewater treatment, and invasive species. 
How can these diverse challenges be addressed, and what are the costs and benefits 
of these measures?

The Great Lakes are among North America’s most important natural resources, 
spanning some 94,000 square miles and accounting for 90 percent of America’s and 
20 percent of the world’s surface fresh water. The lakes and surrounding watersheds 
sustain thousands of species of plants, fish, birds, and mammals. The Great Lakes basin 
is also home to more than 35 million people in the United States and Canada.

Yet the Great Lakes face numerous environmental problems that are harming sensi-
tive ecosystems and undermining human health, recreation, and commercial transport. 
The problems are particularly acute in areas of concern (AOCs), which suffer from 
habitat loss, degraded fish and wildlife populations, fish tumors and deformities, beach 
closings, fish consumption advisories, nutrient pollution, and undrinkable water. Many 
AOCs are essentially underwater toxic sites.To halt and reverse this environmental 
degradation, a group of 1,500 government officials and private-sector stakeholders, 
known as the Great Lakes Regional Collaboration, developed a program to address 
the underlying problems. The program strategies address four areas specifically. 

ProGraM stratEGIEs

Municipal Wastewater. In many cities, rainstorms regularly overwhelm wastewater 
treatment facilities. Untreated sewage then flows directly into the lakes, contaminat-
ing nearshore waters, sometimes causing waterborne disease outbreaks and forcing 
officials to close public beaches. Recommendation: Upgrade municipal wastewater treat-
ment facilities.

Invasive Species. Invasive species can be devastating. Sea lampreys have decimated 
native lake trout populations; zebra and quagga mussels have clogged water pipes and 
severed links in fishery food chains; and an aggressive virus known as viral hemor-
rhagic septicemia (VHS) is ravaging fish populations. Recommendations: Require for-
eign shippers to treat or exchange ballast water before entering the lakes; prevent 
invaders from entering through canals and waterways (for example, by funding the 
Chicago Sanitary and Ship Canal barrier); and impose stricter rules for trade in live 
organisms.

Nonpoint–Source Pollution. Phosphorus and other nutrients from agricultural op-
erations flow into the lakes, contributing to massive algae blooms. Decomposing algae 
wash up on beaches, cause problems in municipal water supplies, and create “dead 
zones” that threaten fish populations. Many of the region’s marshes and other buffers, 
which would otherwise act as filters, have been destroyed to make room for develop-
ment. More than 80 percent of the region’s wetlands have already been lost. Recom-
mendations: Protect and restore wetlands and streamside buffers; encourage farming 
practices that reduce runoff; and promote nutrient and manure management plans for 
livestock operations.
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Contamination. Although toxic discharges from industrial 
sources have abated significantly, contamination persists at 
high levels, triggering fish consumption advisories. Recommen-
dations: Curtail principal sources of mercury and other toxic 
substances; prevent new chemicals from entering the lakes; 
support efforts to combat global emissions of toxic substances; 
increase funding for research, surveillance, and forecasting to 
deal with chemical threats; start a public education campaign 
about fish consumption and the role of individuals in reduc-
ing toxic pollution; and clean up contaminated sediments. 

PotEntIaL BEnEFIts
This is an ambitious program, and implementing its recom-
mendations would cost some $27 billion. What would be the 
expected return on this investment?

In 2007, a team of economists and scientists attempted to 
calculate the net economic benefits of this strategy, translating 
its recommendations into specific ecological improvements 
and then assigning values to these improvements, scaling by 
dollar benefits per person and the number of beneficiaries. All 
the estimates are conservative.

Upgrading wastewater treatment facilities would reduce 
beach closings and advisories by 20 percent, delivering eco-
nomic benefits of $2 billion to $3 billion. The plans to restore 
wetlands and prevent the spread of invasive species would halt 
and reverse the declines in game fish populations, likely re-
sulting in a 25 to 50 percent increase in fish stocks above a “do 
nothing” scenario. Greater fish abundance would yield $1.1 
billion to $5.8 billion in benefits to recreational anglers. Re-
storing wetlands would generate moderate benefits of $100 
million to $200 million for bird-watchers and $7 million to 
$100 million for waterfowl hunters.

The program would reduce sedimentation by 10 to 25 
percent, improving water clarity at beaches and benefiting 
lakefront property owners by $2.5 billion in increased water-
front property values. The reduction in sedimentation would 
also reduce costs for municipal water treatment by $50 mil-
lion to $125 million.

Cleaning up contaminated sediments would benefit aquat-
ic ecosystems and reduce real and perceived health risks. One 
study found that households living in a Great Lakes watershed 
would be willing to pay $150 per year to clean up contami-
nated sediment completely over the next one to two decades. 
With more than 11 million households in the basin, this im-
plies $12 billion to $19 billion in benefits. 

People living outside the basin may also benefit from the 
strategy. To be conservative, however, the analysis was con-
fined to Great Lakes anglers, beachgoers, shoreline residents, 
and others living in the basin; it did not include the “exis-
tence” value that millions of other people around the country 
might derive from knowing that the lakes are cleaner.

The analysis also deliberately excluded many expected 
benefits for which there are neither reliable calculation meth-
ods nor good studies from which to extrapolate, such as the 
general benefits of plant and animal health and the direct ben-
efits of preventing future invasive species. Because the study 
was conservative in valuing individual ecological benefits, and 
because researchers were unable to quantify many benefits, 
the estimates of aggregate benefits are also conservative. Nev-
ertheless, for a program that would cost about $27 billion, 
aggregate benefits amount to $18 billion to $31 billion.

Recognizing that this analysis most likely missed some 
important benefits, researchers also conducted a separate 
analysis, asking what would happen if the strategy increased 
residential property values by 10 percent in coastal census 
tracts and by 1 to 2 percent in metro areas adjacent to the 
lakes—increases consistent with exsiting estimates of the 
benefits of Great Lakes cleanups in terms of higher property 
values. Based on this admittedly speculative approach, the es-
timated benefits were $30 billion to $40 billion—well above 
the strategy’s cost.

BroaDEr IMPacts
The Great Lakes region is hoping to reverse its decades-long 
economic decline, and the restoration strategy could contrib-
ute to a broader program of revitalization. Recent research 
shows that people are willing to pay a substantial premium to 
live in Great Lakes coastal areas. By maintaining and enhanc-
ing this valuable resource, the strategy would likely make the 
Great Lakes basin more attractive, helping the region retain 
and attract workers and businesses.

Moreover, the economic stimulus plan passed by Congress 
in 2009 included several billion dollars for states to upgrade 
water treatment infrastructure and address other coastal issues, 
a sizable chunk of which was slated for the Great Lakes region. 
Research indicates that this and potential future spending on 
Great Lakes restoration are likely to generate substantial long-
run environmental and economic benefits in addition to any 
short-run stimulus effect.
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57. the gulf of mexICo’s DeaD zone 
Mess, Problem, or Puzzle?

After a look at the causes of the Gulf of Mexico’s “dead zone,” a large area of 
water where low oxygen levels are highly harmful to aquatic life, this commentary 
discusses policy responses. 

Issues affecting stakeholders tend to be messes, problems, or puzzles. Messes have 
both arguable issue definitions and arguable solutions. In problems, stakeholders agree 
on the issue definition, but disagree on the solution because multiple solutions exist. 
In puzzles, they agree with both the definition of the issue and its solution. 

This is a useful framework for describing the evolution of a seemingly intractable 
environmental problem: the “dead zone” in the Gulf of Mexico, where on a seasonal 
basis, oxygen levels fall so low that most aquatic species cannot survive. “Hypoxia” 
is the scientific term for the 20,000 square kilometers of low-oxygen waters off the 
Louisiana coast, right in the middle of the most important commercial and recre-
ational fisheries in the continental United States.

Whether this dead zone is natural or human-caused, whether the primary cause 
is organic carbon or fertilizer nutrients, and where those nutrients come from were 
questions resolved in the 1990s through a series of consensus-forming technical stud-
ies and integrated assessments, which I was privileged to lead. So we moved from mess 
to problem.

A solution was agreed upon when a federal-state-tribal task force called for reduc-
ing nitrogen loads from the Mississippi River basin by 30 percent through funding 
farmers to remove land from production, creating and preserving conservation buffers 
and wetlands, and using best management practices in the Corn Belt. Problem now 
becomes puzzle.

The puzzle—agreed-upon issue and solution—should have at least moved us in 
the right direction. But it has not, and little progress has been made even though 
all of the necessary tools have been available for years. Best management practices, 
including appropriate fertilizer application, are well known. The ability of streamside 
buffers and wetlands to keep excess nutrients out of streams, rivers, and the Gulf are 
demonstrably effective. But nutrient loads are up, the dead zone is as big as ever, and 
there is little expectation that either will decrease in the near future. So why are we 
moving backward?

There are two reasons: First, while the task force delivered the original action plan 
in 2001, it was never followed by funding, and the Bush administration took almost 
two years to convene subsequent task force meetings, which simply rehashed and 
reviewed previous work and agreements. Second, demand for corn ethanol (known 
around Washington as “political holy water”) surged, and environmental elements of 
the action plan were trampled as corn prices rose to $3 and $4 per bushel and more. 
The market, encouraged by political operatives at all levels, pushed for more corn from 
both existing lands and lands set aside for conservation. As a result, in 2007 there were 
millions of additional acres in corn, 1.2 million metric tons of nitrogen loaded to the 
Gulf, and the third-largest dead zone since records were first kept over 22 years ago.

That 2001 action plan set a goal of reducing the size of the hypoxic region to less 
than 5,000 square kilometers by 2015 and called for a long-term adaptive manage-
ment strategy—coupling management actions with enhanced monitoring, modeling, 
and research. The action plan also called for an assessment every five years of “the nu-
trient load reductions achieved and the response of the hypoxic zone. … Based on this 
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assessment, the Task Force will determine appropriate actions 
to continue to implement this strategy or, if necessary, revise 
the strategy”—adaptive management. But the reassessment 
conducted under the EPA Science Advisory Board focused 
instead primarily on the scientific basis for the original plan. 
While it reconfirmed the relationship between the Missis-
sippi nitrogen load and hypoxia, it recommended that nitro-
gen load reduction targets be increased from 30 percent to 45 
percent, that phosphorus loads also be reduced by 45 percent, 
and emphasized that significant time had been lost because of 
a lack of implantation, meaning that the 5,000 square-kilome-
ter target may not be possible to achieve by 2015. The panel 
also reported a regime shift in the Gulf that makes the system 
more sensitive to nutrient inputs. 

There are conservation programs that can be brought to 
bear on these issues, but funding for them is not adequate 
to meet the needs, and they are not generally targeted to ar-
eas that can do the most good. The Environmental Working 
Group points out that within the 5 percent of the Mississippi 
basin supplying 40 percent of the nitrogen to the Gulf, the 
ratio of crop subsidies to conservation spending is 500 to 1. 
Even a modest change in that ratio would make a significant 
difference. Such targeting is consistent with the EPA inspec-
tor general’s report calling for EPA to set nutrient criteria in 
a way to guide upstream targets. 

Is there hope? I had been optimistic, but that had been 
based on the farm and energy bills that were recently debated. 
Policy decisions about environmental benefits from agricul-
ture are incontrovertibly bound to decisions about commod-
ity programs. Commodity production has had indisputable 
environmental effects, and past farm policy has invested in 
commodity programs to a greater degree than conservation—
often trading them off against each other. This most recent 
round of debate could have been different, especially if it had 
considered some of the ideas from the closing chapter of our 
recent book (Nassauer et al. 2007)and elsewhere, on how 
conservation programs, modified in concert with commodity 
programs, could help breathe some life—and oxygen—back 
into the Gulf.

Paying farmers to set aside land can improve soil conserva-
tion, water quality, and habitat. However, keeping that land in 
retirement or adding additional acres can be difficult when 
commodity prices or price supports are high. These programs 
need to incorporate production as influenced by commod-
ity programs, and they need to provide farmers with benefits 
beyond what they would receive from commodity-supported 
production. The government should not allow enrolled acres 
to come out of retirement to reduce commodity prices.

I underscore that it is farm policy, not farmers, that make 
it difficult to reach these environmental goals. For example, 
to understand how farmers might respond to different prac-
tices that could affect water quality, my Michigan colleague 

Joan Nassauer and her collaborators conducted in-depth in-
terviews with Iowa farmers in 1998 and in 2007 completed 
an Internet survey of more than 500 Iowa farmers on farm-
ing preferences. Their analyses demonstrate that Corn Belt 
farmers understand the difference between current cropping 
practices and future innovations that could result in dramati-
cally improved water quality. Given adequate technology to 
adopt conservation innovations, and assuming their income is 
unaffected, farmers prefer a more diverse landscape that shows 
better conservation and improved water quality.

Targeting conservation funds has been employed in a va-
riety of ways to make efforts more effective, and studies have 
shown it is cost-effective. However, U.S. policy has aimed to 
both achieve conservation goals and get cash to rural areas, 
thereby subsidizing conservation practices that are broadly 
distributed across the nation. More efficient nutrient-load re-
duction benefits could be obtained if programs were targeted 
toward Corn Belt states that are responsible for the majority 
of the nutrient load flowing to the Gulf. 

Most agricultural conservation programs use best man-
agement practices rather than performance standards, even 
though economists and natural scientists agree that the lat-
ter are more effective and efficient. For diffuse benefits like 
water quality and habitat, performance standards are difficult 
to measure; for example, monitoring runoff from individual 
farms is particularly challenging. However, if programs oper-
ated at larger scales—for example, focusing conservation pro-
grams on collectives of farms in larger watersheds—it would 
be possible to monitor performance in the streams and rivers 
leaving those watersheds.

When we began the integrated assessment on Gulf hypox-
ia, a false choice was presented to us: “What do you want—
corn or shrimp?” It was posed in at least partial jest, but it is 
another way of suggesting that productive agriculture and a 
safe, healthy environment cannot coexist. Clearly they can: 
farmers will protect their environment as long as their liveli-
hoods are not put at risk. Because their income will most 
likely continue to be determined more by federal policy than 
markets, shaping farm and energy policies appropriately can 
make enough corn shrimp chowder for us all. 
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58. InformatIon DIsClosure  
anD DrInkIng water qualIty

In recent years, the traditional system of federal environmental regulations has 
been supplemented with a variety of programs requiring the disclosure of informa-
tion on firms’ environmental records. How effective has “right-to-know” legislation 
been in reducing the prevalence of contaminated drinking water?

In the United States, nearly 270 million people (about 95 percent of the popu-
lation) obtain piped water from regulated community drinking water systems. The 
quality of drinking water from these community systems, which may serve anywhere 
from 25 to several million people, is regulated by the federal government under the 
Safe Drinking Water Act (SDWA). The SDWA regulates chemical, microbiological, ra-
diological, and physical drinking water contaminants by enforcing 90 different maxi-
mum contaminant levels (MCLs), which limit the amount of contaminants that can 
legally be present in drinking water. For some pollutants, the SDWA also establishes 
treatment protocols that must be followed to reduce contamination. 

U.S. taxpayers heavily subsidize compliance with the SDWA. Between 1995 and 
2003, Congress appropriated $1 billion each year for grants and below-market loans 
to states (which then distributed funds to water supply systems) for treatment and 
distribution infrastructure improvements. Nonetheless, U.S. community water systems 
incur tens of thousands of SDWA violations each year. For example, between 1997 
and 2003, U.S. water suppliers incurred about 9,900 violations per year of the total 
coliform rule—the main rule governing the presence of bacteria in drinking water 
and the most frequently violated MCL.

In 1996, the SDWA was amended, mandating, among other things, that commu-
nity drinking water systems disclose information about such violations to their con-
sumers every year, in a standard format called a consumer confidence report (CCR). 
This report must provide information on the source of drinking water, any detected 
contaminants (even if levels are within legal limits), and any violations of drinking 
water standards. The CCRs were first issued in 1999, reporting violations from the 
1998 calendar year. While all community water systems must compile a CCR, the 
method of distribution to consumers varies by system size. Suppliers serving 10,000 or 
more people must mail their CCRs directly to households. Those serving more than 
100,000 people must mail their CCRs and make them available online. In contrast, 
suppliers serving fewer than 10,000 households must post hard copies of the CCRs 
in a public place and make them available on request, but they are not required to 
mail them. 

The CCR rule was one of many environmental right-to-know provisions enacted 
during the 1980s and 1990s. The primary public policy goal of these right-to-know 
rules is to provide the public with important information about environmental qual-
ity and health. But information disclosure requirements can be seen as de facto direct 
environmental regulatory instruments—that is, the requirement to disclose informa-
tion about environmental performance may induce improvements in environmental 
performance.

Our recent research suggests that information disclosure may actually accomplish 
this goal. In analyzing whether community water suppliers in Massachusetts incurred 
fewer water quality violations when they were required to issue CCRs to their cus-
tomers, we examined trends in violations separately for large suppliers that are re-
quired to mail their reports and for smaller suppliers that must only compile the data 
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and make them available to households upon request. There 
is strong evidence that those water suppliers required to mail 
CCRs directly to customers had lower violations after the 
CCR rule took effect. The magnitude of this effect is quite 
significant. On average in Massachusetts, large water suppliers 
violated the SDWA about once every two years before 1998. 
Mailing CCRs reduced total violations for this group by be-
tween 30 and 44 percent, and reduced more serious health 
violations by 40 to 57 percent.

Proponents of “information as regulation” argue that there 
are at least three mechanisms through which information 
disclosure might affect environmental quality. The first is the 
market mechanism: if information about firms’ environmental 
performance is known by consumers, investors, or employees 
who value environmental performance, firms can face market 
pressure to improve. The second is the political mechanism: 
people may use the political system to lobby for more strin-
gent regulation or to protest particular production practices. 
Finally, information disclosure programs can affect the inter-
nal decisionmaking of an organization. The act of measuring 
and reporting data on environmental performance may itself 
generate internal changes at firms that lead to improvements 
in environmental performance.

While our research does not directly test any of those three 
mechanisms, our results are consistent with the hypothesis that 
the political mechanism is at work. Water suppliers required to 
directly mail CCRs may experience, or expect to experience, 
a political response and may respond by lowering violations. 
We would not expect the market mechanism to work in this 
case. There is essentially no market through which consum-
ers can respond to information, aside from either moving to 
a different town (a high-cost response) or purchasing bottled 
drinking water, a substitution that would have only a minimal 
impact on demand, because drinking water constitutes a tiny 
fraction of household piped water consumption in the United 
States. The internal mechanism is unlikely, as well; water sup-

pliers are already required to monitor and report any viola-
tions to the state, so compiling these data for their customers 
provides no new information to the supplier.

The evidence suggests that information disclosure require-
ments associated with the 1996 amendments to the SDWA 
resulted in substantial decreases in drinking water violations 
among regulated water suppliers. In this context, mandatory 
information disclosure complements, but does not supplant, 
existing pollution control regulations. However, recent re-
search in developing countries suggests that consumers also 
respond to information disclosure, potentially improving 
health outcomes by substituting safer water supplies. These 
behavioral changes occur even in the absence of mandatory 
water quality standards. Information disclosure can be a use-
ful complement to more traditional environmental regulatory 
instruments in some settings, but further research is necessary 
to determine whether it may also serve as a substitute for 
these regulations.
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59. western water law anD  
effICIent use of water resourCes 

In the western states, where water transfers have occurred under the priority doc-
trine of water law for more than a century, the law has been slow to recognize 
the legitimacy of important environmental uses of the resource, and some conflicts 
continue between water right priorities and the highest values in use. Efficient wa-
ter markets with low transaction costs are needed to resolve these conflicts. “Water 
banks” of several forms hold promise.

While the very idea of “water law” and “water courts” may sound odd to someone 
on the East Coast, where rainfall is abundant, throughout the West having access to 
and the right to use water is both complicated and extremely political. For example, 
the Colorado River crosses seven states, from Wyoming to California, and is a major 
source for both agricultural and municipal needs all along the way.

Water laws are embedded in the constitutions of western states, and each water 
right has a priority attached to it. Seniority or priority (“the prior appropriation 
doctrine”) is assigned according to the date of first use. Today, water rights can be 
leased or sold, and the initial priority remains part of the right. For example, in the 
South Platte basin of Colorado, many surface diversions for irrigation date back to the 
mid-19th century and are thus quite senior. If low streamflows prevent senior rights 
from diverting water to which they are entitled, the seniors can “put a call” on the 
river, requiring all upstream rights “junior” to the caller to stop diverting water until 
adequate streamflow is restored. River calls almost never occur during wet, high flow 
periods but can be continuous during a drought.

Two basic tenets of western water law are that the water claimed under the right 
must be put to beneficial use, and that when water rights are leased or sold for new 
uses, there must be no injury to other water users. In some ways, historically, these 
tenets have conflicted with the efficient allocation of water. For many decades, the 
interpretation of beneficial use did not include in-stream uses to sustain water qual-
ity, fish populations, riparian (streamside) ecosystems, or recreation. Only recently 
has it become possible to dedicate water rights to these purposes. The no injury re-
quirement for transfers has been interpreted too narrowly by the courts in failing to 
recognize degradation of water quality as an injury. In Colorado, only in the past few 
years have the water courts (a division of the state judicial system) been permitted to 
consider water quality effects when reviewing proposed transfers. 

Recent conflicts between surface-water users and groundwater users in Colo-
rado and Idaho raise questions about the way in which water rights are administered 
through “river calls.” In the South Platte basin of Colorado, 445 major agricultural 
wells were “called out” in the summer of 2006, continuing into the summer of 2007. 
Wells generally are junior to many surface-water users because of the late develop-
ment of pumping technology. Low flows led to the call by senior downstream surface-
water users while the wells failed to provide makeup water that might have allowed 
them to continue pumping. Many cities and irrigation districts were also called out.

The 2006 well shutdown turned out to be very costly, with the immediate loss of 
30,000 productive acres. The impacts were felt throughout the regional agricultural 
community. The beneficiaries of the shutdown were the downstream agricultural us-
ers, who would benefit from increased streamflow only several years later. It is clear 
that the present value of the costs to the well users greatly exceeded the present value 
of downstream benefits. A very similar situation was found in the East Snake River 
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plain aquifer in Idaho.
In addition to the agricultural losses from the call, many 

high-value surface-water users—including the Colorado cit-
ies of Boulder, Highlands Ranch, and Greeley—had to forgo 
some of their diversions from the South Platte. Their losses 
were quite high compared to agricultural values.

These cases suggest that, under current western U.S. con-
ditions, river calls are likely to be economically inefficient. 
Calling parties are not motivated to take into account the 
losses of affected juniors, while it is unlikely that juniors will 
get organized to pay seniors to prevent calls from being made. 
The underlying problem is a low correlation between priori-
ties and values in use. Many senior rights are still being applied 
to lower-value uses in agriculture, while the rights held by 
urban areas are typically junior.

This is where water markets can make a difference by 
moving lower-value water rights to higher-value uses on a 
willing-seller, willing-buyer basis. The challenge is to make 
these markets more efficient and less costly to use. In Colora-
do, water right transfers must be reviewed by the water court 
to guarantee no injury to other water users, usually requir-
ing costly engineering and legal studies. In New Mexico, this 
review function is typically vested in the Office of the State 
Engineer, which has resident expertise to judge these factors. 

In most western states, “water banks” are being used to 
facilitate water transfers. These programs, administered by 

each state, serve as clearinghouses or brokers, connecting pro-
spective water buyers and sellers. There is extensive favorable 
experience with water banks in Arizona, Idaho, and other 
western states. While water banks still require some form of 
administrative review, they can significantly reduce transfer 
costs and the ongoing conflicts between the historical water 
uses patterns and the emerging need for greater flexibility and 
economic efficiency in western water administration.
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60. a new aPProaCh to  
reformIng the natIonal  
flooD InsuranCe Program

How might the problem of low take-up rates for flood insurance among residential 
and commercial properties located in floodplain regions be addressed? This com-
mentary outlines a series of proposals to expand the use of locally managed group 
insurance programs. 

In the mid-1960s, as Congress began work on a National Flood Insurance Program 
(NFIP), a House report described the nation’s flood-risk management objective: “It 
seems highly probable that the total flood hazard in the United States will increase 
over the next several decades, even with careful weighing of the risks involved. A 
growing population, with higher average incomes per person, and attendant increased 
economic activity of many kinds will probably lead to greater use of flood prone ar-
eas. ... Increased use of these areas, in spite of flood hazard may well be economically 
rational if the new occupants bear the full cost of the occupancy of these areas.” 

Under these guidelines, a successful flood-risk management policy would ensure 
that a landowner’s decision to locate an activity on a floodplain or coastal hazard area 
was informed: he or she would understand the river and land-use practices that could 
lead to possible flood damage and be responsible for any subsequent repair or replace-
ment costs. (I will use the term “floodplain” to include coastal hazard areas.)However, 
it was recognized then, and is still the case, that individuals cannot readily understand 
their exposure to flood damage from rarely experienced storm events. 

So requiring purchase of flood insurance where annual premiums reflect expert-
determined estimates of expected property damages was a practical way to inform 
landowners of flood risk as well as replace taxpayer costs of postdisaster relief with 
insurance payouts. 

With this logic in mind, in 1967, the nation instituted the NFIP. However, the NFIP 
as implemented today makes few floodplain occupants informed or cost-responsible, 
and there are several reasons why. Less than 25 percent of individual homes and busi-
nesses in areas that will experience at least one significant flood over a 30-year period 
actually purchase flood insurance. There have been many efforts to increase purchases, 
but even an NFIP requirement that mortgage lenders require flood insurance has had 
only limited effect. Of equal importance, insurance purchase requirements apply only 
to that portion of the floodplain where the chance of a flood is 1 percent in any year 
(a so-called 100-year flood)—ignoring floods that would be less frequent, but of pos-
sibly greater potential damage.

a rEForM ProPosaL 
Expecting properties located throughout the whole floodplain to have actuarially 
sound insurance remains an attractive objective for a national flood-risk management 
policy. One way to achieve this is for the NFIP to offer group flood insurance policies 
for all at-risk properties in the community. These policies would be purchased by local 
governments or specially designated flood-risk management districts. The costs could 
be recovered through special assessments (user fees or taxes) levied on each covered 
property as an adjunct to the regular property tax, and assessments would vary with 
flood risk. 

Furthermore, Congress should affirm that flood-risk management is a shared gov-
ernmental responsibility, authorizing and funding federal programs that create incen-
tives for community purchase of group flood insurance. Requiring landowners to pay 
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for flood-risk management services is not a new or radical 
proposal; for example, levee districts across the nation collect 
taxes for construction, repair, and maintenance. Offering flood 
insurance coverage through landowner assessments is simply 
building on the well-established practice of local governments 
taking fiscal responsibility for flood-risk mitigation.

However, providing and then charging for flood protec-
tion, which would enhance land value, would be more likely 
to meet with landowner approval than special assessments for 
flood insurance. Therefore, several actions must be taken to 
make this proposal practical and attractive to local govern-
ments and their citizens.

coMMunItY FLooD InsurancE
The NFIP would continue to offer flood insurance to in-
dividual residences and small business, with other risks in-
sured through the private insurance market, as is now the case.  
However, Congress should authorize the NFIP to develop 
and offer a new form of insurance—a community (group) 
policy—covering all properties throughout the whole area of 
the floodplain. The group premium cost for the community 
would be set by the NFIP, but in accord with the aggregate 
flood risk for that individual community. This approach would 
increase the number of policies in effect and therefore expand 
market penetration (increase in the pool of insured proper-
ties), spread risk, and lower premium costs. Properly designed, 
it should also reduce administrative costs for individual cover-
age and claim filing, further lowering premiums. 

In the longer term, if group policy purchase proves attrac-
tive, private insurers might enter the market as an alternative 
to the NFIP group plan. Today, localities can purchase private 
all-risk insurance (including flood) for local infrastructure. 
Group flood coverage to homes and business insurance might 
be offered by private sellers as an extension of those local 
infrastructure policies. 

Beyond NFIP offering a group policy, the federal govern-
ment should finance the group premium of communities that 
purchase insurance from either the NFIP or private compa-
nies. This cost sharing could vary with the degree of com-
munity effort to reduce flood exposure or vulnerability, much 
as is now done through the community rating system under 
the existing NFIP. Cost sharing may be tied to the expense of 
providing coverage for preexisting structures or might offset 

high insurance costs for low-income people located in flood-
prone areas. 

The federal government has struggled for decades to define 
and execute a national flood-risk management policy, and as 
a result, there are myriad federal flood-risk management pro-
grams. With modest modifications, these could be redesigned 
to become incentives for local community purchase of group 
policies. As just one example, funding priorities for flood pro-
tection projects might favor communities that have purchased 
a group policy. 

Of particular importance to encouraging group purchase, 
Congress should create a catastrophic disaster-aid trust fund 
with payments from that fund reserved for storms meeting 
clear, predetermined criteria. The fund would be financed by 
an annual on-budget allocation of general revenues and with 
annual fees paid by localities purchasing group insurance. If 
damages exceed insurance coverage (after considering deduct-
ibles), payment would be made from the catastrophic fund 
to the individuals in communities that were covered by the 
group insurance. One benefit of this approach is that group 
insurance premiums would be for less extreme events, lower-
ing premiums for local communities to more attractive levels.

Those communities that might have implemented a group 
insurance program and paid into the catastrophic trust fund, 
but chose not to do so, would not be eligible for payments 
from this fund. Instead, they would continue to have access to 
the uncertain, not very generous, and red-tape-bound “off-
budget” disaster-aid programs that now exist. Recognition of 
this program reality might place pressure on local jurisdictions 
to make group purchases and participate in the catastrophic 
loss fund.

Further Reading

For a comprehensive review of the NFIP program, see www.fema.
gov/business/nfip/nfipeval.shtm.

Cooke, Roger M., and Carolyn Kousky. 2009. Are Catastrophes 
Insurable? Resources 172 (Summer). 

Kousky, Carolyn, and Howard Kunreuther. 2009. Improving Flood 
Insurance and Flood Risk Management: Insights from St. Louis, 
Missouri. Discussion paper 09-07. Washington, DC: Resources 
for the Future.



61. PerVerse InCentIVes anD  
the enDangereD sPeCIes aCt

The Endangered Species Act has a critical flaw: it may provide perverse incen-
tives for landowners to preemptively clear habitat if they perceive a risk that an 
endangered species might someday be discovered on the land, resulting in stringent 
regulations being imposed regarding future land use. 

The Endangered Species Act (ESA) is one of the nation’s most powerful environmen-
tal laws, often characterized as a pit bull, because it is short, compact, and has sharp 
teeth and a strong grip. Yet for all of the ESA’s force, it does not appear to have been 
particularly effective at recovering endangered species from the brink of extinction, 
particularly on private land.

The purpose of the ESA, which turned 35 in 2008, is to identify species that are 
in trouble and protect them. While it has undoubtedly helped stem the decline of 
some species, it is unclear how much the ESA has done to recover species from the 
brink of extinction. Since the law’s enactment, nearly 2,000 species have been listed as 
“endangered” (in danger of extinction) or “threatened” (likely to become endangered 
within the foreseeable future). However, fewer than 50 species populations have been 
removed from the list. And as of July 2008, the U.S. Fish and Wildlife Service, which 
administers the ESA in conjunction with the National Oceanic and Atmospheric 
Administration, could identify only 21 species recoveries. 

Indeed, more species have been delisted because of data errors or extinction than 
due to species recovery. Yet even this may overstate the ultimate effectiveness of the 
act, as some species recoveries—such as those of raptors saved by the banning of DDT 
or Australian kangaroo species—have had little to do with the ESA. Moreover, there 
is not a single species recovery that can be credited to the ESA’s regulation of species 
habitat on private land. This is particularly troubling because the majority of listed 
species rely on private land for some or all of their habitat.

In the most basic terms, the ESA discourages the creation and maintenance of spe-
cies habitat on private land by penalizing it. Specifically, under Section 9 of the act, it 
is illegal for a private landowner to engage in activities that could harm an endangered 
species, including habitat modification, without first obtaining a federal permit. Viola-
tions can lead to fines of up to $25,000 and even jail time.

Such regulations can reduce private land values and antagonize private landowners 
who might otherwise cooperate with conservation efforts. This is because Section 9 
turns endangered species into economic liabilities. The discovery of an endangered 
species on private land imposes costs but few, if any, benefits.

Landowners have been known to destroy or degrade potential habitat on their land 
preemptively in order to prevent the imposition of the act’s requirements. It is not 
illegal to modify land that might become endangered species habitat someday in the 
future, nor are landowners required to take affirmative steps to maintain endangered 
species habitat beyond refraining from actions that “harm” endangered species.

In the past, there was little more than economic theory and anecdotal accounts 
upon which to criticize the effectiveness of the ESA on private land. Now, however, 
there are empirical data on three contentious species that demonstrate how the act 
itself compromises species conservation on private land.

A 2003 study by Dean Lueck and Jeffrey Michael looked at whether private land-
owners engaged in preemptive habitat destruction when the presence of endangered 
red-cockaded woodpeckers placed the landowners at risk of federal regulation and a 
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loss of their timber investment. Providing habitat for a single 
woodpecker colony could cost up to $200,000 in forgone 
timber harvests. To avoid the loss, those landowners at greatest 
risk of restrictions were most likely to harvest their forestlands 
prematurely and reduce the length of their timber harvesting 
rotations. The ultimate consequences of this behavior were 
potentially significant in that it resulted in a loss of several 
thousand acres of woodpecker habitat, a major loss for a spe-
cies dependent upon private land for its survival.

In a second study involving the red-cockaded woodpecker, 
Daowei Zhang (2004) similarly found that “regulatory uncer-
tainty and lack of positive economic incentives alter landown-
er timber harvesting behavior and hinder endangered species 
conservation on private lands.” Zhang also concluded that “a 
landowner is 25 percent more likely to cut forests when he 
or she knows or perceives that a red-cockaded woodpecker 
cluster is within a mile of the land than otherwise.”

Simply listing a species could discourage private landown-
ers from participating in conservation efforts, according to 
a 2003 study by Brook et al. Surveys of private landown-
ers within the animal’s range found that as landowners be-
came aware that their land contains Preble’s meadow jumping 
mouse habitat, some became less likely to support conser-
vation efforts. In addition, landowners would refuse to give 
biologists permission to conduct research on their land to as-
sess mouse populations out of fear of the consequences that 
would follow such a discovery. This revelation is especially 
troubling because accurate data on species populations and 
their habitats are essential to successful conservation efforts.

A 2006 study by List et al. found that species listing can 
accelerate the development of potential habitat as landowners 
seek to preempt the imposition of land-use restrictions under 
the ESA. Specifically, land proposed to be designated as criti-
cal habitat for the endangered cactus ferruginous pygmy owl 
was, on average, developed one year earlier than equivalent 
parcels that were not identified as habitat. In addition, the 
value of undeveloped land identified as critical habitat fell 
relative to other lands in the study area.

These studies, taken together, provide powerful evidence 
that the ESA has the potential to discourage species conserva-
tion on private land. Worse, they suggest that the net effect of 
the ESA on private land could be negative. 

Recent administrations have sought to offset these effects 
through various cooperative conservation programs designed 
to encourage voluntary conservation efforts and provide 
landowners with greater regulatory certainty. Insofar as these 
initiatives have been effective, however, they have effective-
ly deactivated the ESA’s regulatory provisions by providing 
landowners with assurances they can escape regulation in re-

turn for undertaking conservation measures. Such measures 
do very little, however, to discourage preemptive habitat de-
struction, and others could still be subject to court challenge 
for violating the express terms of the act.

Given that habitat loss and fragmentation represent the 
greatest threat to endangered species, the perverse incentives 
created by the ESA should be of grave concern. Most land—
approximately two-thirds of the continental United States—is 
privately owned. At the same time, the vast majority of en-
dangered species rely upon private land for some or all of 
their habitat. The relative importance of such lands for the 
maintenance of species habitat and critical ecological func-
tions is perhaps even greater. Without active conservation on 
private lands, meaningful ecological conservation cannot be 
achieved—and the ESA’s poor record at recovering species 
suggests that it may be failing.

Experiments with voluntary incentives suggest such pro-
grams hold promise. The North American Waterfowl Man-
agement Program, Partners for Wildlife, and the Wetland 
Reserve Program demonstrate that even modest financial 
incentives can produce significant ecological gains at modest 
cost. Were Congress to support expansion of such efforts, and 
authorize greater use of incentives under the ESA, it should 
be possible to enlist thousands of landowners in species con-
servation efforts. 

If such efforts are to be truly successful, however, Congress 
must also revisit the punitive nature of the ESA’s regulations. 
So long as the act penalizes private landowners who own un-
developed habitat for endangered species, it will create per-
verse incentives that work against effective habitat conserva-
tion on private land.
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62. ImProVIng InVestments In  
bIoDIVersIty ConserVatIon 

Many species listed under the Endangered Species Act are recovering slowly, while 
others continue to decline in numbers. How can we improve targeting of resources 
to habitats or activities that are most conducive to species protection and recovery?

Every year, large investments are made in biodiversity conservation by govern-
ments, nongovernmental organizations, businesses, and individual citizens. Federal 
expenditures in the United States under the Endangered Species Act (ESA)—the 
primary federal statute governing the protection and management of biodiversity in 
the United States—alone sum to more than $1 billion annually. Moreover, this figure 
excludes state and local efforts to protect biodiversity as well as any private costs as-
sociated with mandatory conservation of biodiversity, such as compliance costs associ-
ated with the ESA.

Nevertheless, biodiversity has been slow to recover and generally continues to 
decline. For example, according to the U.S. Fish and Wildlife Service, of more than 
1,300 species listed under the ESA, only about 7 percent have achieved greater than 
50 percent recovery, and a large majority (77 percent) have reached less than 25 
percent recovery. One way to improve these and other conservation performance 
measures is to search for options that use the resources committed to biodiversity pro-
tection more cost-effectively—by targeting conservation investments toward projects 
and locations with the highest biological returns per dollar. The need to improve the 
prioritization of conservation expenditures is heightened by continually increasing 
pressures from land-use changes, invasive species, climate change, and other growing 
risks to biodiversity. 

Could targeting conservation investments really make a difference? Because of 
unavoidable budgetary and other resource constraints, only a fraction of all possible 
conservation interventions can be undertaken. A conservation agency protecting en-
dangered species must inevitably face trade-offs among choices to protect and re-
store current habitats, establish new habitats, and invest in other recovery programs. 
Complicating these choices, the number of target species may be large, requiring that 
conservation alternatives be evaluated from the perspective of how to best promote 
multiple endangered species. 

Such choices can have remarkable impacts on conservation outcomes, a notion 
supported by evidence from a large body of research in systematic conservation de-
sign, an emerging subfield at the interface of ecology, economics, and operations 
research. Findings generally suggest that better targeting of conservation interventions 
could enable conservation agencies to more effectively achieve their goals. 

Our own recent research indicates that enhanced prioritization of conservation 
investments toward the protection of endangered species can greatly improve conser-
vation outcomes. While endangered species protections seek to recover listed species 
and prevent them from going extinct, present conservation efforts generally are not 
systematically evaluated based on explicit and quantified measures of this goal. 

Several factors force conservation organizations to currently rely heavily on pro-
fessional judgment when prioritizing funding. For example, sufficient biological data, 
such as observations on species abundances over time, often do not exist to help 
conduct reliable population analyses to support systematic prioritization of conserva-
tion interventions. The lack of methods to systematically incorporate species viability 
goals into the evaluations of conservation program designs is another constraint. One 
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indication of this scientific gap can be seen in the National 
Oceanic and Atmospheric Administration’s (NOAA) recent 
critical habitat designations, which the federal government 
is required to perform for any listed species under the ESA. 
NOAA described currently feasible approaches to prioritiz-
ing critical habitats as follows: “Given the state of the science, 
it is difficult to quantify the benefits of critical habitat desig-
nation reliably. It is possible, however, to differentiate among 
habitat areas based on their relative contribution to conserva-
tion. For example, habitat areas can be rated as having a high, 
medium, or low conservation value. Such a rating is based on 
best professional judgment.”

To address this gap through a supplementary approach, we 
developed an integrated framework for prioritizing habitat 
conservation activities on the basis of their cost-effectiveness 
in enhancing the long-run persistence of threatened species 
populations. The framework combines population viability 
analysis for endangered species with a reserve site selection 
analysis to target alternative habitat improvement activities. 
We illustrated the framework with a case study of Pacific 
salmon, but the general approach could be applied to a variety 
of species and biodiversity protection problems. Selection of 
Pacific salmon for an application was natural because protect-
ing endangered salmon populations in the Pacific Northwest 
is one of the highest-profile biodiversity conservation issues 
in this country, and an extensive body of ecological literature 
on Pacific salmon exists. 

What are the benefits from improved prioritization? Our 
results suggest that integrated cost–benefit prioritization of 
alternative conservation investments can help create much 
greater biological benefits than those achieved by less system-
atic but commonly used approaches such as professional judg-
ment or targeting based on only biological criteria. Generally, 
we find that identifying the subset of watersheds where the 
biological returns per dollar of conservation expenditure are 
highest is critical, particularly because the large majority of 
biological benefits from a specific conservation program may 
be associated with the protection of only a fraction of all po-
tential target areas. 

For example, if targeting is done optimally, spending 10 
percent of the cost of restoring all upstream watersheds for 
salmon protection yields nearly 80 percent of the maximum 

possible increase in the predicted 100-year stock persistence 
achievable by protecting all watersheds. In this context, ad hoc 
prioritization methods also generate disproportional biologi-
cal benefits at low budgets, but they are less cost-effective and 
generate only about 25 to 75 percent of the benefits achieved 
by more systematic cost–benefit prioritization.

How specific are these findings to the case of Pacific salm-
on? Though relative benefits from improved targeting will 
undoubtedly vary by application, there is reason to believe 
that they may be large in many cases. A recent review of con-
servation design studies suggests that better incorporation of 
cost–benefit considerations can generally improve conserva-
tion outcomes. Findings in a similar vein also have emerged in 
cases related to watershed protections and targeting of conser-
vation activities in agricultural and forest landscapes. 

Of course, no analytical model can capture all of the rel-
evant ecological and economic dimensions of a complex con-
servation problem. Systematic prioritization methods are not 
a stand-alone recipe for targeting conservation investments, 
but can be potentially useful supplements to current meth-
ods including professional judgment. Nevertheless, given the 
amounts of resources and number of species at stake, as well as 
the increasing pressures on biodiversity, developing more sys-
tematic approaches to designing and evaluating conservation 
programs seems well justified.

Further Reading

Naidoo, R., A. Balmford, P.J. Ferraro, S. Polasky, T.H. Ricketts, and 
M. Rouget. 2006. Integrating Economic Costs into Conserva-
tion Planning. Trends in Ecology and Evolution 21(12): 681–687.

Newbold, Stephen, and Juha Siikamäki. 2009. Prioritizing Conser-
vation Activities Using Reserve Site Selection and Population 
Viability Analysis with an Application to Pacific Salmon. Ecologi-
cal Applications 19(7): 1774–1790.

Siikamäki, Juha, and David Layton. 2007. Potential Cost-Effective-
ness of Incentive Payment Programs for the Protection of Non-
Industrial Private Forests. Land Economics 83(4): 539–560.

Williams, J.W., C.S. ReVelle, and S.A. Levin. 2004. Using Math-
ematical Optimization Models to Design Nature Reserves. 
Frontiers in Ecology and the Environment 2(2): 98–105.



63. usDa’s ConserVatIon  
reserVe Program 
Is It Time to Ease into Easements?

The Conservation Reserve Program (CRP), under which environmentally sensi-
tive land is taken out of agricultural production, was reauthorized under the 2007 
farm bill. How has it evolved? What are its benefits and costs? How is it being 
affected by ethanol policies, and how might CRP be improved?

In the midst of the Great Depression, when farmers were failing and the Dust 
Bowl was swirling, Congress sought to retire land from agricultural production, both 
to reduce the supply of commodities (thereby increasing their price and propping 
up farm income) and to prevent soil erosion. The policy tool—generically known 
as the Conservation Reserve Program (CRP)—has taken various formal names as it 
evolved, but ever since that time, the United States has periodically idled crop acreage, 
generally when agricultural prices are low.

Buffers along streams, windbreaks between fields, and even entire farm fields are 
withdrawn from production under 10- to 15-year contracts in exchange for annual 
rental payments and assistance in establishing conservation cover. With renewals and 
extensions, some land has been under current CRP contracts for as long as 35 years. 
CRP was again reauthorized in the 2007 farm bill. It did not emerge unscathed, how-
ever: conferees cut the enrollment cap from 39.2 million to 32 million acres.

What are the benefits and costs of this long-running experiment in retiring land 
from commodity production? Has it promoted conservation, or is it a permanent 
subsidy for owners of marginal cropland? Are there alternatives?

costs anD BEnEFIts oF LanD rEtIrEMEnt
One of the economic benefits of CRP arises from the reduction in agricultural out-
put, which may raise the crop prices and increase revenues for all growers; of course, 
this also reduces the welfare of consumers. Long-term retirement also reduces gov-
ernment expenditures for other programs intended to control commodity supplies, 
support prices, and raise farm incomes.

Retiring land from production offers ecological benefits, too, reducing soil ero-
sion and flooding and improving wildlife habitat and water quality—all important to 
the general population. By protecting 25 million acres of vulnerable cropland, CRP 
reduced soil erosion by 470 million tons in FY2007 compared with pre-CRP ero-
sion rates. CRP protects surface waters from sedimentation and nutrient enrichment, 
especially in national conservation priority areas, state water quality priority areas, 
and restored wetlands that filter nutrients and sediments. The U.S. Department of 
Agriculture (USDA) estimates that in 2007, CRP reduced agricultural runoff of sedi-
ment by 207 million tons, nitrogen by 480 million pounds, and phosphorus by 108 
million pounds. A newly recognized benefit involves climate change. CRP lands serve 
as carbon “sinks” and in 2007 sequestered 50 million metric tons of carbon dioxide 
in soils and vegetation.

CRP costs over 1985–2005 were $21.8 billion, less savings in government costs for 
commodity programs of $11 billion, giving a net cost of $10.8 billion. A partial ac-
counting of estimated benefits totals $23 billion in net present value over the period, 
resulting in a net social benefit of $12.2 billion.
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EntEr BIoFuELs
Biofuels are unleashing a burst of “fencerow to fencerow” 
enthusiasm and threatening to undo the past 30 years of 
conservation effort. Alternative-energy proponents have had 
their eye on CRP as a source of “free” land for a decade: 
it is already subsidized and can be earmarked for biomass 
production at low cost. Now biofuel production is being en-
couraged by mandates and subsidies and even a federally sup-
ported pilot project on CRP land. As demand soars for alter-
native fuels, recropping retired land could provide feedstock 
without stressing traditional markets for feed grain and food. 
Increased demand for corn to produce ethanol and soybeans 
to make biodiesel has pushed up prices and drawn down 
stocks, creating an incentive for additional acres to leave their 
CRP contracts.

In July 2008, damage to crops from spring floods, spiking 
demand for biofuels and livestock feed, and rising consumer 
food prices nearly led Secretary of Agriculture Edward Scha-
fer to release 12 million to 15 million CRP acres without 
penalty. Even with repayment and penalties, nearly 300,000 
acres were bought out of contracts in 2008. Contracts expired 
on more than 2 million acres in 2008 and will expire on an 
additional 20.2 million acres by 2012. Unless CRP rental rates 
are raised to match incentives for recropping, 27 percent of 
the CRP land coming out of contract will be economically 
justified in leaving the program and being plowed up.

rEFocusInG on tHE GoaLs
Of all the USDA conservation programs, CRP has the most 
explicit focus on efficiency, with an environmental benefits 
index for measuring the cost-effectiveness of each parcel. 
Nevertheless, greater benefits could be achieved with a clearer 
focus on the priorities.

CRP originally targeted highly erodible cropland but 
since 1990 has addressed water quality and wildlife habitat as 
well. The best parcels to enroll would score high in all three 
attributes, but in reality, any given parcel will score well on 
one and less well on the others. We need to ask which goals 
are best served by land retirement. Given today’s agricultural 
methods, is retiring land the best way to protect water quality 
and reduce soil erosion?

CRP enrolls parcels whose water pollution and soil ero-
sion could be addressed without retiring the land—by us-
ing conservation practices under other programs. Although 
giving equal weight to wildlife, water quality, and erosion 
seems superficially fair, wildlife habitat should count more 
because it can be increased only by retiring the land from 
agricultural production.

tHE EasEMEnt aLtErnatIVE
What, then, is the best way to take land out of agricultural 
production? Using 2006 dollars and adjusting for inflation, to-

tal payments for land retirement in CRP and related programs 
since 1933 were $48.7 billion. This is equivalent to $1,730 to 
$2,596 per acre, higher than the average cropland value of 
$1,270 per acre when the land was enrolled. Thus, repeatedly 
renting land in 10-year contracts costs as much as—or more 
than—purchasing it outright.

CRP is not a “rent-to-buy” arrangement, of course, and 
purchasing the lands now is not feasible, from either a cost 
or a management standpoint. But there is an alternative to 
outright purchase: conservation easements. Permanent ease-
ments remove cropping rights and allow compatible uses, like 
grazing or forestry, on certain acres but let the farmer use 
the remaining land in perpetuity while retaining ownership. 
In hindsight, a program of permanent easements might have 
avoided some of the problems now facing CRP—by guar-
anteeing an immediate transition to less intensive uses and 
costing less than the recurrent rental contracts.

Easements do face one major difficulty: the congressio-
nal budget process does not distinguish a onetime payment 
for a conservation easement from an annual rental expense. 
Because out-year expenditures do not count against deficit 
reduction caps, rental is preferred over funds for permanent 
easements that must be paid today.

Until the current recession, rents were rising, however. 
CRP rental rates have been periodically adjusted to bring 
them in line with the market. The recent rise in commod-
ity prices has been so rapid that cash rental rates have also 
risen steeply. CRP rents should be updated to compete with 
market rates.

Recasting CRP as a smaller, tighter, permanent conserva-
tion easement program would fix the flaws in the program 
design and allow for better targeting of priority lands. It 
would probably mean paying for cropping rights that have 
not been exercised in at least 20 years, on top of the rents 
already paid. Some blending of these approaches, therefore, is 
probably in order.

For now, raising rents to market levels will help keep envi-
ronmentally fragile land enrolled under the lower 32-million-
acre enrollment cap.  A revised environmental benefits index 
will help ensure that the most valuable land to meet today’s 
environmental problems is retired.
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64. how shoulD we taCkle  
the forest fIre Problem?

How has the management of wildfires on U.S. forestlands evolved over time, and 
what are the shortcomings in existing practices? More research, particularly on 
quantifying the benefits and cost-effectiveness of fire suppression options for dif-
ferent regions, would be especially valuable in guiding future policy reforms at the 
local level.

We’re all familiar with the environmental and social costs of forest fires; in summer-
time—fire season in California—there are regular news stories about people losing 
their homes and thousands of acres ablaze. But the economic costs, who pays to put 
the fires out and how to contain them, are complex issues.

Severe forest fires have increased in frequency over the past decade, resulting in 
substantial losses of property and human lives. The years 2007 to 2008 brought two of 
the worst wildfire seasons in recent history; insured losses from wildfires in California 
alone were estimated to be over $2 billion. Though the number of wildfires has gone 
down since the 1960s, the number of acres burned has risen markedly in the current 
decade. More than seven million acres of wildlands burned in all but three of the nine 
years from 2000 to 2008.

The increased severity of fires, combined with continuing development in and 
near forests, puts many more communities at risk and has substantially increased both 
the difficulty and cost of fire suppression. Expenditures on fire suppression by the 
USDA Forest Service alone have exceeded $1 billion in recent years. And in 2009, 
nearly $2 billion (48 percent of the agency’s budget) was targeted at fire management, 
up from $300 million (13 percent) in 1991. 

A principal reason why the cost of fire suppression and the total number of acres 
affected have gone up stems from tradition. Federal agencies, including the Forest 
Service and National Park Service, have long pursued a policy of aggressive fire sup-
pression; perversely, their success has contributed to the increased severity of fires in 
recent years. Fire suppression has led to denser forests with more flammable materials, 
or “fuel loadings,” and has altered the structure and composition of forests, rendering 
many more susceptible to fire. By the late 1960s, there was a growing realization that 
some fires could be beneficial. A small-scale program of prescribed burning (inten-
tionally burning portions of a forest) was initiated in the late 1960s to reduce fuel 
loadings and to maintain forest structure and composition. However, fire suppression 
continued to dominate Forest Service policy for the next three decades.

By the mid-1990s, the essential role of fires became well recognized in policy 
circles. The 2001 federal wildland fire-management policy deemed fire to be a critical 
natural process that should be integrated into land and resource management plans. 
The 2001 National Fire Plan authorized a large-scale, long-term effort to reduce fuel 
loadings, with annual funding of roughly half a billion dollars. 

In addition to prescribed burning, reductions in fuel loadings can be accomplished 
through mechanical thinning, which entails physical removable of flammable mate-
rial through activities such as selective logging and clearing of underbrush. The For-
est Service also recently adopted the concept of risk-based fire suppression, which 
calls for prioritizing fire suppression based on the infrastructure, property, and human 
values at risk. In addition, the Forest Service expanded its policy of wildland fire use, 
which allows some naturally ignited fires to go unchecked if they do not pose threats 
to human welfare that cannot be readily mitigated. 
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While these policy reforms are generally considered to be 
in the right direction, they have nonetheless been subject to 
considerable criticism. Analysts have argued that current fuel 
reduction programs have a short-term focus and place undue 
emphasis on the number of acres treated, with limited at-
tention given to treatment effectiveness. Also, more attention 
needs to be given to which forests are best treated as well as 
the types of fuels to be removed and the manner in which this 
should be done. 

Fuel reduction is expensive, with costs running between 
$500 and $1,500 per acre for mechanical thinning, and $50 
and $500 per acre for prescribed burning. Estimates of the 
costs of undertaking fuel reduction on high- and moderate-
risk forestlands far exceed the sums budgeted for this purpose, 
especially when one considers that fuel reduction is not a 
onetime measure—it typically needs to be repeated at 5-to 
35-year intervals, depending on forest type. Although there 
are regular calls for more funds to be allocated to fuel reduc-
tion, it is difficult to assess whether this would be worth-
while given the paucity of quantitative information on the 
effectiveness of fuel reduction in lowering fire frequency and 
severity. There is a clear need for better information on the 
cost-effectiveness of fuel reduction. 

The sums spent on fire suppression have also come under 
question, with federal and state agencies still placing undue 
emphasis on the strategy. Existing policies restrict the abil-
ity of officials to pursue cheaper options, such as suppressing 
one area of a fire but allowing another area of the same fire 
to be managed for wildland fire use. Critics have also argued 
that huge sums are devoted to fighting the largest fires, even 

though the probability of success is often low, simply because 
of public perceptions and liability concerns. 

The existing framework for sharing fire suppression costs 
between federal and nonfederal agencies also contributes 
to higher suppression expenditures by distorting incentives. 
Cost-sharing rules are inconsistent and vague, and state and 
local governments are responsible for only a small share of 
the costs of protecting communities near wildlands. This re-
duces their motivation to adopt building codes and land-use 
controls that could substantially lower spending on fire sup-
pression. Although this failure has been recognized, it persists. 
The financial responsibilities of the various levels of govern-
ment need to be more clearly and consistently defined, and 
a greater share of the burden needs to be placed on state and 
local governments.
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65. oPtIons ContraCts  
for ContIngent takIngs
Improving Disaster Management

An innovative proposal to limit the potential damages caused by natural disas-
ters involves up-front contingent contracting that would allow the government to 
seize private property in the event of a disaster. What might be the potential ap-
plicability of this type of contracting to various disaster situations, and how might 
obstacles to the writing of such contracts be overcome?

A major flood crest is moving down the Mississippi. Tearing down some agricul-
tural levees and flooding the fields might well save downstream levees protecting bil-
lions of dollars of development. Cutting down trees on privately owned land might 
stop a forest fire from spreading. Killing a rancher’s infected cattle might prevent much 
wider losses or a public health crisis. First responders to a hurricane could be more 
effective with access to private buildings, to treat injured victims or store supplies, or 
private vehicles, to reach those in need.

In crises, the government’s ability to use, impinge upon, or take over private prop-
erty can dramatically reduce costs. While the government at times forcibly comman-
deers property even if the owner is unwilling to oblige—when a foot patrolman takes 
a car to catch a criminal, for example—there are many times when the government 
leaves private property undisturbed, even when using it would offer substantial social 
benefits. The reasons why include questions about proper authority or whether the 
following economic or political costs would be too high.

We propose a new policy tool for situations like this: options contracts for con-
tingent takings. These are contracts between the government and private parties 
in which the government pays for the right to use and possibly damage property 
if a low-probability event occurs that would make temporary use of it by the gov-
ernment highly valuable. The individual or firm would be compensated for such 
use through an up-front payment and an additional payment should the uncertain 
circumstances arise.

Without such contracts, the government might simply take the property or negoti-
ate with private entities when the disaster occurs. Some might say that having one’s 
property taken during an emergency is simply a risk one takes when living in an in-
terdependent society. Given the likely political and legal costs, however, many efficient 
takings will not happen absent contracts. In addition, arguments of risk spreading and 
equity suggest that compensation is desirable. Contracts for compensation must be 
negotiated in advance; in emergencies, there is rarely time to bargain and negotiate a 
contract. And a bargain unstruck is a great loss taken. In addition, in the height of the 
crisis, there will be those that try to take advantage of the urgency of the situation, 
whereas lower prices could be arranged if determined in advance.

During a disaster, the spirit of voluntarism is high. Might contracts be superfluous?  
There will be some Good Samaritans, surely, but there will be others, perhaps ordinary 
businessmen and women, who pursue their own interests. Some good souls will find 
that they cannot recover payments for the use of their supplies during the disaster. For 
example, Walmart generously provided many supplies after Katrina, but compensation 
became a worry, because establishing purchasing agreements proved almost impossible 
in the aftermath of the storm.

The contingent contracts we envision are essentially call options. A call option is a 
contract that gives one party the right, but not the obligation, to purchase a particular 
asset from another at a particular price, what is labeled the “exercise” price. To obtain 
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this right, the holder pays some amount up front for the op-
tion. If the private entity is risk averse, our research shows 
the optimal payment structure sets the exercise price equal 
to the loss imposed by the taking. Any surplus (the difference 
between the cost to the private entity and the benefits to the 
government) received is paid up front. When the government 
needs the participation of many entities, a reverse auction can 
be used to award the contracts to those who would suffer 
least from a taking. Georgia has put such contracts into prac-
tice to compensate farmers for suspending irrigation during 
a drought.

Moral hazard could be a problem in these contracts if the 
exercise price is set equal to the loss (determined after the 
fact) and there are unobservable actions that could be taken to 
reduce losses. For example, perhaps the farmer could harvest 
his crop early or relocate equipment. If he knew he would be 
compensated for any magnitude of loss, however, he might 
not undertake these actions. Some risk has to be placed on 
the farmer to induce him to do so. Another option is to base 
payments on a measure over which the farmer has no control 
but that is correlated with his losses. Payments could be based 
on losses to neighboring farms, thus giving the farmer the 
incentive to reduce his own losses as much as possible. A final 
possibility would set an exercise price up front, though that 
would do less well in reducing the farmer’s risk. 

Particularly for contracts related to land use, holdouts are 
also a potential problem. To flood an area, a cluster of farms 
may be needed. Individual farmers may hold out to try to 
extract the largest percentage of the surplus possible. One so-
lution may be mutually contingent contracts, where the gov-
ernment offers a payment above opportunity costs, contin-
gent on all the needed landowners participating. More likely, 
legislation will be needed to coerce holdouts. Participation 
might be mandatory once a certain percentage of the needed 
landowners is reached. This could be a form of a compulsory 
purchase law, only instead of the government forcing sale of 
the land, it would force participation in the contract at a fair 
price. There is U.S. precedent in some states for forcing hold-
outs to agree in the compulsory unitization rules that force 

oil companies into the most efficient extraction of a common 
pool of oil.

Options contracts for contingent takings can be used be-
yond our focus area of disaster response. For example, sea-
level rise could threaten public beaches as homeowners armor 
the shore to protect their personal buildings. Titus (1998) has 
suggested rolling easements to overcome this problem; op-
tions contracts for public purchase of the property when in-
undated are similar in spirit. In another case, Defenders of 
Wildlife compensates farmers if a wolf eats their livestock to 
reduce opposition to reintroduction of the species.

While there are a few salient examples of these arrange-
ments, there are likely many more cases where such contracts 
could improve social welfare. To test their performance, a pilot 
project in the area of flood damage reduction could be under-
taken, as this is an area where there is already recognition of 
the merits of such an approach and where the experience of 
USDA contracting with farmers might ease implementation. 
Options contracts for contingent takings may prove as valu-
able as emergency personnel in reducing the losses from some 
disasters. The agricultural levee ripped down by prior agree-
ment may save as many lives and dollars as the downstream 
levee sustained through recent reinforcement.  
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Part 5
Transportation and Urban Policies

The transportation sector accounts for about three-quarters of all oil use in the 
United States and roughly a third of carbon dioxide emissions and is therefore at the 
crossroads of ongoing debates about energy security and climate change. Meanwhile, 
over 40,000 Americans continue to die in highway accidents each year, about the same 
level as 25 years ago. And relentless growth in demand for travel and housing from an 
expanding and wealthier population puts ever greater pressure on urban centers. 

There are many fascinating issues of the day, covered in the commentaries in this 
section, that are at the nexus of transportation, energy, and climate policy, and oth-
ers that are related to rising congestion of transportation infrastructure and urban 
sprawl. 

Especially timely given funding shortfalls for transportation and large federal defi-
cits, is whether fuel taxes should be increased. Some of the questions that arise include 
what effect this would have on gasoline demand, whether this would have adverse 
distributional consequences, and how extra revenues earmarked for transportation 
projects might be better spent. Of related interest is the net benefit or cost of fuel 
economy regulations and inducements for pay-as-you-drive automobile insurance. 
Over a longer time horizon, the penetration of hybrids and possibly even hydrogen 
vehicles have the potential to substantially reduce reliance on conventional gasoline 
vehicles, raising the issue of whether these technologies should be subsidized. 

Policymakers are also considering new approaches to congestion management. 
Of particular interest are road pricing programs in California and London, and pos-
sible tolls for heavy duty trucks, congestion pricing for air travel, and privatization of 
airports. At the same time, decisions must be made about whether to renew previous 
approaches to alleviating congestion, such as telecommuting.  And understanding the 
factors that determine auto fatality rates in different countries provides guidance on 
the design of highway safety policies. Finally, there is growing interest in the use of 
market-based policy approaches to striking a balance between urban development and 
preservation of open space.



66. trIPle ConVergenCe towarD  
a hIgher gasolIne tax

The United States taxes highway fuels at very low rates compared with many 
other countries—in fact, federal taxes have been fixed in nominal terms since 
1993, despite inflation. Has the time come for a large increase in gasoline and 
diesel taxes?

It’s rare that a single policy instrument can solve several problems at once; rarer still 
that the political and economic motivations to address these problems converge; and 
almost unheard of that lessons of history lead to the same conclusion. We are in such 
a situation today with respect to taxes on motor vehicle fuels. It is time for a dramatic, 
permanent increase in these taxes.

Problem #1: infrastructure needs. It is clear that state and federal governments, 
private investors, local authorities, and others have trouble keeping up with legitimate 
needs for spending on roads, mass transit, flood control, and other public assets. These 
needs include maintenance of aging capital, upgrades to accommodate newer stan-
dards for earthquakes and extreme weather, and expansion to handle continued popu-
lation and economic growth. Taxes on gasoline and diesel fuel are the long-standing 
bedrock of funding for the surface transportation component of this infrastructure. 
But this bedrock has been eroded by a combination of a shrinking tax base (more 
fuel-efficient vehicles) and lower real tax rates (rates rising more slowly than inflation). 
The shrinking tax base cannot be reversed, but there is no reason why tax rates cannot 
be maintained and indeed drastically increased. Numerous countries already have rates 
several times higher than in the United States, without stifling their economies.

Problem #2: petroleum dependence and climate change. The United States is poised 
to embark on new programs to reduce dependence on foreign oil and emissions 
of carbon dioxide. This effort cannot possibly succeed if it ignores the underlying 
economic motivation for people to use petroleum: quite simply, it is cheaper than 
alternatives. Higher fuel prices could bring about significant reductions in petroleum 
use through reduced driving and by harnessing consumer self-interest to the cause of 
improving vehicle fuel efficiency. Other policies, such as higher fuel-efficiency stan-
dards or promoting green technologies, will work more effectively if there is pressure 
from customers to encourage rather than evade such measures.

Problem #3: federal and state deficits. Governments at all levels in this country 
face a fiscal climate in which revenues lag at just the time when increased spending is 
needed—both for programmatic goals and to kick-start a weak economy. The massive 
federal stimulus program relies heavily on public debt, giving pause to many thought-
ful observers.

Raising fuel taxes can go a long way toward closing the financing gap without 
more debt. While tax-financed government spending is less stimulating than debt-fi-
nanced spending, the well-known Keynesian “balanced-budget multiplier” shows that 
it remains a potent tool. Put simply, what government spends goes directly into the 
hands of producers, who mostly spend it on labor or intermediate goods, whereas the 
tax bite that finances it does not reduce people’s spending dollar for dollar. Further-
more, the timing of a tax increase now fits nicely with the expected gradual decline 
in the desired role of fiscal stimulus as the economy recovers.

conVErGEncE WItH HIstorY anD currEnt EVEnts
Most of the current decade witnessed an apparently relentless increase in gasoline 
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and diesel fuel prices, hitting about $4 per gallon in mid-
2008. Expecting the rise to be permanent, many consumers, 
motor vehicle manufacturers, real estate developers, energy 
technology companies, and others had begun investments for 
a more fuel-scarce future: sales of large SUVs plummeted, de-
velopment of battery and hybrid car technologies flourished, 
truckers invested in more aerodynamic designs, home buyers 
sought to shorten commutes. However, these efforts are now 
being undercut by the subsequent collapse in fuel prices. What 
better time to assure such decisionmakers of the long-term 
economic wisdom of fuel parsimony by raising fuel taxes?

History supports this analysis by revealing a lost similar op-
portunity. From 1973 through 1985, fuel prices rose sharply, 
instigating a 30 percent rise in the average fuel efficiency of 
the entire U.S. fleet of passenger cars, new and old. Some 
of this rise can be attributed to the Corporate Average Fuel 
Economy (CAFE) standards instituted in 1978; high fuel pric-
es made those standards easier to meet because manufacturers 
did not have to fight consumer preferences. When petroleum 
prices collapsed in 1985, it did not take long for the market to 
respond with an unprecedented shift to large, low-efficiency 
vehicles (aided by a huge loophole in CAFE that treated SUVs 
and pickup trucks separately from and much less stringently 
than cars). With no end in sight to low fuel prices, the “big 
three” U.S. automakers bet heavily that the trend would last—
a bet that has now cost U.S. taxpayers and workers dearly.

But the story is even more perverse. Since SUVs and 
pickup trucks caught on, several factors have maintained their 
popularity. First, manufacturers committed their designs, as-
sembly lines, and dealership networks in ways not easy to re-
verse. Second, marketing efforts gave consumers a long-lasting 
positive image of large vehicles. Third, travelers learned that 
small cars fare poorly in collisions with large ones, and so 
turned to “upsizing” out of fear. So even if everyone would be 
better off with a fleet of mostly small cars, we became stuck 
with large ones; it will take a sustained policy change to get 
us out of this rut.

In addition to these factors, it is well established that drivers 
do not pay for various costs they impose on others, especially 
congestion, air pollution, and a substantial portion of accident 

costs. These costs amount to about 10 cents per mile on aver-
age throughout the United States. With motor vehicles now 
traveling more than three trillion miles per year, even small 
reductions add up to big cost savings. For example, raising 
fuel prices from $3 to $5 per gallon through a tax increase 
could be expected to reduce driving long-term by about 6.7 
percent according to a conservative estimate; at 10 cents per 
mile, this reduction would produce $20 billion a year in fewer 
congestion, air pollution, and accidents.

rIGHt tooL For tHE JoB?
There are many policies better than fuel taxes for specific 
problems. An oil tax would do more for energy security by 
motivating conservation in industrial as well as transportation 
uses. A cap-and-trade system or broader tax would achieve 
greater coverage of greenhouse gases. For motor vehicle ex-
ternalities, direct policies such as congestion pricing, mile-
age taxes (including on heavy trucks), and tighter pollution 
control measures are probably more effective. Private tolling 
initiatives can ease public fiscal stress. But it’s hard to think of 
a single policy that covers all of these problems so well with a 
tool already familiar to the public, with administrative mecha-
nisms already in place, and with experience abroad to assure 
us that an apparently draconian policy will not end life as we 
know it. At least until broader policies are comprehensively 
implemented, which may be a long way off, there is an over-
whelming case for a large increase in federal fuel taxes.
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67. the PrICe of gas anD the  
DemanD for fuel eConomy 
Are There Any Links?

Many economists advocate higher fuel taxes as a means to reduce oil consump-
tion and carbon emissions from the transportation sector. But just how effective are 
taxes at reducing fuel demand? Not very effective, apparently, based on the limited 
responses to the recent run-up in fuel prices.

In the ongoing public debate over reducing U.S. gasoline consumption for national 
security and environmental reasons, many economists support an increase in the fed-
eral gasoline tax as the most efficient policy. In principle, such an increase should curb 
gasoline consumption by reducing average miles traveled per household and by in-
creasing the average fuel economy of vehicles on the road. But the empirical evidence 
shows that the elasticity of miles traveled to the price of gasoline is small (roughly 
–0.1), having almost no effect in the short run. 

Consequently, a large increase in the gasoline tax would be needed to substantially 
reduce consumption—that is, unless average fuel economy of the vehicle fleet re-
sponds to the price of gasoline. That response includes many factors, such as at what 
age vehicles are retired, but an important component is the effect of the price of 
gasoline on the average fuel economy of new vehicles. Although the roughly three-
fold increase in the price of gasoline from 2002 to 2007 significantly affected sales of 
individual vehicle models, the effect on average fuel economy was quite small. 

PrIcE VErsus DEManD
Between the beginning of 2002 and the end of 2007, as the real price of gasoline 
doubled, the market share of SUVs, with a mean fuel economy of about 16.7 miles 
per gallon (mpg), decreased from 17 to 12 percent. The market share of Chrysler, Ford, 
and GM, which relied heavily on SUV sales during this time period, decreased from 
63 to 52 percent. 

After controlling for variables that affect market shares, such as consumer prefer-
ences for vehicle characteristics, about half of the decline in market shares of SUVs 
and U.S. manufacturers from 2002 to 2007 was due to the coinciding increase in the 
price of gasoline. Despite the strong relationship between gasoline prices and market 
shares in this one vehicle category, gasoline prices have had only a small effect on the 
average fuel economy of all new vehicles sold. A $1 per gallon increase in the price 
of gasoline is associated with an increase of only about 0.5 to 1 mpg after controlling 
for other factors.

In the short run, of course, vehicle characteristics are fixed. The simultaneous large 
effect on model market shares and small effect on fleet average fuel economy can be 
explained by the fairly narrow distribution of fuel economy of vehicles in the market 
at a particular time. For example, a sudden increase in the gasoline price could cause a 
dramatic shift from medium-size to small cars, but the change in overall fuel economy 
would be small because the average fuel economy of these two market segments is 
similar, at 26.6 and 30.3 mpg.

HoW ManuFacturErs rEsPonD
In principle, the long-run effect of gasoline prices on average fuel economy could be 
greater if producers responded by offering vehicles with higher fuel economy. Some 
of these adjustments can be rather quick, such as changing the mix of vehicles offered, 
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but others take some time. When the corporate average fuel 
economy (CAFE) standards were implemented in the mid-
1970s, manufacturers raised fuel economy by making vehicles 
shorter and lighter and by reducing engine sizes. Consequent-
ly, vehicle weight and power (as measured by horsepower) 
decreased by about 30 percent. Yet the reduction in engine 
power was quickly reversed as the price of gasoline declined 
and technology improved. By 1990, average vehicle power 
had returned to its pre-CAFE level.

It is technologically feasible for producers to significantly 
increase fuel economy through either an increase in produc-
tion costs (by substituting lightweight alloys or adding a tur-
bocharger and downsizing the engine) or a reduction in en-
gine power. Given consumers’ strong preferences for vehicle 
performance, firms are hesitant to compromise engine power 
in order to increase fuel economy. 

PoLIcY oPtIons
So where does this leave us? The price of gasoline has a very 
small effect on the fuel economy of the stock of vehicles on 
the road. A very large increase in the gasoline tax would be 
needed to reduce consumption because the price per gallon 
has so little effect on miles traveled and the fuel economy of 
the overall vehicle fleet. The political feasibility of such an 
increase is doubtful at best, and substantially reducing gasoline 
consumption solely by increasing the gas tax would not seem 
to be a viable policy option.

Other options do exist, including improving public trans-
portation, increasing the CAFE standard, or offering cash or 
tax incentives to consumers. Examples of the last include fed-
eral and state tax incentives for purchasing hybrids and the 
recent Cash for Clunkers program. 

Ultimately, the full costs and benefits of each policy need to 
be compared, although such a comparison is far from straight-

forward. In the case of CAFE, its costs are largely hidden from 
the consumers’ view; it is not obvious to consumers the ex-
tent to which fuel economy standards affect new and used 
vehicle prices and cause an increase in driving (that is, the “re-
bound” effect). But perhaps more importantly, it is necessary 
to consider how policies and economic forces might interact 
with one another when comparing costs and benefits and ad-
dressing political obstacles. For example, high gas prices can 
increase public support for raising fuel economy standards, as 
in the 1970s and perhaps in the past few years, although the 
reverse would be true in periods of low gas prices. Multiple 
policies might also interact positively with one another—for 
example, improving public transportation could increase the 
sensitivity of miles traveled to the price of gasoline. In such 
cases, a combination of policies might prove politically and 
economically expedient. 
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68. shoulD DIstrIbutIonal  
ConsIDeratIons holD uP  
hIgher gasolIne taxes?

Although gasoline taxes are the most efficient policy to reduce gasoline use, the 
federal gasoline tax has not been increased since 1993, and inflation has eroded 
its real value. One common argument against raising gasoline taxes is that they 
might impose a disproportionate burden on low-income families. Is this a valid 
rationale?

Increasing federal or state gasoline taxes would offer clear advantages: consumers 
would tend to buy less gasoline, thereby reducing greenhouse gas emissions and de-
pendency on foreign oil. Households would have an incentive to drive fewer miles, 
reducing congestion, accidents, and emissions of local pollutants. Because households 
do not currently account for all of these costs of driving, gasoline tax rates (now 44 
cents per gallon on average) are inefficiently low.

Someone would bear the burden of an increase in gasoline taxes—but who? Pol-
icymakers frequently argue that the gasoline tax is regressive by definition—poor 
households pay a higher proportion of their income in tax than do wealthy house-
holds. But is this a valid argument?

Assessing the approximate distributional burden of a gasoline tax is fairly straight-
forward. Nearly all gasoline is purchased directly by households, so if the gasoline 
tax is fully passed forward into pump prices, its distributional effect can be assessed 
by comparing gasoline consumption (relative to income) across different household 
groupings. At least in the short run, before households make major changes in the 
kinds of vehicles they drive or in the location of their residences, consumers seem to 
bear the bulk, if not the entirety, of any increase in the gasoline tax. Over the longer 
run, the effect might be more complicated as consumers switch between fuel-efficient 
and fuel-inefficient vehicles, shifting some of the tax burden onto fuel refiners, whole-
salers, and gas-station owners. Still, supply is also more flexible in the long run, so a 
much greater share of the burden remains on the consumer. 

Among those households that consume gasoline, the gas tax is indeed regressive. 
Gasoline-buying households with the highest annual income (in the top 20 percent) 
pay less than half of what poor households (in the bottom 20 percent) pay, as a propor-
tion of annual income. One reason for this is that lower-income households are more 
likely to drive older, used vehicles, with relatively higher fuel consumption rates. An-
other is that vehicle miles traveled does not rise in proportion to income—someone 
with twice as much income as someone else does not typically drive twice as much.  

But annual income is probably not the best measure of household well-being, as 
poorer households tend to have expenditures greater than their annual income, while 
other low-income people, like MBA students, are clearly not poor when account is 
taken of their future earnings potential. For these reasons, economists often prefer to 
proxy household well-being by the total amount they spend or consume each year, 
rather than their annual income. It’s also important to account for the fact that many 
poor households neither own nor lease a vehicle, and therefore do not pay gasoline 
taxes at all.

When the amount of gasoline taxes paid is divided by total expenditures, rather 
than income, and when households that do not own vehicles are taken into account, 
highest-income households as a group still spend less in gasoline taxes as a propor-
tion of total expenditures (half a percent) than the lowest-income households (0.7 
percent), but the poorest households actually spend less than middle-income house-
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holds, providing a murkier picture of just how regressive the 
gasoline tax actually is.

Another relationship between income distribution and 
gasoline consumption further mitigates the regressive nature 
of the gasoline tax: poorer households are more responsive to 
gasoline price changes than are wealthy households. This may 
be because gasoline price increases have greater relative im-
pacts on poor households’ budgets, or because the poor have 
less aversion to public transportation and place a lower value 
on the time savings from automobile travel. Whatever the rea-
son, when gasoline prices rise, we can expect poorer house-
holds to reduce gasoline consumption up to twice as much as 
wealthy households, thereby escaping a greater proportion of 
the gasoline price increase. Care must be taken to account for 
the fact that gasoline price increases can make it dispropor-
tionately more difficult for poor households to get to work, 
but failing to account for flexible price-responsiveness can 
overstate regressivity.

rEBatEs can countEr rEGrEssIVItY
Even accounting for the above factors, the gasoline tax still 
places a disproportionate burden on poor households. But 
careful recycling of the gasoline tax revenues back to house-
holds can mitigate or even completely overcome its regres-
sive nature.

By using the revenues from the gasoline tax to reduce taxes 
on work hours, the policy can be made significantly less re-
gressive. The overall effect of the gasoline tax rate increase and 
revenue rebate could be made more progressive by targeting 
these tax rate reductions toward the poor, or by increasing the 
earned-income tax credit (EITC). If the revenues are used to 
give rebates of the same amount to all households, the policy 

could be made progressive. With such a rebate scheme, the 
poorest households could actually be made better off. These 
lump-sum rebates are analogous to those in “cap-and-divi-
dend” proposals for climate change policy.

While it might seem natural to use gasoline tax revenues 
to counter regressive impacts, this need not be the case. Public 
finance economists generally would recommend that poli-
cymakers set the gasoline tax at the efficient level, so that 
motorists face the full costs of driving, regardless of the distri-
butional implications. Then, if they think that the gasoline tax 
places too much burden on poor and working-class house-
holds, policymakers can use the most efficient redistributive 
tools to attain equity goals, be they lump-sum rebates of gas 
tax revenue or modifications to the broader income tax and 
benefit system.
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69. Does the feDeral goVernment 
sPenD too muCh for hIghways,  
or too lIttle?

To what extent is the federal government involved in financing highway construc-
tion and maintenance? Are these decisions better left to state governments? Given 
the large amount spent on highways each year, Americans will bear a substantial 
cost if this money is spent inefficiently rather than on highway projects with favor-
able cost–benefit ratios. 

Certainly, there is ample justification for some federal funding of highways. There 
is plenty of intercity and interstate travel, both commercial and personal, which means 
that the benefits of a well-integrated road network are not just local. Just note the 
number of out-of-state plates you see on interstates and other major thoroughfares. 
But what’s the right amount?

Those who say the federal government is spending too much note that the Fed-
eral-Aid Highway Program makes grants to the states that cover 80 to 90 percent of 
the costs of qualifying highway projects. Can anyone claim with a straight face that 
out-of-staters enjoy 80 to 90 percent of the benefits of the average highway? To this 
group, which includes a lot of regional planners and antisprawl advocates, this is a ma-
jor subsidy to build roads. With the federal government paying such a large cost share, 
the argument goes, local and state governments don’t have to make the hard choices 
about whether projects are really justified.

Others say the federal funding share for specific projects seriously overestimates 
federal involvement in highways. In terms of total highway spending, the Federal-Aid 
Highway Program grants for states, which now amount to $30 billion to $40 billion, 
account for only about 25 percent of total spending on highways. Moreover, if federal 
highway subsidies are excessive, why is it that road use is growing so much faster than 
capacity? Between 1990 and 2003, for example, road use increased by 2.3 percent an-
nually, compared to a 0.25 percent annual increase in highway lane-miles. One answer 
is that while your state may get 90 percent of the cost of a new section of interstate, it 
won’t change the total disbursements to your state.  That is, the federal subsidy gives a 
state incentives to change its spending plan without necessarily increasing it.

Besides, the way the question is asked almost equates federal spending with manna 
from heaven. These funds come from the Highway Trust Fund (HTF), which is fi-
nanced primarily by federal gasoline taxes, which are, in turn, paid by private and 
commercial road users. Any annual allocation of HTF funds inevitably results in some 
states getting less funding than their citizens contribute, and others more. This reality 
above all others is what makes federal highway spending legislation so contentious 
and hard to pass. Indeed, chronic complaints from the “donor” states led to the estab-
lishment of an “equity” bonus that guarantees each state a minimum percentage of 
its citizens’ contributions. In 2008, this percentage was 92 percent. Clearly, the equity 
provisions impose a serious constraint on the level of interstate transfers. In 2005, it 
appears that of the $37 billion in disbursements to the states, $3 billion to $5 billion 
was spent in a different state from where the money was collected.

However, even though most of the funds end up in the states where they were 
collected, the current approach to highway funding still gives much influence to the 
federal government over funding within states. The Federal-Aid Highway Program is 
really a collection of programs intended for various functions. While a few of these 
programs are discretionary and distributed by the Federal Highway Administration 
(FHWA), the vast majority of the funding is in so-called formula programs that de-
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termine how much each state will receive annually. For each 
subprogram, such as the Interstate Maintenance Fund or the 
Congestion Mitigation and Air Quality Program, there is a 
formula with objective factors and weights that determines 
each state’s allocation for that program. And, of course, the 
funds in each program must be spent on program-relevant 
activities.

Unfortunately, there is another rapidly growing federal 
government influence on highway funding that probably 
has adverse consequences for efficiency—the rampant use of 
congressional earmarks. In SAFETEA-LU, the most recent 
highway authorization act, there were 6,000 line-item, named 
projects, valued at almost 10 percent of the total funding al-
located. Half the funding was added at the last minute, during 
the House–Senate conference. Those of us who are not lob-
byists think the use of earmarks has gotten out of hand, and 
no more so than in transportation. Earmarks do not increase 
the funding available to each state; rather, they direct the allo-
cated funds to particular projects. No one has a clear idea how 
the earmarked projects are selected; they are simply inserted 
into the legislation at the last minute, without review or com-
parison with other projects. The potential for poor decisions, 
not to mention outright corruption, is pretty high.

So what would be a better approach? One increasingly 
popular option is road pricing. In the Washington, DC, area, 
the Dulles Greenway was built with private funds, and plans 
are moving forward with private funding of HOT (high-oc-
cupancy toll) lanes to be added to the Beltway and Interstate 
95–395. In addition, there is talk of cities and states selling 
existing public roads to private operators, as Chicago is con-
sidering doing with the Chicago Skyway. On a more experi-
mental level, debate is now under way about implementing 
road pricing on a large scale in the public sector. For example, 
New York City is considering implementation of “cordon 
pricing,” charging stiff daily fees for driving into southern 
and central Manhattan.

Making users pay the full social cost of road use, including 
the incremental cost of adding capacity, automatically takes 

care of federal concerns about adequate revenue generation, 
as out-of-state users will have to pay. However attractive road 
pricing is in principle, it still faces serious political barriers and 
practical problems, especially as it becomes more widely used. 
Unless there is a carefully planned transition, it is likely to 
generate serious affordability concerns, not only for the poor, 
but also for others who just happen to face huge tolls because 
of previously made choices of where to live and work.

Absent comprehensive road pricing, information about 
both the local and national benefits of specific transporta-
tion projects would be needed to develop appropriate federal 
highway subsidies. A subsidy equal to the difference between 
the two would provide the right incentive. Perhaps there 
would be a way to combine estimates of the nonlocal benefits 
of such projects with a demand-revealing pricing mechanism.  
To put such a plan into action, what would be needed is a 
notion of the national, as opposed to the local, benefits of spe-
cific proposed road construction projects. Estimates of such 
benefits could come, perhaps, from the prevalence of out-of-
state vehicles on roads in the vicinity of the proposed project.  
Federal officials could use this information to make an offer 
of a subsidy, leaving it up to the state to decide whether to 
provide the balance of funds for the project. Even without 
an estimate of national benefits, a fixed supply of funds could 
be distributed relatively efficiently by a competitive auction 
among local or state governments to elicit their willingness to 
accept certain subsidy levels to begin a project.
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70. the benefIts anD Costs of  
tIghter fuel eConomy regulatIons

In the United States, fuel economy standards form the centerpiece of efforts to 
reduce oil dependence and greenhouse gas emissions from the transportation sector. 
To what extent can these policies be rationalized on cost–benefit grounds? 

As a result of recent legislation, manufacturers in the United States will be required 
to meet carbon dioxide (CO

2
) emissions per mile regulations that will raise the aver-

age fuel economy of new cars to 39 miles per gallon by 2016, and the average fuel 
economy of new light trucks (minivans, sport utility vehicles, pickups) to 30 miles per 
gallon. (Previous standards were 27.5 miles per gallon for cars and 24 miles per gallon 
for light trucks.) To many people, it seems obvious that fuel economy standards should 
be tightened to reduce CO

2
 emissions and oil dependence. After all, passenger vehicles 

account for about 20 percent and 45 percent of U.S. CO
2
 emissions and oil use, re-

spectively. However, before we can conclude whether or not tightening fuel economy 
standards is a good idea, an economic assessment of the benefits and costs is appropri-
ate. To think about this, it is helpful to separate out the effect of tighter standards on 
gasoline use, vehicle miles of travel, and the costs of automobile manufacture.

Higher fuel economy standards would reduce the demand for gasoline, thereby 
producing “externality” benefits (societal benefits that are not taken into account by 
individuals) in the form of avoided CO

2
 emissions and reduced nationwide depen-

dence on oil. Most estimates of economic damages from future global warming—
agricultural impacts, rising sea levels and increased storm intensity, health effects from 
spreading tropical disease, and so on—are in the order of $20 per ton of current CO

2
 

emissions, or about 20 cents per gallon of gasoline (burning a gallon of gasoline pro-
duces nearly 0.01 tons of CO

2
). Damages are much higher if, as advocated by some 

economists, more weight is given to the well-being of future generations or extreme 
climate risks.

The broader external costs of oil dependence include the risk of macroeconomic 
disruption costs from oil price shocks that might not be fully taken into account by 
the private sector, such as some costs associated with the temporary idling of labor 
and capital. And while the United States as a whole has an influence on the world oil 
market, individual oil importers do not consider the impact of their own infinitesimal 
consumption on increasing the world oil price, which imposes an external cost by 
increasing the amount of money transferred from other oil importers in the United 
States to foreign oil suppliers. One recent estimate puts the that external costs from 
macroeconomic disruption risks and U.S. market power amount to, very roughly, 30 
cents per gallon of gasoline. Dependence on oil also constrains U.S. foreign policy 
and possibly undermines national security. Politicians may be reluctant to challenge 
oil-producing countries on human rights and other issues, and oil revenues may 
help certain hostile governments, terrorists, and other unsavory groups. Putting an 
additional dollar figure on these broader foreign policy and national security costs is 
extremely difficult, however.

Motorists already pay, at least in part, for the external costs of fuel consumption 
through federal and state gasoline taxes, which add about 40 cents per gallon to the 
price at the pump. According to basic tax theory, reducing gasoline use produces 
net benefits to society only to the extent that CO

2
 and oil dependence externalities 

exceed fuel taxes. Our discussion suggests, albeit very tentatively, that external costs 
that have been quantified might be largely offset by prevailing fuel taxes. However, ac-
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counting for national security and other costs would seem to 
imply net benefits overall from reducing gasoline use, though 
the magnitude of the gain is very difficult to pin down.

Critics of fuel economy standards sometimes point to the 
perverse effect of higher fuel economy on lowering fuel costs 
per mile and increasing the incentive to drive, which can in-
crease highway congestion, accidents, and pollution. However, 
according to a recent study by Kenneth Small and Kurt Van 
Dender, less than 10 percent of the fuel savings from bet-
ter fuel economy are offset by increased driving. While the 
costs of this “rebound effect” should be factored into an as-
sessment of fuel economy regulations, they are less important 
than other factors.

Binding fuel economy regulations induce auto manufac-
turers to incorporate more fuel-saving technologies into new 
vehicles, leading to higher vehicle production costs and prices. 
However, a number of studies, such as one in 2002 by the 
National Research Council, suggest that fuel-saving benefits 
over the vehicle life would outweigh the up-front installa-
tion costs for many emerging technologies. Some analysts ar-
gue that these apparent “win–win” technologies may not be 
adopted without tighter fuel economy regulations, however, 
because consumers may underappreciate the benefits of better 
fuel economy if they are preoccupied with other vehicle attri-
butes like power, comfort, and safety. On the other hand, oth-
ers argue that forcing technology adoption may be costly if 
consumers would instead prefer new technologies be used to 
improve other vehicle characteristics, such as increased horse-
power, rather than fuel economy. Another possibility is that 
manufacturers may meet higher fuel economy requirements 
by reducing vehicle weight and size; this can raise injury risks 
for occupants of these vehicles, though it makes the roads a 
little safer for other drivers.

In short, the case for tightening fuel economy regulations 
can be argued either way, because it is difficult to judge pre-
cisely how manufacturers will respond and how consumers 
will value changes in vehicle technology. But most impor-
tantly, the climate and national security benefits from reduced 
gasoline use are much disputed. Another policy option is 
to raise fuel taxes, which, unlike fuel economy regulations, 
would reduce congestion and other highway externalities, 
through reducing vehicle miles traveled. While the case for 

higher fuel taxes is more clear-cut, this option lacks political 
traction at present.

When I first began studying fuel economy regulations, the 
case for tightening the standards looked rather dubious to me. 
However, my perspective has changed somewhat as the dif-
ficulties in doing a nice, clean cost–benefit analysis have be-
come more apparent. Moreover, colleagues of mine who have 
thought hard about the issue—like Carolyn Fischer, Lawrence 
Goulder, Winston Harrington, Richard Newell, William Pizer, 
Paul Portney, Philip Sharp, and Kenneth Small—are sympa-
thetic to higher standards, if they are not ramped up too rap-
idly and reforms permit more trading of fuel economy cred-
its to keep down program costs. My own view is that if the 
argument comes down to doing nothing or tightening fuel 
economy regulations, then the latter is what you do. As new 
technologies are developed over time, a progressive tighten-
ing of standards seems to make sense, given that the downside 
costs to the economy are not that huge, and 20 years from 
now we may be very glad that serious measures were taken 
during the intervening years to reduce the dependency of the 
transport system on conventional fossil fuels.
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71. Pay-as-you-DrIVe auto InsuranCe

Automobile use in the United States is underpriced, as motorists do not pay for 
the full costs of pollution, congestion, and traffic accidents when deciding how 
much to drive. Pay-as-you-drive insurance offers a novel approach for reducing 
automobile use, without raising the private costs of vehicle ownership and use for 
the majority of drivers. 

Under the current lump-sum pricing structure for auto insurance, drivers who are 
similar in other respects—age, gender, location, driving safety record—pay nearly the 
same premiums if they drive 5,000 or 50,000 miles a year, even though the likelihood 
of being involved in a collision increases with each mile driven. Hardly an efficient 
approach, to put it mildly.

Just as an all-you-can-eat restaurant encourages more eating, all-you-can-drive 
insurance pricing encourages more driving because drivers don’t face the marginal 
insurance cost for each mile driven. The extra driving that results imposes significant 
costs on society: more accidents, congestion, carbon emissions, local pollution, and 
dependence on oil.

Moreover, the current structure is inequitable. It forces low-mileage drivers to 
subsidize the accident cost of high-mileage drivers in each risk class, even though 
the former are responsible for fewer accidents. This problem is particularly disturbing 
given that low-income people tend to drive less on average.

A simple alternative, known as pay-as-you-drive (PAYD) auto insurance, avoids the 
problems of the current system. With PAYD, the price of auto insurance would be tied 
to the number of miles driven. Other rating factors such as location, age, vehicle type, 
and driving record still would be incorporated into this price, so higher-risk drivers 
would pay more per mile than lower-risk drivers.

BEnEFIts
Switching to PAYD could yield substantial benefits, according to our recent findings, 
which are based on data from the 2001 National Household Transportation Survey. 
The average driver would face a per-mile insurance premium of 6.6 cents per mile, 
instead of a yearly lump-sum cost of about $800. Because drivers could save money by 
driving less, we estimate driving (miles traveled) would fall by about 8 percent.

Achieving a reduction on this scale would yield social benefits of about $60 billion 
a year, mostly from reduced accidents and congestion, but also from reduced carbon 
emissions, local pollution, and oil dependence.

And PAYD could achieve these gains while actually reducing the cost of driving for 
most drivers. Almost two-thirds of households would save money under PAYD, with 
average savings (for those households that save) totaling $270 per vehicle. Most of the 
savings result from the elimination of the current subsidy from low-mileage to high-
mileage drivers. The high proportion of drivers that would pay less reflects the fact 
that a minority of high-mileage drivers is responsible for a majority of driving within 
each risk class. In fact, we find that the top 20 percent of drivers are responsible for 45 
percent of all miles driven.

Our research also shows that low-income families would especially benefit from 
PAYD, because low-income people tend to drive fewer miles. Every household income 
group making less than $52,500 (in 2001) would save money on average. Further, the 
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savings for low-income groups are significant as a share of 
their total income, whereas any losses by high-income groups 
are not significant.

oBstacLEs
Despite the large social benefits from PAYD, there are cur-
rently barriers to its widespread adoption. For one, insur-
ance regulations in many states prohibit or pose significant 
obstacles to pricing insurance by the mile. Since regulations 
were always written with yearly premiums in mind, per-mile 
premiums are sometimes technically illegal even if that was 
never the intention of the regulators. California, for example, 
just acted to address this issue and make it easier for firms to 
offer PAYD.

A second problem is that, even where it is legal, certain 
costs reduce the likelihood that firms will independently offer 
PAYD insurance. In order to price insurance per mile, firms 
or their customers would need to incur the cost of verify-
ing mileage, through either odometer checks or devices that 
fit in each vehicle. While odometer readings could be inex-
pensive procedures if done on a widespread basis, there cur-
rently is no infrastructure of certified providers that insurance 
firms can use. And technological devices that automatically 
monitor and transmit mileage to insurance companies can 
be expensive, costing as much as $100 to install. Moreover, to 
institute PAYD, firms must develop new billing and admin-
istrative infrastructures, retool their advertising, and develop 
new actuarial models to determine appropriate risk-adjusted 
per-mile prices.

While private firms and their customers would have to 
bear these costs, much of the benefits from reduced mileage 
would accrue to other insurance companies and to society 
as a whole. In our analysis, we find the social benefit to be 
about $250 per vehicle per year. This is a classic case of a posi-
tive externality, and in these cases the government has a clear 
role to play in promoting a better social outcome. To address 
the market failure around monitoring costs, the government 
could require that odometer readings be performed as part 
of required safety and emissions inspections or by certifying 
vehicle service businesses in other states to perform odom-
eter readings.

The government could also offer a tax credit for each new 
mileage-based policy that an insurance company writes. We 

recommend a $100 tax credit, which would cover the cost 
of most technological devices that could easily measure and 
transmit mileage data. The tax credit could be phased out, 
once roughly five million vehicles (2 percent) are signed up, 
after which point PAYD is expected to take off on its own. To 
address the development costs, the government could increase 
the funding available to PAYD pilot programs.

While we believe that PAYD would be a significant im-
provement, it is not an adequate policy response to driving-
related harms all by itself. It does not force drivers to inter-
nalize the external social costs of the congestion, accidents, 
pollution, and oil dependence they cause. It simply corrects a 
failure with the way that auto insurance is priced today and 
the inefficient and inequitable consequences of that pricing 
structure.

Ideally, PAYD would be complemented with other poli-
cies, such as carbon pricing and a congestion charge, which 
directly target the driving-related social harms. But many of 
these other policies raise the cost of driving, which is politi-
cally challenging, especially in these tough economic times. 
The promise of PAYD is that it can achieve some of the ben-
efits of these user fees by creating incentives to reduce driving 
without raising the cost of driving in aggregate, and indeed 
lowering it for the majority of drivers. What is good for driv-
ers, in this case, is also good for society.
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72. what motIVates  
PeoPle to buy hybrIDs?

The U.S. government has been supporting consumer purchases of hybrid vehicles 
in the form of federal income tax deductions before 2006 and federal income tax 
credits since then. Because these credits are set to expire in 2010, it is especially 
timely to consider how effective they have been in promoting hybrid sales and 
whether they should be renewed.

Since hybrid vehicles were introduced into the U.S. market, they have moved from 
being the rare status toy of green Hollywood actors to a good option for average 
commuters, or so the media would have us believe. Today, hybrids represent roughly 3 
percent of new car sales because of—or perhaps in spite of—federal subsidies, which 
are due to expire across the board in 2010. 

The evidence to support those subsidies is somewhat mixed. For example, while 
the federal subsidies for the most popular hybrid, the Toyota Prius, have ended, it has 
continued to gain market share. While most observers agree that federal subsidies were 
critical to gain market acceptance of what was then a brand-new technology, is that 
still true today? Or is what matters most the price at the pump? 

HoW HYBrIDs WorK
The level of fuel economy and carbon dioxide (CO

2
) emissions produced by a con-

ventional gasoline vehicle is largely a reflection of the low efficiency of internal com-
bustion engines. Only about 15 percent of the fuel energy consumed by these engines 
gets used for propulsion, while the rest is lost to engine and drive-train inefficien-
cies and idling. Hybrid vehicles combine power from both a gasoline engine and an 
electric motor that runs off the electricity from a rechargeable battery. The battery 
harnesses some of the energy that would be wasted in typical automobile operations 
(such as energy from braking) and provides power whenever the gasoline engine 
proves to be inefficient and is turned off. 

A hybrid model typically costs around $4,000 more on average than its gasoline 
equivalent because of the battery required for on-board electricity storage and the 
computer control system that regulates use of the electric motor. Offsetting this is the 
fuel savings, due to higher fuel economy. For example, a hybrid vehicle achieving a 
fuel economy of 55 miles per gallon will save $2,340 over the first five years compared 
with an equivalent regular vehicle with fuel economy of 35 miles per gallon, assuming 
the vehicle is driven about 15,000 miles a year and the retail gasoline price is $3 per 
gallon. Hybrids are especially attractive to urban commuters who experience stop-
and-go traffic on a regular basis. 

Hybrids were first introduced in the United States in 2000 when the Toyota Prius 
and Honda Insight entered the market. Since that time, the number of hybrid models 
increased to 15 in 2007, and there could be as many as 40 hybrid models by 2012. 
Sales of new hybrid vehicles increased from less than 12,000 in 2000 to the recent 
peak of about 350,000 in 2007, with the most popular model, the Prius, accounting 
for over 50 percent. In 2008, sales of new hybrid vehicles dropped about 10 percent 
from the 2007 level, likely in large part due to the recent recession. In July 2009, hy-
brid sales as a percentage of total new vehicle sales set a record at 3.55 percent with 
the start of the Cash for Clunkers program. 
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WHat ExPLaIns tHE  
IncrEasE In PoPuLarItY? 
One obvious factor is the recent run-up in gasoline prices. 
For example, the average gasoline price rose from $1.50 to 
$2.60 per gallon in 20 U.S. metropolitan areas between 2000 
and 2006. Arie Beresteanu and I estimate that this increase in 
fuel prices accounts for 37 percent of hybrid sales in 2006. 
If prices had risen to $4 (rather than $2.60) and consumers 
had expected future prices to stay that high, we estimate that 
hybrid sales would have been higher still, by about 65 percent, 
in 2006. And of course, both gas prices and hybrid sales have 
subsequently risen in 2007 and the early part of 2008. 

The Energy Information Administration, for example, 
projects the hybrid share in new vehicle sales to rise pro-
gressively to 17 percent by 2030 as retail gasoline prices rise 
(in real terms) to $3.80 a gallon, and consumers become 
more familiar with the new technology.

The second factor is tax incentives and other forms of in-
centives at federal, state, and local levels. At the federal level, in-
come tax incentives were modest initially: from 2001 to 2005, 
purchases of hybrids were eligible for an income tax deduction 
of $2,000, which amounted to a subsidy of $500 for an indi-
vidual in the 25 percent federal income tax bracket. In 2005, 
the tax deduction was replaced by an income tax credit of up 
to $3,400 a vehicle, with the credit varying based on the sav-
ings in gasoline per mile of the vehicle relative to its gasoline 
counterpart. (If, instead, tax credits were based on differences 
in miles per gallon, this would imply much larger subsidies for 
a given reduction in fuel per mile for small vehicles.)

Not surprisingly, we found that federal income tax deduc-
tions had a very minor effect prior to 2006, explaining less 
than 5 percent of hybrid sales. However, the more generous 
incentives made a bigger difference, spurring some 20 percent 
of hybrid sales in 2006. If tax credits had been twice as large, 
the average hybrid sale would have received a subsidy of about 
$4,700 and, according to our estimates, hybrid sales would 
have been 23 percent greater than their actual sales in 2006. 

However, due to the small market share of hybrids at 
present—just 3 percent of the light-vehicle fleet—the fed-
eral incentive program has had very limited effects on overall 
fuel economy of new passenger vehicles. We estimate that the 
average fuel economy of new passenger vehicles in 2006 is 
barely noticeably higher at 23.2 miles per gallon with the 
program, compared with 23.1 miles per gallon without. Even 
if tax incentives had been twice as large, the average fuel 
economy of the new passenger vehicle fleet would have been 
only a further 0.1 miles per gallon higher. To induce the same 
level of change, a 10-cent gasoline price increase would suf-
fice, without considering its further impact on driving.

Many state and local governments offer their own programs 
such as sales tax waivers, state income tax breaks, access to 
high-occupancy vehicle lanes, and exemptions from parking 

charges. These programs also likely played some role in con-
tributing to hybrid sales. In the context of these state and local 
incentives, a study by Gallagher and Muehlegger (2009) shows 
that up-front sales tax waivers, which are immediate and au-
tomatic at the time of purchase, are much more effective than 
state income tax breaks, which consumers have to understand 
and apply for during the filing of state tax returns.

MoVInG ForWarD 
Federal income tax credit amounts begin to phase out for a 
given manufacturer once it has sold over 60,000 eligible ve-
hicles. The credit ran out for Toyota and Honda in 2007 and 
2008, respectively. In addition to the phaseout rules, the credit 
policy is scheduled to end after December 31, 2010. Is there 
still a case for retaining incentives or offering new policies for 
hybrid vehicle purchases? There exist several arguments for 
government support of hybrid vehicles, including significant 
economies of scale in automobile production, advantages of 
learning by doing on both consumption and production sides, 
failure to fully take into account the fuel saving of fuel-effi-
cient vehicles by consumers, as well as the political difficulty 
of raising gasoline taxes in order to correct for the externali-
ties associated with gasoline consumption. 

Should the incentives for hybrid vehicle purchases be con-
tinued, current research points to several considerations to 
be taken into account in the future. Our analysis shows that 
a flat rebate, irrespective of household income tax liabilities, 
could be more effective than the current income tax incen-
tives. Households with higher tax liability can take greater 
advantage of the income tax credits for hybrids, although they 
may not be as sensitive to such incentives as lower-income 
households with less tax liability. Moreover, a flat rebate pro-
gram would eliminate the uncertainty in the amount of ben-
efit for consumers at the time of purchase. In light of the 
finding by Gallagher and Muehlegger that up-front sales tax 
incentives are more effective than income tax incentives, the 
rebate would likely be more effective if it is applied at the 
time of purchase. 
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73. the outlook for hyDrogen Cars

What is the potential for hydrogen fuel cell cars to reduce U.S. dependence on 
gasoline over the longer term? What technological obstacles need to be overcome 
and policy actions taken before such vehicles could penetrate the U.S. market in 
large numbers?

The U.S. automotive fleet will be dramatically transformed over the next several 
decades as a result of energy and environmental policies being debated right now. 
Reductions in oil imports to enhance energy security and reduce trade balances will 
demand greater use of alternatives to gasoline, as will anticipated requirements to 
reduce carbon dioxide emissions linked to global climate change. Improving the fuel 
economy of current cars is an important first step, but achieving deep cuts in oil use 
and greenhouse gas emissions will require a suite of commercially viable alterna-
tives—not just more efficient vehicles (gasoline-battery hybrids, plug-in hybrids, and 
those powered by fuel cells), but also “decarbonized” fuels, such as renewable biofuels, 
electricity, and hydrogen produced from low-carbon sources.

Thus far, we have seen a “fuel du jour” syndrome—waves of short-lived enthusiasm 
first for batteries, then fuel cells, ethanol, and plug-in hybrids. Now the consensus 
emerging among transportation energy analysts is that a portfolio strategy of options 
is needed to nurture both near-term and longer-term technologies. One of the most 
promising options is hydrogen.

The National Research Council has twice assessed hydrogen as a replacement for 
gasoline in light-duty vehicles. Its 2004 report showed that hydrogen could dramati-
cally reduce oil use and greenhouse gas emissions from light-duty transport by 2050, 
but only if certain technical and transition barriers could be overcome. The 2008 
report (in which we participated) examined a possible transition to hydrogen in de-
tail, offering critical assessments of the timing and resources needed to bring fuel cell 
vehicles (FCVs) into widespread use.

Fuel cells are at the heart of the hydrogen strategy. They are electrochemical de-
vices, akin to batteries, that combine hydrogen and oxygen (from air) to generate elec-
tricity to power a vehicle. The only tailpipe emission is water vapor from the reaction 
of hydrogen and oxygen. Although fuel cell technology has improved substantially in 
recent years, it has not yet achieved the performance and cost goals required for large-
scale commercial production. The chief technical challenges are making fuel cells as 
durable and cost-effective as today’s internal combustion engine, reducing the use of 
costly materials, such as platinum for catalysts, and developing a compact, low-cost 
hydrogen storage system capable of providing a driving range of 300 miles or more.

General Motors, Honda, Daimler, and Toyota are currently introducing precom-
mercial FCVs and hydrogen fueling stations in limited markets, notably California 
and Germany. If technical progress continues at its current pace, FCVs could be ready 
for mass production by 2015. Initial costs would be high but should fall quickly 
as manufacturing volumes increase and vehicles continue to improve. Hydrogen for 
these vehicles can be produced from a variety of energy sources, including fossil fuels, 
renewables, and nuclear energy. In the near term, the most economical approach is to 
manufacture hydrogen from natural gas at individual refueling stations. The projected 
cost is about $1.50 per gallon of gasoline equivalent (figured on a mile-per-gallon ba-
sis), but actual costs would vary with natural gas prices. Eventually, hydrogen could be 
produced at large centralized plants and distributed to refueling stations via pipelines 
or trucks, much like gasoline.
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Most hydrogen today is produced from fossil fuels, which 
release significant amounts of carbon dioxide (CO

2
)—the 

major greenhouse gas (GHG) linked to climate change. Large 
central plants that produce hydrogen from coal could cap-
ture the CO

2
 and permanently sequester it in deep geological 

formations. Such systems are currently in use at four large 
industrial operations in Europe, North Africa, and Canada, 
but their widespread use for climate change mitigation is still 
at least a decade away, pending further developments in tech-
nology and climate policy. Meanwhile, FCVs using hydro-
gen made from natural gas would still reduce overall (“well-
to-wheels”) GHG emissions by half compared with current 
gasoline vehicles, largely through gains in overall efficiency. 
Production of hydrogen from biomass also is advancing and 
could be competitive by the mid to late 2020s. In the longer 
term, carbon-free renewables, such as wind and solar energy, 
might be harnessed for hydrogen production via electrolysis 
of water.

Development of the hydrogen refueling infrastructure is 
another critical step. Current strategies, developed in close 
coordination with vehicle manufacturers, focus on targeted 
introduction of FCVs and hydrogen infrastructure in Los An-
geles, New York, and Houston.

The number of hydrogen-fueled vehicles on U.S. roads by 
2020 might be no more than about 2 million, out of an es-
timated vehicle population of 280 million. This assumes that 
mass production of FCVs gets under way around 2015, all 
technology goals are met, and FCVs rapidly gain market share, 
reaching 10 percent of new car sales by 2020. Under such 
favorable conditions—requiring government support during 
the transition period—hydrogen cars could become com-
mercially competitive by about 2023. The number of vehicles 
could then grow rapidly, to 60 million in 2035 and 220 mil-
lion in 2050—some 60 percent of the future fleet.

In this “maximum practical” scenario, after about 2035, 
hydrogen cars should reduce oil use and greenhouse gas emis-
sions more than near-term technologies, like advanced inter-
nal combustion engines and hybrids, or expanded use of bio-
fuels. The speed of deployment of hydrogen cars is uncertain, 
however: it depends on how soon technological obstacles are 
overcome, how fast competing technologies develop, and how 
quickly consumers embrace a new type of vehicle with an 
initially limited network of refueling stations.

Any significant market penetration of hydrogen vehicles 
in the next decade or so will require substantial, sustained, 
and coordinated public support. First, research and develop-
ment will cost $16 billion through 2023. About a third would 
be government funding of basic and applied research, with 
the remaining funds from the private sector. Current public-
private spending for hydrogen and fuel cell R&D totals about 
$1 billion per year.

Second—and far more challenging—is the need for gov-

ernment support of FCV production during the transition 
period, when hydrogen cars cost more than gasoline counter-
parts. Mass production of new vehicles is essential for lowering 
unit production costs, but manufacturers will not mass-pro-
duce a new vehicle unless they ultimately expect to profit. An 
estimated $40 billion in government support will be required 
for incremental vehicle costs (e.g., vehicle purchase subsidies) 
until FCVs become competitive, around 2023.

An additional $10 billion is needed to share the cost of ini-
tial investments in hydrogen infrastructure, mainly at existing 
gasoline stations. Longer-term investments in infrastructure 
would be more sizable but would be borne by the private 
sector as FCVs gain acceptance.

Overall, then, the total government investment needed to 
accelerate a transition to hydrogen cars is roughly $55 billion 
over the next 15 years. This averages to $3.7 billion per year, 
similar to current government subsidies for other transporta-
tion fuels, such as ethanol. Note, however, that this support 
for hydrogen R&D, incremental vehicle costs, and early in-
frastructure would not guarantee success: remaining technical 
and consumer acceptance hurdles must still be overcome.

Finally, to realize the long-term environmental benefits of 
hydrogen and reduced oil use, government policies to limit 
greenhouse gas emissions also are essential. These might in-
clude a carbon tax, a cap-and-trade program, or performance 
and portfolio standards. The point is to ensure that hydrogen 
is produced with minimal or no greenhouse gas emissions.

Given the uncertainties facing all automotive technologies, 
neither hydrogen nor any other option should be considered 
a ”silver bullet.” A portfolio approach including sustained fuel 
economy improvements, a rapid phase-in of renewable bio-
fuels, plus an aggressive introduction of hydrogen fuel cell ve-
hicles could, by 2050, reduce gasoline use to virtually nothing 
and cut carbon emissions by 90 percent, compared with busi-
ness as usual. Hydrogen would play a major role in achieving 
this outcome. Clearly, a wise national strategy should include 
vigorous support for hydrogen cars as part of a national port-
folio of promising transport options.
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74. useful lessons from  
CalIfornIa’s exPerIment  
wIth CongestIon PrICIng

The world’s first high-occupancy toll (HOT) lane, which allows drivers of single-
occupancy vehicles to pay a toll to join high-occupancy vehicles on a fast-flowing 
freeway lane, was introduced on SR 91 in California in 1996. This pricing policy 
could be a better approach than pricing all freeway lanes.

December 2008 marked the 12th anniversary of the 91 Express Lanes, the world’s 
first high-occupancy toll (HOT) or express toll lanes. A private consortium, operating 
under a 35-year concession, added four lanes to SR 91, one of Southern California’s 
most congested freeways. Carpools with three or more passengers could use the new 
lanes at half price; all other cars (no trucks were allowed) would pay a toll set high 
enough to ensure high-volume but uncongested traffic flow at all hours.

Congestion pricing has turned out to work very well. Initially, the combination of 
added capacity on SR 91 and the fact that many vehicles switched to the new lanes 
yielded significant reductions in peak-period congestion on the regular or general 
purpose lanes (in addition to free-flow conditions in the express lanes). But after about 
five years, enormous growth in traffic in this commuter corridor led to the return of 
serious congestion in the general purpose lanes. The concession agreement included a 
rigid noncompete clause, preventing the addition of any more general purpose capac-
ity. This was at the insistence of financiers, who saw huge risk in toll lanes that had 
“free” competition literally right alongside. This situation proved politically untenable, 
leading to the purchase of the express lanes by the Orange County Transportation 
Authority (OCTA) seven years after they had opened to traffic.

It was hoped by many (who didn’t understand congestion pricing) and feared 
by others (who did) that the agency would be under irresistible political pressure to 
reduce the gradually escalating peak-period toll rates on the lanes. To their credit, 
OCTA did just the opposite. Recognizing that correct pricing was the only way the 
lanes could deliver the promised benefit of a reliable, uncongested trip, they depoliti-
cized the toll-adjustment process. Planners created an algorithm that uses measured 
traffic density in the express lanes, hour by hour, seven days a week. For any one-hour 
time block during peak travel times—where set traffic conditions are at risk of be-
coming more congested, as measured over a 12-week period—the toll rate for that 
time block is increased accordingly. The adjustment process also checks for under-use 
and permits automatic downward adjustments.

As of this writing, the maximum morning peak toll for the express lanes is $4.20. 
In the afternoon peak, when demand is much heavier, the maximum rate (for a single, 
one-hour period on a Friday afternoon) is $10. For most of the weekday afternoon 
rush hour, tolls are in the $5–$9 range. The minimum charge during off-peak hours 
is $1.20.

The success of the well-studied 91 Express Lanes has sparked a boom in congestion 
pricing, encouraged by permissive language in successive federal transportation reau-
thorization bills and, especially recently, by incentive programs like the U.S. Depart-
ment of Transportation’s Urban Partnership Agreement competition. HOT lanes are 
in operation in six metro areas and under development in half a dozen others. Many 
pricing advocates argue that while express toll lanes may be a good introductory 
measure, the real goal should be to price all lanes on all freeways, at least during peak 
periods. But recent research suggests that this may not be optimal.

Kenneth Small and others (2006) have documented the enormous variation 
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among different motorists in their willingness to pay for driv-
ing in high-speed lanes; in general, those with higher income 
or wages are willing to pay more to reduce their commute 
times and lower the risk of being late for work or other ap-
pointments. This variability in willingness to pay among driv-
ers has important implications for road pricing policies. For 
one thing, it makes economic sense to charge different tolls 
on different lanes of a freeway, rather than imposing the same 
toll across all the lanes. Differentiated tolls allow motorists to 
choose which combination of low-toll/low-speed or high-
toll/high-speed lanes they prefer. 

Moreover, motorists who place relatively little value on 
travel time savings may be hit especially hard when their only 
choice is to drive on the freeway and pay a toll, or not use the 
freeway at all. In fact, a uniform toll imposed on all freeway 
lanes with no exemptions may actually do more economic 
harm overall than good, compared with a baseline situation 
with no freeway pricing at all. If policymakers are concerned 
about avoiding excessive burdens on low-income motorists, 
Small and his colleagues suggest that the best policy compro-
mise might be to have freeway lane alternatives with high and 
low tolls, and with exemptions for high-occupancy vehicles 
in the low-price lane.  Even in this case, the gains over simply 
pricing one lane and leaving the adjacent lanes free of charge 
may not be that great. 

In related work, Elena Safirova and colleagues (2004) have 
studied the conversion of existing high-occupancy vehicle 
(HOV) lanes in the metropolitan Washington, DC, area to 
HOT lanes. This appears to represent a win–win policy in 
several respects. Drivers of single-occupant vehicles are better 

off as they can now choose to drive in the faster, premium 
lane, if the travel time savings more than compensate them 
for the toll. Drivers who choose to remain on unpriced lanes 
adjacent to the HOT lane also benefit from reduced conges-
tion on that lane as some drivers switch to the premium lane. 
And the government benefits from obtaining a new source of 
transportation revenue.

Based on these results, urban transportation planners 
should feel confident about moving forward with politically 
feasible plans for networks of HOT lanes, rather than holding 
out for the politically difficult (and socially dubious) goal of 
pricing all lanes.
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75. CongestIon PrICIng 
Lessons from London 

London’s area licensing program is arguably the most important pricing scheme to 
address urban traffic congestion to date. What lessons might be learned by policy-
makers considering similar programs for other cities like New York? 

Congestion is steadily increasing on city streets around the world, imposing a 
heavy cost on urban economies that depend on rapid, reliable movement of people 
and goods. In the United States alone, the Texas Transportation Institute has calculated 
that traffic delays cost $78 billion a year in wasted time and fuel. Taking account of the 
additional costs of doing business, lost productivity, and unrealized business revenue 
means that the overall cost of congestion is much higher, as shown in a recent study 
of congestion in New York City. 

Theoretically, economics provides a solution: put a price on congestion paid by the 
people who contribute to it. There are other ways of trying to deal with congestion, 
such as building new roads, regulating parking, or subsidizing public transportation, 
each of which has its role. But only congestion pricing creates the right incentives 
when individuals are deciding whether, when, and how to travel. The idea has been 
under discussion for decades, but does it actually work in practice? Over the past sev-
eral years, London has demonstrated that indeed it can. 

But London’s experience also makes clear the conditions that a city and its leader-
ship must meet if congestion pricing is to be effective and, as in London, popular. 

The first condition is a level of public and business concern about the costs of con-
gestion that puts the problem well up the political agenda. By the end of the 1990s, 
average speeds in central London were below 10 miles per hour throughout the day 
and commuters into London spent almost 30 percent of their time stationary during 
peak periods. In public opinion surveys, public transport and congestion outranked 
crime as the most important problems requiring action.

Congestion pricing takes strong political leadership. Ken Livingstone, a high-pro-
file London political figure since the 1980s, ran for mayor in 2000 on a platform that 
emphasized congestion charging. In the United States, New York seriously consid-
ered, though in the end rejected, a similar pricing scheme.

To maintain public support, a successful program also needs competent administra-
tion and tight enforcement. After he came into office, Livingstone spent two years on 
careful planning and extensive public consultation. The London Congestion Charge 
was designed as an area license (or “day pass”) scheme. The charging zone, initially an 
area of eight square miles traditionally defined as central London, was almost doubled 
in size in early 2007, when it was extended westward to include Kensington and 
Chelsea. The zone is defined by a ring of roads that provide alternative routes for 
through traffic, at no charge. For those who cross the boundary, the cost was originally 
set at five pounds (about $10) a day, with zone residents entitled to a 90 percent dis-
count on weekly, monthly, or annual payments. In 2005, the rate was raised to eight 
pounds (about $16). 

The border is enforced by video cameras, which were already common in London. 
Concerns about civil liberties had been diminished by the cameras’ effectiveness in 
reducing street crime. The cameras read vehicle license plates, and a computer matches 
them against a list of those who have paid and those exempt (which, in London, 
includes emergency services vehicles, taxis, buses, low-emissions vehicles, and all two-
wheelers). Those who haven’t paid are sent a penalty notice that includes a picture of 
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their car in the charging zone. The detection rate is around 90 
percent, and because the minimum penalty for violation is six 
times the cost of compliance, evasion is unlikely to pay. 

The impact of the scheme exceeded expectations. In the 
first year of the charge, traffic delays in London dropped by 30 
percent, journey time reliability increased by 30 percent, and 
average speeds rose 17 percent, reflecting a sharp fall in traffic 
jams at intersections (the time spent traveling at speeds less 
than 6 miles per hour decreased by one-third). The charge also 
changed who was using the roads: private car trips dropped 
by 34 percent and trucks and vans by 5 to 7 percent, but bus, 
taxi, and bike trips all rose sharply. The overall impact was a 
noticeable improvement in traffic conditions. 

The London experience has also shown that it’s possible—
and important—to spread the benefits of congestion pricing 
widely. By committing to plow all the revenues raised by the 
congestion charge into public transportation improvements, 
London has ensured that congestion pricing didn’t just im-
prove mobility for car drivers who can pay the charge (the 
“Lexus lanes” problem), but also increased access to the city 
center for everyone. Innovative policies, such as the popular 
mass bike-share program in Paris, can also help to spread the 
benefits. 

In fact, the shift from cars to buses outstripped predictions. 
Inbound bus passenger numbers increased 37 percent in the 
first year, about half of whom had previously traveled by car. 
This increased the bus share of incoming passengers to almost 
10 percent, with most of the remaining passengers split evenly 
between rail and subway. A key reason for the surge in bus 
passenger numbers appears to be the “virtuous circle” for bus 
transport that can result from congestion pricing (Small 2005). 
The higher cost of rush-hour car trips and increased bus travel 
speeds, due to reduced congestion, result in increasing passen-
ger numbers and falling average costs—which, in turn, lead to 
improved service levels and lower fares that stimulate further 

shifts to public transport and additional reductions in conges-
tion. With one million people traveling into midtown and 
downtown Manhattan every day by private car, the potential 
for a virtuous circle in New York—should congestion pricing 
ultimately become a reality—is evident. 

But London also offers a warning. Because congestion 
pricing has been more successful than Mayor Livingstone ex-
pected, it has brought in less revenue—a problem that was 
compounded by setup and running costs that far exceeded 
expectations. Tight control of costs is essential if the increased 
investment in mass transit and other transport alternatives nec-
essary to make the scheme successful are to prove sustainable. 

The central lesson of London’s great experiment appears 
to be that congestion pricing will get and keep public support 
only if it is part of a larger congestion management strategy 
that improves public transportation. And it will work only if 
the impact of the scheme is highly visible and the benefits are 
spread widely.
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76. has the tIme Come for  
truCk-only toll lanes?

Policymakers are increasingly interested in the idea of charging heavy-duty trucks 
by the mile for road use. What are the pros and cons of these types of tolls, and 
should trucks have their own freeway lanes?

Traffic congestion imposes a direct cost on U.S. freight transporters of $7.8 billion 
per year, according to the Federal Highway Administration. Recurring bottlenecks 
accounted for about 40 percent of total delays; the rest can be attributed to random 
sources of congestion such as accidents and roadwork, which upset delivery schedules 
and inflict a higher cost per hour of delay than recurring congestion. Truck traffic is 
growing more quickly than light-vehicle traffic, and trucking is expected to remain the 
dominant mode of freight transport. Is it time for dedicated truck-only toll lanes?

The potential advantages of truck facilities have not gone unnoticed. Proposals for 
truck-only toll lanes or truck tollways have appeared in California, Florida, Georgia, 
Texas, and Virginia. In 2002, Texas developed a plan to build a 4,000-mile Trans-Texas 
Corridor comprising rail lines, utility right-of-ways, and highways with separate toll 
lanes for trucks and passenger vehicles. However, in the face of stiff opposition from 
environmentalists and private landowners, the project has been scaled back. Another 
proposed project, the I-70 corridor, would span Missouri, Illinois, Indiana, and Ohio. 
Truck-only corridors connecting the United States and Canada, and truck-only road 
networks in Britain, Italy, and the Netherlands have also been studied.

PotEntIaL BEnEFIts anD DIsaDVantaGEs
Dedicated truck-only facilities have several potential benefits. By adding road capacity, 
new facilities will relieve congestion and make deliveries quicker and more predictable. 
And by drawing trucks off existing roads, light vehicles will benefit too. Segregating 
light and heavy vehicles on existing roads could facilitate traffic because they differ in 
size, acceleration, and maneuverability and therefore get in each other’s way. However, 
on multilane highways without barrier separation, there are trade-offs among average 
speed, lane speed differentials, frequency of lane changes, and fuel consumption.

Similar considerations determine whether segregating cars and trucks would re-
duce accidents. Overall accident rates per vehicle mile traveled are lower for trucks 
than cars, because professional truckers tend to be better drivers, and the actions of 
truckers are easier to predict than those of “four-wheelers.” However, the risk of a 
fatality is greater in multivehicle accidents involving trucks, and these fatality risks are 
primarily borne by light-vehicle occupants. Surveys indicate that car drivers would be 
willing to pay to avoid sharing the road with trucks.

Truck-only toll facilities also generate revenue, which is becoming a priority for 
building new capacity and rehabilitating existing roads as the Federal Highway Trust 
Fund goes into deficit. A final and potentially significant advantage from building 
dedicated truck facilities is that it could reduce long-run infrastructure costs. Trucks 
require higher road-design standards than do light vehicles. By restricting trucks to 
part of the road network, the remainder could be built to a lower standard. (For ex-
ample, lanes could be restriped from 12 feet to 10 or 11 feet, increasing capacity if 
additional lanes can be squeezed in on urban expressways.)

Obviously, truck-only facilities also have disadvantages. Building new infrastructure 
is expensive, and continuous rights-of-way may be unavailable. It is impractical—if not 
impossible—to segregate cars and trucks on all roads leading to and from dedicated 
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truck facilities. Perhaps most important, because capacity is 
imperfectly divisible, it is not generally possible to allocate it 
between light and heavy vehicles in ideal proportions. Even a 
single dedicated truck lane is not cost-effective if trucks com-
prise a small fraction of traffic.

accEss rEstrIctIons anD toLLs
Truck-only toll facilities embody access restrictions and tolls. 
To understand their respective roles, it is useful to consider a 
simple road network. The corridor in which truck-only facili-
ties can be established comprises two parts, “road 1” and “road 
2,” each consisting of either a separate right-of-way or one 
or more traffic lanes (possibly barrier separated) of the same 
highway. Road 1 has a greater capacity than road 2. There are 
also untolled alternative routes that may not be designed to 
handle heavy vehicles.

Access restrictions and tolls can be used to pursue three 
goals:

to distribute light and heavy vehicles (henceforth “lights” •	
and “heavies”) that use the corridor efficiently between 
road 1 and road 2,
to distribute lights and heavies between the corridor and •	
alternative routes, and
to generate revenue.•	

These goals may be at odds; for example, imposing high 
tolls on the corridor to generate lots of revenue may increase 
congestion on alternative routes. Even in this simple setting 
there are many options. Lights and heavies can each be al-
lowed to use both roads or be restricted to one. And tolls may 
or may not be levied on each vehicle type on each road. Ac-
cess restrictions alone generally do not meet any of the three 
goals because they do not generate revenue and they are an 
imperfect instrument for allocating traffic between the cor-
ridor and alternative routes. They allocate traffic efficiently 
within the corridor only if it is optimal to segregate lights and 
heavies onto separate roads. Heavies can be allocated to either 
road 1 or road 2, but in either case, road capacities are unlikely 
to be ideally proportioned to handle the equilibrium volumes 
of lights and heavies.

Tolls, on the other hand, do generate revenue, although 
it may fall short of paying the full capital cost of new infra-
structure. Tolls are also more effective than access restrictions 
because they offer a continuous, rather than discrete, degree 
of control. But they do have limitations. Tolls cannot influence 
all margins of driver behavior such as weaving between lanes 
and driving speed. And shippers may impose constraints on 
delivery times that prevent truckers from shifting to off-peak 
hours in response to peak-period tolls.

Light and heavy vehicles differ in characteristics such as 
size, weight, safety, and emissions, and so to price road use 
efficiently, tolls have to be differentiated by vehicle type and 
route. Today, tolls can be differentiated by number of axles. 
Technological advances may soon permit tolls to be set in real 
time according to vehicle or axle weight, emissions, and other 
characteristics of the vehicle or driver.

ProsPEcts
Assessing the merits of truck-only toll facilities is challenging. 
For new facilities, there are many design considerations: loca-
tion, length, numbers of lanes and lane width, pavement thick-
ness, entrances and exits, speed limits, services such as truck 
stops and refueling stations, and so on. Owner-operators and 
private carriers differ in the values they place on travel time 
and reliability and have shown different propensities to use 
toll roads. Toll road volumes have often been overestimated, 
sometimes by wide margins. Much of the trucking industry 
remains skeptical of road pricing as a way to relieve conges-
tion and finance transportation infrastructure.

Nevertheless, the long-term outlook for truck-only toll 
facilities appears promising. Transportation planners are grap-
pling with growing funding shortfalls for highway spending 
caused by improving vehicle fuel economy and the erosion of 
real fuel tax rates due to inflation. Truck-only toll lanes offer 
a new revenue source, while also complementing the increas-
ing interest in charging motorists by the mile through GPS 
or other electronic metering, to better address the broader 
social costs of transportation from congestion, pollution, and 
accidents.
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77. usIng the PrICe system  
to reDuCe aIrPort CongestIon

Flight delays are increasingly common as growth in demand for air travel outpaces 
airport capacity expansion. How might pricing policies address airport congestion, 
and to what extent, if any, should fees be adjusted when hub airports are domi-
nated by one carrier with market power?

Driven by the growth in demand for air transportation, flight volumes at many 
major U.S. airports have increased sharply in recent years. Since the flight capacity of 
airports has hardly changed, the increase in traffic volume has led to more and longer 
delays, a trend well documented in newspaper stories and the evening news. In 2007, 
24 percent of flights arrived late, up from 15 percent in 2003. 

What measures are appropriate for handling airport congestion? Building more 
capacity is one option, and some capacity expansion will surely be needed despite 
its high cost as traffic expands. Another response is to cut flight volumes through di-
rect government intervention in airline scheduling decisions, as the Federal Aviation 
Administration (FAA) did at Chicago’s O’Hare Airport. A more systematic approach 
relies on a “slot” system, where airlines cannot schedule flights as they please but must 
instead acquire landing or takeoff slots, issued by the airport, in order to operate. Such 
a system of “slot constraints” has been used at four major U.S. airports and is de ri-
gueur in Europe.

A problem with such quantity controls is that, while they may relieve conges-
tion, they do not guarantee that the available slots are used for the best purposes. For 
example, airlines may use peak-hour slots to operate smaller aircraft than would be 
desirable. While slot trading among airlines helps to achieve the highest and best use of 
slots, frictions in the trading process may still leave room for inefficiencies.

A better way to ensure efficient use of scarce runway capacity is to rely on the 
most basic economic pricing principle: make airlines pay the marginal cost of using a 
congested airport. If an airline decides to land under congested conditions, it incurs 
extra operating costs while subjecting its passengers to additional time costs, and it will 
take both of these costs into account. But the presence of congestion means the extra 
flight also increases operating and time costs for all other flights using the airport, and 
these impacts are also part of marginal cost. A condition for efficient use of congested 
runway capacity is that the full marginal cost, including the cost imposed on other 
airlines, must be internalized (taken into account) by the carriers.

But would an airline in fact internalize these costs in deciding whether to operate 
an extra flight? This question has been much debated among airline economists, lead-
ing to the usual answer: it depends. If each airline serving the airport has a relatively 
large presence, operating a substantial number of flights, then each carrier will under-
stand that its scheduling decisions affect the overall level of congestion. Moreover, car-
riers will play a scheduling game with one another, with each airline setting its flight 
volumes to maximize profit, taking account of airport congestion as well as scheduling 
choices of the other carriers. In this situation, each airline will partially internalize 
congestion, taking into account the congestion it imposes on itself (additional delays 
for all its other flights) in deciding whether to schedule an extra flight. However, since 
the airline will ignore the congestion imposed on other carriers, marginal costs are 
only partially internalized.

The answer to the internalization question is even less favorable when the big 
players at the congested airport coexist with a competitive fringe, a collection of air-
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lines that individually operate only a few flights. These airlines 
could be carriers that are large overall but only have a small 
presence at the congested airport. Rather than being equal 
players, the fringe carriers follow the lead of the big airlines, 
adjusting to their behavior while having no individual impact 
on the overall level of congestion.

In the presence of a competitive fringe, partial internaliza-
tion of congestion is eliminated. If large carriers restrict their 
flight volumes to limit self-imposed congestion, the fringe 
carriers would simply fill the gap, leaving overall congestion 
unchanged. Therefore, each big carrier’s incentive to take ac-
count of self-imposed congestion is neutralized, and partial 
internalization disappears. The FAA observed exactly this kind 
of “gap-filling” behavior after persuading United and Ameri-
can Airlines to cut their flight volumes at O’Hare Airport. 

Since internalization of congestion is either partial or non-
existent in these two cases, policy intervention is required. 
Congestion pricing, which makes airlines pay for the con-
gestion they fail to internalize, is an attractive option. Daniel 
(1995) calculated congestion charges for the Minneapolis–St. 
Paul airport, assuming that the competitive-fringe model (and 
the absence of internalization) is realistic. He found that the 
congestion charge for each flight should equal about $1,000 
(in 2007 dollars) on average during the day. But once the 
charges have had their intended effect of reducing congestion 
by shifting flights to off-peak hours, the average charge would 
fall to approximately $360. With partial internalization, con-

gestion charges would have somewhat smaller magnitudes. 
But regardless of which case applies, some level of congestion 
pricing would be required at most large airports. 

Unlike pouring concrete for more runways, congestion 
pricing is virtually costless to implement, and by reducing 
peak traffic volumes, it will make our airports seem magi-
cally larger. While airlines strongly oppose congestion pricing, 
the industry seems not to recognize that congestion charges 
can replace the current weight-based system of landing fees. 
With fees dropping to zero in off-peak hours, reflecting the 
absence of congestion, the carriers’ overall costs need not rise 
by much. In any case, peak-hour congestion charges are likely 
to be passed on to passengers, widening the current differen-
tial between peak and off-peak fares and generating the traffic 
shift toward less-congested hours.
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78. DelayeD
Is Privatizing America’s Airports the Answer?

The United States relies on public ownership and heavy regulation of its airports 
and air traffic control system to address flight delays, carrier competition, and air-
line safety. How might steps to liberalize this regulatory system help passengers 
get to their destinations at lower cost and with fewer delays?

We all know the personal cost of flight delays and airport security: the missed con-
nections, the hassle of going through screening, the annoyance of having to show up 
so far in advance of the scheduled departure time. In aggregate, in the United States 
alone, those costs are estimated at $40 billion annually. Meanwhile, ticket prices keep 
rising, and periodic reports of breaches of security—the grad student whose fake 
boarding pass goes undetected, the planted weapons that screeners don’t see—under-
mine public confidence in the system. Is there a remedy?

Air travelers seek value—convenience, price, and safety. In theory, aviation infra-
structure policy should reduce travel delays, facilitate competition, and keep flying 
safe, all at the least possible cost. What we see instead is the failure of publicly owned 
and managed airports and the federal air traffic control system to introduce innova-
tion—a failure that arises from the paucity of economic incentives and the multitude 
of institutional and political constraints. Certainly there are lessons to be learned from 
the efforts of other countries to restructure their airport systems to better address 
these issues.

The key to reducing delays efficiently is to rid the system of its major inefficiencies 
and to institute policies that enhance airline system performance:

Air travel could be safer and faster if ground-based radar systems were replaced •	
with more accurate satellite communications. Travel time would be reduced be-
cause planes could fly closer together and take the most direct routes. 
The price of air traffic control services should reflect the marginal costs that a •	
given flight imposes on the system, including delay costs to other users. The cur-
rent ticket tax that funds air traffic control, however, bears little relationship to 
those costs and therefore does not reduce congestion. 
Runway pricing should be based on an aircraft’s contribution to congestion in-•	
stead of on its weight or arbitrary quantity controls, like takeoff and landing slots. 
Replacing inefficient administrative solutions with a potentially efficient market 
solution would redistribute traffic both temporally and spatially, reducing delays. 
Funding for new runways and terminals should be based on market-derived, ra-•	
tional assessments of which airports would benefit most from additional runway 
investment, rather than determined by political forces. 
Service could improve and fares fall if restrictions that prevent carriers from using •	
certain airports or gates were removed. Travelers are worse off when incumbent 
carriers are permitted to slot new entrants into gates only at inconvenient times 
and locations or at excessive cost, or are able to prevent them from gaining access 
to gates altogether. 
Innovative solutions to thwarting terrorism may exist but are not likely to emerge •	
in a government bureaucracy like the Transportation Security Administration. 
Israel has prevented problems by identifying suspicious passengers, for example, 
and private security firms provide effective but subtle security for millions in the 
Las Vegas casinos. One very cost-effective approach in aviation was installing bul-
letproof cockpit doors, which the airline industry did for a mere $500 million.
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Although air travelers are painfully aware of the subopti-
mal service provided by U.S. aviation infrastructure facilities, 
regulations and political forces have made reform extremely 
difficult. The Federal Aviation Administration lacks organiza-
tional independence and is prevented by Congress and the 
administration from using its resources more efficiently. Peak-
period pricing for air traffic control, for example, was blocked 
by pressure from owners of corporate jets. Political pressure is, 
in fact, the primary cause of misallocated FAA expenditures, 
and ineffective management is impeding development and 
implementation of the satellite tracking system, which will 
consolidate air traffic control facilities. Any effort to replace 
current funding mechanisms is seen as the first step to taking 
air traffic control out of the congressional funding process—
and taking power away from lawmakers.

Predictions of continued growth in air travel make in-
novation imperative, but improvements won’t happen under 
the current system: only privatization of the nation’s aviation 
infrastructure is likely to result in constructive reform. Oper-
ating in a more competitive environment, privatized airports 
and air traffic control would have incentives to improve ser-
vice and reduce the cost of operations while maintaining the 
nation’s outstanding safety record. Privatized airports could 
even facilitate greater competition among airlines that would 
lead to lower fares.

Though privatization may appear a drastic and potentially 
risky solution, examples from other countries already exist—
right next door, even. To increase investment in airport infra-
structure without government funding, Canada quasi-priva-
tized its airports in the mid-1980s and transferred them to 
locally based, not-for-profit authorities. The country’s biggest 

airports then built additional runways and terminals, thereby 
reducing congestion.

Australia and New Zealand began privatizing their major 
airports in the late 1990s, specifically to sharpen incentives 
for efficiency, and lightened their regulation. Today, the prices 
charged to airlines are high but well below monopoly levels, 
and the airports are considered to perform well.

The United Kingdom’s airport infrastructure is now main-
ly private. Although regulatory burdens persist, air traffic con-
trol services are provided by a public-private organization that 
took over from a public agency in 2001.

China went from a paramilitary organization to a system 
of local control of airports, a liberalization that contributed 
to dramatic growth in air traffic, raised airline productivity, 
heightened competition, improved air safety, and increased 
investment in infrastructure.

None of those systems work perfectly, but the examples 
prove that far from having an adverse effect on aviation system 
performance, privatization has much to offer. Taken together, 
the experiences of other countries are a playbook of potential 
solutions that U.S. policymakers can adapt to American cir-
cumstances. Just ask any road warrior: anything that promises 
better value in air travel—more convenience, lower prices, 
and an even higher level of safety—is worth a look.
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79. teleCommutIng
What Is It Good For? 

Telecommuting has never really fulfilled the hopes of its early advocates. Why has 
it been slow to catch on, and how might it potentially help alleviate pollution and 
congestion? Should the government sponsor programs to promote telecommuting? 

When the phenomenon of telecommuting appeared on the horizon in the 1970s, it 
seemed to be a godsent panacea. For employees, it promised more time to spend with 
their families and lower commuting costs. For employers, it dangled the reduction of 
real estate costs and utility bills and an ability to retain and recruit better employees by 
using the telecommuting option as a fringe benefit. For society as a whole, telework 
promised reduced auto trips, less road congestion, lower energy consumption, and 
cleaner air. Telecommuting seemed to be a win–win solution to everybody, and all it 
required was a steady growth in information-type jobs and perhaps better phone lines. 
According to some estimates, by the year 2000, 50 percent of the U.S. workforce was 
supposed to telecommute. And all that government seemingly had to do was educate 
both employers and workers about telework and its benefits. 

Fast forward to the 21st century. Although the percentage of workers who tele-
commute has been steadily increasing, it is way lower than what was predicted in the 
1970s (according to different estimates, anywhere between 10 and 45 million of U.S. 
workers telecommute at least once a year, but only a small fraction telecommute at 
least once a week). At the same time, information technology has undergone sig-
nificant transformation and is now far more advanced than in the wildest futuristic 
dreams of the past decades. 

LIMItatIons to tELEcoMMutInG
It turns out that the great virtues of telecommuting are often offset by less desirable 
features. Combining telecommuting and caring for small children at home frequently 
proved to be impractical and was opposed by most employers. For some employees, 
telecommuting removed the boundary between work and leisure and increased work 
stress levels. For others, telecommuting has lead to feelings of isolation and lack of 
social interaction with coworkers. Last but not least, telecommuting tends to reduce 
workers’ visibility in the organization and is likely to decrease their promotion po-
tential.

Employers also found that managing a telecommuting workforce can be quite 
challenging, especially when worker productivity is hard to measure. When a telecom-
muter works at home once a week or less, realizing sizable real-estate and utility sav-
ings turned out to be quite hard. Also, institutional implementation of telecommuting 
programs and resolving issues related to workplace safety at home place additional 
burdens on employers and make promoting telecommuting much less attractive.

Finally, the benefits for the society as a whole don’t seem to be as desirable as hoped 
for. My early research has shown that in the long run, the presence of telecommuting 
options is likely to make our metro areas larger and more congested than before. In 
essence, there is an “induced demand” effect—when an opportunity to telecommute 
arrives and some workers in the metro area start telecommuting, roads become less 
congested and attract new workers to the urban area until congestion climbs up to 
the original levels again. Just as we cannot build our way out of road congestion, we 
cannot telecommute our way out of it either.

Although in the long run, the prospects for telecommuting to reduce traffic 
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congestion are bleak, in the short run there could be some 
room for reduction in vehicle miles traveled (VMT), traffic 
congestion, and air quality. That said, the exact environmental 
and transportation benefits of telecommuting remain an open 
question. For one thing, research studies have shown that 
when telecommuters work at home, they are more likely to 
make more nonwork trips, thus eroding overall VMT reduc-
tions. Also, our research has demonstrated that telecommut-
ers are more likely to drive newer cars than the population 
in general, and therefore emissions reductions from reduced 
commuting would be lower than expected. 

GoVErnMEnt InItIatIVEs  
to ProMotE tELEcoMMutInG
Although the majority of U.S. states have some policy regard-
ing telecommuting, most of them concern either provision 
of information and educational resources to employers inter-
ested in starting telecommuting programs or telecommuting 
programs for state employees. With a few exceptions, such as 
the Oregon Department of Energy program that offers tax 
credits to employers with significant percentage of telecom-
muting workers, states do not provide additional incentives 
for telecommuting.

For metropolitan planning organizations (MPOs), the goal 
of most telecommuting initiatives these days is not fighting 
congestion, but improving air quality, especially in the areas 
of nonattainment. Many MPOs assume that some fraction 
of employees in their area will work from home a certain 
number of days per week, thus reducing the number of work 
trips and attained emissions. However, the U.S. Department 
of Transportation recently announced its new comprehensive 
national strategy to reduce congestion on the nation’s roads.  
Metropolitan areas would commit to pursuit of aggressive 
strategies under the umbrella of “Four Ts”—tolling, transit, 
telecommuting, and technology. The goal is to use all strate-
gies simultaneously to achieve the best results. How well these 
various measures work together is not well understood; for 
example, promoting telecommuting can potentially under-
mine other alternatives, such as public transit and carpools, 
and vice versa.

The most recent attempt to institute national telecommut-
ing policy occurred in the spring of 2009, when the Telework 
Improvement Act of 2009 (HR 1722) was introduced in the 
House of Representatives. The bill would require govern-

ment agencies to develop a program allowing employees to 
telework at least 20 percent of every two-week work period. 
A counterpart bill in the Senate, the Telework Enhancement 
Act (S 707), has won the approval of the Senate Homeland 
Security and Governmental Affairs Committee in May 2009, 
but is still pending. Unlike other policy attempts, the tele-
work bill is driven more by national security concerns than 
by transportation and environmental goals and affects only 
federal employees.

At the same time, in order to promote telecommuting, a 
dedicated telecommuting policy is only one strategy among 
many. People’s propensity to telecommute very much depends 
on their industry and type of work, and therefore targeting 
particular industries may be a better strategy. Because many 
telecommuters depend on communications technology that 
allows them to move large amounts of data between home 
and office, a national broadband policy would increase In-
ternet capacity and therefore also boost telework. Telecom-
muting also rises with education level, and so government 
policies that encourage higher education, such as student loan 
programs, could have a corollary effect here as well. 

Should the government be encouraging telecommuting 
through these types of programs? Although we lack the evi-
dence to answer this question definitively, any transportation 
benefits from telecommuting policies are probably modest at 
best. If local governments are serious about reducing urban 
traffic congestion, there is no way around an inconvenient 
truth: the most effective way to do it is to charge motorists for 
using scarce road space during rush hour.
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80. DeClInIng traffIC fatalItIes 
Lessons for Developing Countries?

As countries have developed over time, they have experienced a pattern of initially 
rising, then peaking, then declining traffic fatality rates. What might be some pos-
sible explanations for the downturn in fatalities, and what are the lessons for poor 
countries currently in the stage of rising accident risks?  

As industrial countries have developed over time, there has been a clear inverted-U 
relation between the incidence of traffic fatalities and per capita income (a similar pat-
tern is often observed between pollution and per capita income). The initial, positive 
association between fatality rates and development is straightforward to explain—as 
motorization takes off, more pedestrians become exposed to the risk of being hit, 
while occupants of one vehicle are more likely to be involved in a collision as the 
number of other vehicles on the road rises. What causes the fatality rate to income 
relation to peak, and then trend downward, is more complex. It is due, in part, to a 
decline in pedestrian fatalities as pedestrians become vehicle occupants, but decreases 
in occupant fatalities are likely to require deliberate, safety-focused policies.  A better 
understanding of what has caused the traffic fatality rate to decline in developed coun-
tries could provide important lessons for the design of effective auto safety polices in 
developing countries. 

traFFIc FataLItY PattErns In InDustrIaL countrIEs
We examined traffic fatality patterns among 32 high-income countries using the In-
ternational Road Traffic Accident Database (IRTAD). Between 1970 and 1999, total 
traffic fatalities declined by an average of 35 percent among these countries. The 
decline in fatalities was most dramatic for pedestrians and cyclists, for whom the 
average fatality rate (i.e., fatalities per capita) fell some 60 percent, compared with a 
decline in vehicle occupant fatalities of 21 percent. These trends are even more strik-
ing given that vehicle kilometers traveled (VKT) increased by about 250 percent over 
the period. Thus, pedestrian fatalities per VKT declined 86 percent on average, while 
occupant fatalities per VKT declined by 76 percent.

ExPLaInInG tHE trEnDs
To explain why these trends occurred, we began by examining the relationship be-
tween fatalities and per capita income. A striking fact is that although pedestrian 
fatalities per capita and per VKT declined as per capita income increased within these 
countries, there was no significant relationship between occupant fatalities and per 
capita income. This suggests that reductions in occupant fatalities do not automati-
cally accompany increases in income. What does explain the decline in occupant 
fatality risk? To answer this question, we examined, in addition to income, the impact 
of demographic factors, the number of motor vehicles and length of roads, a measure 
of alcohol abuse, and the availability of medical services on occupant and pedestrian 
fatality risks. 

Demographic factors appear to be especially important: young drivers are likely to 
be less skilled, less experienced, and less averse to risk, while older drivers have more 
experience and perhaps drive more carefully (though an offsetting factor is that they 
may have a slower reaction time to an imminent collision). In fact, we found strong 
evidence that the share of drivers under the age of 24, which declined by 20 to 40 
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percent between 1970 and 1999, was negatively associated 
with occupant fatality risk. This demographic trend alone 
could account for nearly 30 percent of the decline in oc-
cupant fatalities. We also found that the decrease in the share 
of under age 24 drivers reduced pedestrian fatality risk. On 
the other hand, an increase in the share of drivers aged 65 and 
over significantly raised pedestrians’ fatality risk, as did the 
share of the population living in urban areas. 

Rising vehicle ownership rates affect fatality risk in a vari-
ety of ways. Occupant fatality rates per VKT initially increase 
as more vehicles on the road raise accident frequencies. How-
ever, the faster the fleet grows, the higher the proportion of 
recent models equipped with advanced safety features, which 
causes the occupant fatality rate per VKT to decline. Initially, 
pedestrian fatality rates rise as motorization takes off; however, 
this trend peaks and then reverses as the share of pedestrian 
trips in total travel trips declines.  

Expanding the total capacity of the road system network 
over time (for a given vehicle fleet size) reduces occupant fa-
tality risk, as collisions are less frequent when cars have more 
space. The effect is especially pronounced for pedestrians, per-
haps because larger road networks include more motorways 
that separate vehicles from foot traffic. However, an offsetting 
effect is that road improvements (e.g., additional lanes, wider 
lanes) may encourage more risky driving behavior, leading to 
an increase in collision frequency.

Alcohol abuse (as proxied by a country’s incidence of liver 
disease) is positively correlated with occupant deaths per VKT. 
Over the study period, the liver disease death rate decreased 
substantially (by 30 to 60 percent) in the United States and 
many European countries. These reductions in alcohol abuse 
contributed to about a 6 percent decline in occupants’ fatality 
rates. Alcohol abuse has an effect that is twice as large for pe-
destrians as for vehicle occupants. This likely reflects not only 
drunk driving but also risky behavior by pedestrians under 
the influence. Changes in alcohol use contributed to nearly a 
10 percent decline in pedestrian deaths per VKT. 

Finally, increases in the availability of emergency medical 
care services (as measured by physicians per capita) signifi-
cantly decreased occupants’ fatality risk, but had no statisti-
cally significant effect on pedestrians’ fatality risk. No matter 

how quickly accident victims are rushed to the hospital, it 
seems, the likelihood of death is higher for pedestrians than 
for vehicle occupants.

PoLIcY IMPLIcatIons
Our study was limited to 32 high-income countries for which 
we had reliable data. We believe, however, that the findings are 
relevant to developing countries, whose per capita incomes 
today are comparable to those of the poorest IRTAD coun-
tries 40 years ago. Their patterns of traffic fatalities—in par-
ticular, the high rate of pedestrian fatalities—also recall the 
former situation for industrialized countries. 

The decline in the road death rate in industrialized coun-
tries is attributable largely to a decline in pedestrians’ death 
rate. It appears that this decline can be attributed to increased 
motorization and a smaller proportion of young drivers. The 
factors that best explain the decline in occupant fatalities per 
VKT are reductions in alcohol abuse, improved medical ser-
vices, and a shrinking of the young driver population. 

Reductions in alcohol abuse and improved medical ser-
vices are clearly the result of explicit resource allocation de-
cisions. The importance of the demographic factor suggests 
that in countries where young people constitute an increasing 
share of the driving population, policies to improve young 
driver education and reduce speeds will be crucial. 
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81. PreserVatIon anD DeVeloPment
Can TDRs Improve Land Markets?

As expanding population and real income fueled demand for ever greater resi-
dential development, in many cases this has led to excessive loss of open space, 
as developers lacked incentives to account for lost habitat, scenic views, and other 
natural amenities. Transfer of development rights (TDR) programs offer some 
hope for striking a balance between development and conservation. 

Conflicts over private and public uses of land have long been part of our history. 
Private land can provide myriad public benefits—such as habitat for wildlife, scenic 
views, and preservation of sensitive environmental resources—that are not likely to be 
fully valued by private landowners. Consequently, some land will be developed that 
should be preserved. Designing and implementing cost-effective policies to remedy 
this problem can be difficult.

In private land markets, owners have the right to subdivide and develop land, sub-
ject to zoning rules established by local governments that typically limit the number 
of dwelling units that can be built per acre of land. Some communities have tried 
tightening these density limits to very low levels, such as one dwelling unit per 25 or 
50 acres, as a way to limit development and preserve open space. Purchase of devel-
opment rights (PDR) programs is another option in which the government uses tax 
revenue to purchase and retire the development rights to particular parcels of land.

A private market-based alternative is known as a transfer of development rights 
(TDR) program. Property owners are able to sell their development rights to, most 
commonly, a developer, who then uses them to build in a different location. The land 
from which the development rights are sold is preserved from development with an 
easement or restrictive covenant; the land on which the rights are used is developed 
more densely than would otherwise be allowed.

TDRs offer several advantages. Because they are voluntary, landowners have more 
flexibility compared to strict mandates or changes in zoning rules. They can also be 
used in conjunction with downzoning—that is, reducing the number of dwelling 
units per acre—to compensate landowners for any lost development potential from 
such reductions. Another political advantage is that TDR transfers occur through a 
private market, and therefore no tax dollars are needed for ensuring that land is pre-
served. And finally, TDRs can achieve land preservation, while still accommodating 
growth in the region.

Current TDR programs vary widely in their designs, objectives, and outcomes. 
Many are designed to preserve farmland, but some attempt to protect environmentally 
sensitive lands and habitat. Still others have “smart growth,” or antisprawl, objectives—
namely, to preserve open space and channel development toward more compact, ur-
banized areas with existing infrastructure. Over 140 jurisdictions around the country 
have TDR programs on the books.

TDRs sound relatively simple on paper—density is transferred from one property 
to another—but in practice, they can be quite complicated. The programs create a 
market for development rights, and many things can affect the profitability of buying 
and selling those rights. For example, local governments must determine which areas 
of the community are allowed to sell TDRs and which are allowed to use them to 
develop more densely, how densely the “receiving areas” can be developed, how trades 
occur in the marketplace, and the kind of mechanism by which transfers are approved. 
The underlying zoning in both the “sending” and “receiving” areas, as well as land 
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values when developed or used otherwise, will influence how 
well a TDR market works.

A continuing problem in many programs lies on the de-
mand side of the market. Many jurisdictions allow TDRs to 
be used to increase density only in established urbanized ar-
eas and town centers. However, this outcome is difficult to 
achieve in many communities; possible reasons why include a 
lack of demand for higher density and opposition by existing 
residents to more development. Most of the programs where 
demand has been strong have allowed TDR use in relatively 
low-density, or less developed, zones.

WHat WorKs?
A very small number of programs have effectively created 
a working TDR market over time and have achieved local 
land preservation goals. The two programs that are perhaps 
the most long-running and successful in the country are in 
Maryland, in Calvert and Montgomery Counties. Although 
both have focused on protecting farmland, their approaches 
have been quite different. Both programs were initiated in 
about 1980, and since that time, the Montgomery County 
program has protected about 49,000 acres and the Calvert 
program about 13,000 acres. (Montgomery County is nearly 
two and a half times the size of Calvert County.)

The Calvert program is unique in that it allowed the ad-
ditional density from TDR sales to be placed in many differ-
ent areas, including town centers, residential zones, and even  
some rural areas. Moreover, it allowed landowners in some 
of the rural areas to either sell their development rights and 
preserve their land or use development rights purchased from 
elsewhere to develop more densely. This overlap in sending 
and receiving areas is highly unusual in TDR programs and 
makes the Calvert program one of the most flexible and least 
restrictive programs in existence.

The Montgomery County program, in contrast, down- 
zoned one 90,000-acre area of farmland in the western part 
of the county, and the development rights that were taken 

away by the downzoning were allowed to be transferred to 
other areas that were designated for higher density. The re-
ceiving areas were all designated in residential areas, but as in 
Calvert County, the TDRs that were actually used tended to 
go into the relatively lower-density areas. The Montgomery 
program is often held up as the best example of a successful 
program, but it is important to understand the key role played 
by the downzoning: without the option to use the develop-
ment rights on their properties anymore, landowners in the 
sending area were obviously quite willing to sell.

TDRs cannot be expected to achieve all of a community’s 
land-use goals. They work best when used in conjunction 
with other policies, such as PDRs, land purchase programs 
for public open space, and zoning. TDRs can help attain land 
preservation goals at little public cost, but targeting particular 
properties for preservation with TDRs is difficult as the pro-
grams are voluntary. TDR programs also retain land in private 
ownership and are thus not a substitute for public lands such 
as parks and recreation areas. Communities would benefit 
from considering a well-designed and implemented TDR 
program as one important component of an overall approach 
to land-use policy.
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82. Is there an “effICIent” way  
to aDDress suburban sPrawl?

Development fees are potentially the best policy to curb excessive urban sprawl 
from the standpoint of economic efficiency. However, for practical purposes, they are 
also one of the more challenging policies to implement.

The predominant pattern of urban growth in the United States over the past half 
century has been one of low density and employment decentralization that has yield-
ed excessive amounts of sprawl, certainly from an economist’s point of view. To begin 
with, developers do not take into account the societal losses from the irreversible pav-
ing over of large open spaces at the urban fringe. These include the aesthetic benefits 
existing residents might otherwise enjoy from unspoiled views of rolling farmland, 
and the possible loss of ecosystems and natural habitat. Also, developers do not con-
sider the broader societal costs of decaying inner cities (such as crime and run-down 
communities) caused by the flight to the suburbs. 

As cities spread out, commutes get longer, leading to more traffic congestion and 
pollution. This would not be a problem if drivers were fully charged for their contri-
bution to congestion and pollution through, for example, road pricing schemes, but 
such comprehensive pricing policies are a long way off. Moreover, urban development 
is frequently subsidized—typically developers do not pay for the infrastructure costs 
(schools, roads, sewers, and other public services) needed to accommodate residential 
development. Other policies, such as zoning restrictions requiring minimum lot sizes 
at the urban fringe may further, exacerbate the problem. 

Concern about urban sprawl has led to a variety of “smart growth” initiatives in-
cluding, for example, urban growth boundaries and other regulations (such as conser-
vation easements, transferable development rights, and designation of priority funding 
areas) designed to limit expansion of the urban fringe. An alternative approach em-
phasizes pricing instruments, such as taxes on residential development and property. 
So how should policymakers choose among these alternatives?

ProMotInG EFFIcIEnt DEVELoPMEnt
In terms of economic efficiency, an ideal policy instrument would trade off the ben-
efits of land preservation at the urban fringe with the costs in terms of reducing the 
availability of housing, and producing denser, or more clustered, housing than residents 
would otherwise prefer. In principle, a tax per unit of land developed could achieve 
this efficient outcome, by reflecting the full costs of development in the prices of new, 
suburban housing lots. It would be feasible to approximately measure infrastructure 
costs and the costs of congestion and pollution from additional driving that should be 
included in the tax. Even the value of open space might be incorporated into the tax, 
based on studies that estimate how much extra people are willing to pay for houses in 
close proximity to open space amenities. 

Property taxes would still be inferior to development taxes, even if it were feasible 
to impose differentially higher property tax rates for housing units at the urban fringe. 
The key problem with property taxes is that they penalize capital, or housing value, 
in addition to land. This creates an incentive for lower-density development, which 
partly undermines attempts to limit urban sprawl. Due to this perverse effect, in work 
with Sofia Franco and Daniel Kaffine (2006), we found that the economically effi-
cient amount of open space preserved under property taxes is only a minor fraction of 
the amount that would be saved under an efficient system of development fees.  
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In principle, urban growth boundaries can be designed to 
mimic the effects of development taxes. However, this requires 
knowledge of how much land would be saved under the ideal 
tax, which is very difficult to gauge in advance. 

Moreover, another difference is that development taxes 
generate revenues that can be recycled in ways to improve the 
efficiency of the local economy. For example, revenues can 
be used to fund city-center revitalization programs, which in 
turn helps to lessen pressure for land conversion at the fringe 
due to flight to the suburbs. Revenues might also be used to 
purchase conservation easements that could permanently save 
large open spaces at the fringe. Additionally, they can be used 
to cut the rate of preexisting property taxes, thus promoting 
density over land expansion. 

PractIcaL oBstacLEs to EFFIcIEnt PrIcInG
On paper, development fees seem like the most efficient so-
lution, but there are definite obstacles to putting them into 
practice. First, the distributional burden borne by developers 
is greater under the development tax than under the urban 
growth boundary. The development fee essentially penalizes 
all developers and subsidizes agricultural landowners. In con-
trast, an urban growth boundary only penalizes those devel-
opers at the fringe that would have converted the land in the 
absence of this policy. As a result, urban growth boundaries 
seem to get substantially more political support. Indeed, sev-
eral communities throughout the United States have imple-
mented urban boundaries, while very few have implemented 
development fees.

Second, successful implementation of development fees 
may require coordination among different governments. Cur-
rently, most smart growth programs are implemented by lo-
cal governments, typically cities and counties. However, there 
is a concern that such programs could actually exacerbate 
suburban sprawl because communities can use urban growth 
boundaries almost as an exclusionary zoning restriction. As a 
consequence, housing prices tend to increase and push indi-
viduals to bedroom communities that are often located farther 
away from their place of work. In this case, smart growth can 
have a perverse effect by displacing and reallocating growth in 
ways that exacerbate sprawl and traffic congestion. 

Coordination across local governments, to prevent spillover 
effects from displacing and reallocating growth across neigh-
boring communities, is potentially important. However, this  
metropolitan-wide approach to managing urban growth will 
require local governments to, in part, give up some of their 
power to regulate land use as well as some of the fiscal benefits 
that can come with some land-use choices. Not surprisingly, 
this may be the greatest obstacle of all in controlling sprawl.
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Part 6
Public Health Policies

Environmental and health issues overlap in several regards. For many environmental 
hazards, the most serious causes of concern are risks to human health. And some key 
policy design issues are common to both environmental and health problems. These 
include how to value public health risks and to what extent these risks are internal 
(that is, taken into account by individuals) versus external (borne by society at large), 
as this determines the appropriate level of policy intervention. 

Two of the commentaries in this section focus on issues in the valuation of human 
health: one explains why people’s valuation of life expectancy (how much they would 
theoretically pay to live longer) has been steadily rising over time, with important 
implications for public policies, such as medical research, that potentially yield future 
improvements in longevity. Another discusses how people in different countries might 
value changes in mortality risks, a critical issue when evaluating policies with health 
benefits in those countries.

Specific public health problems are covered, including a brief history of attempts 
to roll back malaria, the growing threat of superbug infections that are resistant to 
drugs, the costs and benefits of interventions to reduce tuberculosis, modernizing the 
regulatory system governing the safety of the U.S. food supply, to what extent health 
risks warrant taxing cigarettes, and private-sector incentives to market products that 
help people quit smoking.

Public health programs regarding environmental problems are also evaluated: pub-
lic information programs to warn about mercury contamination in fish, issues in mea-
suring the human health benefits of reducing exposure to lead, and improving health 
in low-income countries through use of less polluting cooking methods. 



83. the Value of health  
anD longeVIty

The value of increased life expectancy, and health improvements more generally, 
has been rising over time. This trend has important policy implications, such as 
the amount we should be investing in medical research.

During the 20th century, life expectancy at birth for an average American in-
creased by roughly 30 years, a remarkable increase that reflects advances against a va-
riety of afflictions and diseases. Progress during the first half of the century was rapid 
and concentrated at younger ages because of reductions in infant and child mortality. 
Progress then shifted toward older individuals, with better prevention and treatment 
for heart disease, strokes, and other older-age ailments. The largest single contributor 
since 1950 has been reduced mortality from heart disease, which has added more than 
3.5 years to the expected lifetimes of both men and women. 

Rising life expectancy, and health improvements more generally, represent an im-
portant form of economic progress, and their valuation is critical for two reasons. First, 
traditional measures of economic growth and economic welfare, based on national in-
come accounts, do not take into account this source of rising living standards and may 
therefore seriously understate improvements in well-being. Second, large portions of 
both medical research and medical care are publicly funded, and efficient decisions 
concerning the allocation of these resources require a framework for measuring the 
benefit of treatment and research-based medical progress.

WHY Do tHE VaLuE oF HEaLtH  
IMProVEMEnts rIsE oVEr tIME?
In a recent study, we developed an economic framework for understanding what 
factors determine how much people are willing to pay for health improvements that 
increase both longevity (which increases consumption of goods and leisure time over 
the life cycle) and quality of life (which raises the utility individuals obtain from 
given amounts of goods and leisure time). Some health advances (such as better surgi-
cal techniques) primarily increase longevity, others (like reduced pain from arthritis) 
primarily improve the quality of life, and many others (like medications that reduce 
blood pressure or retard the advance of cancer) improve both aspects of health. 

The social value of health improvements has been increasing over the past several 
decades, and will increase into the future, for a number of reasons, including some 
simple math. The U.S. population is growing, so proportionately more people benefit 
from a given advance. As income grows over time, and living standards rise, people 
gain more enjoyment out of an additional (healthy) year of life. Furthermore, people’s 
willingness to pay for health improvements peaks as they approach the age when they 
are most vulnerable to the risks of heart disease, cancer, and so on—so the aging of 
the baby-boom generation has raised the social value of medical advances against age-
related ailments.

But most importantly, there is an increasing return inherent to medical progress: 
past success raises the value of new health improvements. Increases in life expectancy 
(from any source) raise people’s willingness to pay for further health improvements. 
That is, people are willing to pay more for good health as the likelihood that they will 
be around to enjoy that health increases. This means that advances against, say, heart 
disease raise the value of progress against other age-related ailments, such as cancer 
and Alzheimer’s. 
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EconoMIc BEnEFIts  
FroM IMProVED HEaLtH
In fact, the economic gains from declining mortality in the 
United States have been enormous. Cumulative gains in life 
expectancy during the 20th century were worth nearly $2 
million for a newborn in 2000, or more than $1.2 million 
to the average-age American alive in that year. Increased life 
expectancy between 1970 and 2000 alone added about $3.2 
trillion per year to national wealth—an uncounted value 
equal to about 50 percent of average annual GDP over the 
period. About half of this gain since 1970 was from reduced 
prevalence of heart disease. 

Moreover, reductions in mortality since 1970 have raised 
the value of future health advances by almost 20 percent. Pro-
spective gains from a 10 percent reduction in all causes of 
mortality in the future would have an enormous social value 
of almost 20 trillion dollars in present value to current and 
future Americans. About 30 percent of this is due to potential 
progress against cardiovascular diseases, and 25 percent from 
progress against cancer. A 10 percent reduction in mortality 
from infectious diseases (of which mortality from AIDS ac-
counts for about a third) has a far lower value (about $500 
billion) because of the much lower incidence of this type of 
disease. For women, mortality-reducing progress against heart 
disease would be four times more valuable than equivalent 
progress against breast cancer. 

These estimates are conservative in the sense that they fo-
cus only on the United States and do not include the value of 
these same health innovations to the rest of the world. They 
also ignore corresponding improvements in the quality of life, 
which, evidence suggests, may be even more valuable than 
gains in longevity.

WEIGHInG costs anD BEnEFIts 
Health improvements are worthwhile if their economic value 
offsets their additional economic costs. Some of these costs 

take the form of changes in consumption or behavior, such 
as reductions in smoking, increased exercise, healthier eat-
ing habits, and moderate alcohol consumption. Other costs 
are those associated with implementing new procedures and 
treatments, or extended provision of existing medical service. 

Nonetheless, we estimated that additional medical expen-
ditures offset only 36 percent of the value of increased lon-
gevity after 1970. Even though the United States now spends 
more than $50 billion a year in medical research, about 40 
percent of which is federally funded, substantially greater 
expenditures might be worthwhile given that the returns to 
basic medical research may be quite large. For example, using 
our estimate that a 1 percent reduction in cancer mortality 
would be worth about $500 billion, then spending an addi-
tional $100 billion on cancer research and treatment would be 
worthwhile if it has a one-in-five chance of reducing mortal-
ity by 1 percent.

One significant caveat is that the presence of third-party 
payers (insurance companies and the government) increases 
incentives to spend on medical care, since at the margin the 
individual receiving treatment bears only a small fraction of 
the treatment costs. In fact, over 25 percent of all Medicare 
expenditures are incurred in the last year of individuals’ lives, 
with allegedly little benefit. These pricing distortions may also 
skew investment in research away from cost-saving improve-
ments in medical technologies. As a result, not all health im-
provements may be socially efficient. 
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84. how u.s. anD ChInese CItIzens feel 
about reDuCIng mortalIty rIsks

How might a monetary value be attached to reductions in mortality risks from 
pollution control or other public health policies in low-income countries? This is 
critical for helping sort out which policies do and do not make sense from a cost–
benefit perspective.

To help prioritize policies and to design better regulations, cost–benefit analy-
ses are commonly performed in developed countries and increasingly in developing 
ones. When it comes to environmental priorities and policies, health effects, especially 
mortality risks, are often involved. For example, reducing fine particulates, a form 
of air pollution, has been shown to have a significant effect on reducing death rates 
from lung cancer and other diseases. To compare the benefits and costs of various 
policies, however, it is not enough to know about the mortality risks. They must be 
“monetized,” that is, converted into monetary units, so they can be compared to costs. 
Indeed, how strongly the public feels about reducing their mortality risks, relative to 
doing all the other things we can do with our money or expect our government to 
do, is important, even if one were not doing cost–benefit analyses of regulatory pro-
grams.

These preferences are summarized in the term “value of statistical life” (VSL), 
which simply is the average amount that people are willing to pay to reduce their 
risks of death by a tiny amount, divided by the amount of this risk reduction. If 10,000 
people are willing to pay $100 on average to reduce their risks of death by 1 in 10,000 
(thereby expecting that one less among them will die prematurely), this translates into 
a VSL of $1 million ($100/[1/10,000]). Such a number can then be multiplied by the 
number of premature deaths expected to be cut by, say, a fine particulate policy, to ar-
rive at the mortality benefits of reducing this pollutant.

Note what this number is not. It is not the amount you would pay to save your 
grandmother’s life, nor the life of any known person. It is not a jury award that the 
family of a person killed in a wrongful death suit would receive. It is about using a 
money metric to measure how strongly people feel about reducing their risks of death 
by a small amount—something they do every time they push their foot down on the 
accelerator to get to a meeting faster, or cross in the middle of the street to save time. 
These time–risk trade-offs are easily converted to money terms. Indeed, some people 
commonly take more risky jobs, like washing windows on skyscrapers in return for a 
wage boost over what they could get exercising the same skills on the ground.

To date, most VSL estimates have been made in developed countries. But people’s 
feelings about avoiding death risks are universal—although the strength of this feeling, 
as expressed in money will depend on many things, some of which may vary system-
atically across developed and developing countries. For example, wealthier people, 
other things held equal, are found to be willing to pay more for reducing death risks. 
Older and ill people may be willing to pay more or less than younger and healthy 
people—although how much, and even in what direction, are open questions. This 
difference is important because developing countries typically have a much greater 
proportion of younger and sicker people than developed countries. The types of risks 
can matter too: how large they are, what type (is it something you have control over 
or a risk that’s unfamiliar?) and when they kick in (now or in the future).

Arguably, it is even more important to do good cost–benefit analyses in develop-
ing than developed countries because the former have such a shortage of capital and 
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resources to devote to improving the quality of life. 
There are two ways to get estimates of the VSLs. One is to 

actually do the studies. Here there are two credible approach-
es—asking people, using highly structured surveys, about their 
willingness to pay (that is, their “stated” preference) or exam-
ining their “revealed” preferences in labor markets (in terms 
of jobs chosen) and similar places where trade-offs between 
money and death risk may be observed. The other option is 
to transfer estimates of the VSL from developed to develop-
ing countries, which is the standard practice because it is so 
cheap to do although not without costs in terms of being 
inaccurate.

My colleagues and I recently carried out a revealing study 
in Shanghai and other cities in China, using methods and a 
survey nearly identical to those used in the United States, 
Canada, Great Britain, Japan, Italy, and France to value reduc-
tions in mortality risk. Our findings showed that in spite of 
the lower per capita incomes in China, the VSL was not as 
low as one would expect—about $700,000 (when adjusting 
the yuan for purchasing power parity). Further, for future risk 
reductions, such as one would get from reducing exposure 
to a carcinogen today, the VSL dropped less in China than 
in other countries. An inference: the Chinese people may be 
much more future-oriented than their counterparts in the 
other countries we tested (certainly savings rates are higher). 
At the same time, there were commonalities. Older people 
(over 70) are consistently shown in these surveys to be willing 
to pay somewhat less than younger people (40–70), although 
these differences are not always statistically significant. Ill peo-
ple are also shown to be willing to pay more or the same, but 
never less than healthy people. And incomes matter within 
the countries; that is, richer people within a country are will-
ing to pay more to reduce a given risk of death than poorer 
people in that country. However, in the case of our China 

study, cultural factors, possibly optimism about the future or a 
great fear of death, may act to push up willingness to pay even 
in less prosperous areas.

At the end of the day, these kinds of studies reveal more to 
us than simply how the VSL varies; they show how cultural 
differences translate into preferences for improving health and 
thereby result in a better allocation of our scarce resources. 
For example, the China results have already been applied to 
a major World Bank study assessing the health damages of 
air pollution. The study’s key finding is that high particulate 
levels (China has 20 cities in the top 30 most polluted cities in 
the world) cause mortality damages equal to about 3 percent 
of GDP. In India, which accounts for 30 percent of the global 
burden of tuberculosis, the costs of interventions per death 
prevented are as cheap as $1,000, cluster around $10,000, and 
are as high as $1 million. With a VSL of, say, $1 million, all or 
most of these mortality risk reduction measures would deliver 
net benefits to society.
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85. a new ChaPter In the hIstory  
of malarIa Control

This brief history of attempts to control malaria is especially timely, given the 
development of effective new drugs to treat the disease and the current attempts by 
the Gates Foundation and the global community to eradicate it.

Malaria claims the lives of more than a million victims each year, 80 percent of 
whom are children from sub-Saharan Africa. Causing fever, anemia, malaise, and death 
in its most severe forms, its greatest impact is on children who have not yet built up 
the immunity required to combat severe malaria infections. Compounding the devas-
tation wrought by the disease itself, malaria is often blamed for fevers caused by other 
infections. By interfering with proper treatment of nonmalarial diseases, it contributes 
to higher death rates from other causes. Furthermore, it reduces economic growth 
in some African countries by more than 1 percent, costing over $1,000 a year in per 
capita GDP. These staggering numbers are finally seeing the light of day.

For the first time in nearly 30 years, new donor money is available to build malaria-
control programs. In October 2007, Melinda Gates officially announced the Gates 
Foundatiz (WHO), the Global Fund, and the President’s Malaria Initiative echoed the 
message in a surprising show of hope and unanimity about the scientific and donor 
communities’ current capacity to eradicate malaria. The ensuing discussion broke a 
taboo in the malaria community—born of previous failures to eradicate the disease—
and the “e-word” was again spoken openly.

The world’s first attempt to eradicate malaria came after World War II. Enthusiasm 
was stoked by two new tools for malaria control: dichloro-diphenyl-trichloroethane 
(DDT) and chloroquine. Control trials in the 1950s demonstrated that DDT was 
very effective at lowering malaria transmission. Soon the chemical was sprayed on 
the interior walls of houses all over the world. Its odor repelled some mosquitoes, and 
the residual DDT on the walls killed those mosquitoes that landed to rest after feed-
ing on humans. The combination of effects worked quite well: in many areas where 
DDT was used, malaria transmission was severely disrupted, with 80 percent annual 
declines in the prevalence of infection. At about the same time, mass production of the 
antimalarial drug chloroquine provided a cheap and effective way of treating clinical 
malaria and curing infections.

To control malaria successfully and ultimately eliminate it, the key epidemiologi-
cal concept to focus on is malaria’s “basic reproductive number,” which measures the 
expected number of infectious mosquitoes that would be generated by a single infec-
tious mosquito. This number describes the amplification of the infection process and 
provides a measure of the control effort required to eliminate malaria. Estimates of 
the basic reproductive number for malaria suggest that it is may be as high as 10,000 
in some African populations. This means that 99.99 percent of all transmission must 
be prevented in these areas to eliminate malaria. While drug use is critical for treating 
clinical malaria, it is not an effective way to reduce transmission. Initial elimination 
efforts in high-transmission areas met with mixed success, while efforts in low-trans-
mission areas were more successful at ridding these regions of malaria.

By 1970, 24 countries had completely eliminated malaria, but there were equally 
many places where the effort had failed. Many of these countries were in Africa, where 
early malaria-control programs substantially reduced malaria transmission but were 
not enough to eliminate the parasite completely. Early trials in East Africa reduced the 
fraction of infected people from more than 60 percent to less than 10 percent, but did 
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not sufficiently interrupt transmission. In the 1970s, WHO 
organized a massive demonstration project in Garki, Nigeria, 
to eliminate malaria, but when it failed, it seemed to be the 
nail in the coffin for global eradication efforts. Donor fatigue, 
DDT-resistant mosquitoes, and emerging environmental con-
cerns about the overuse of DDT all contributed to the ces-
sation of malaria-control programs in the 1970s. In regions 
where malaria had been eliminated completely (southern Eu-
rope and the southeastern United States), it remained absent. 
But in areas like India and Sri Lanka, where malaria was not 
entirely eliminated, the disease came back and reestablished 
itself at its previous levels.

In the decades that followed, malaria became a neglected 
disease. To make matters worse, chloroquine-resistant parasites 
were imported into East Africa in 1978, and the subsequent 
spread of chloroquine resistance undermined treatment of 
malaria. Throughout the 1980s and 1990s, malaria mortality 
increased, even as other causes of mortality declined. Finally, 
within the past few years, rising malaria mortality has been 
slowed down by the mass distribution of insecticide-treated 
mosquito nets, and by switching from chloroquine to other, 
more effective drugs, most notably a new class of antimalarial 
drugs called artemisinins. For the current generation of re-
search scientists and public health officials working in malaria 
control, the recent progress and the new flow of money have 
been a huge relief, and there is some evidence that control 
programs have begun to reverse malaria mortality in Africa.

Current research efforts at Resources for Future are fo-
cusing on methods of drug distribution, preserving the life 
span of artemisinin-based combination therapies, finding 
ways to reverse trends of increasing drug resistance, deter-
mining whether subsidies for certain drugs will allow more 
types of drugs to be used, and understanding if having more 
types of drugs in use will be beneficial to malaria-control pro-
grams. The initial answers to these questions are coming out 

of mathematical models that allow us to evaluate hypothetical 
situations of how malaria might be eliminated in a particular 
country or region, and how effectively particular treatment 
strategies or drug subsidies would work in these places.

The worldwide community of malaria researchers is op-
timistic about the current treatment possibilities and eradica-
tion strategies, but enthusiasm for malaria eradication must be 
tempered with a serious assessment of realistic costs and time-
lines. The actions necessary to eliminate malaria ultimately 
will be carried out by individual governments that must rise 
to the challenges. Even the best efforts can be undermined if 
a country continually reimports the disease from neighboring 
countries; if the necessary drugs, bed nets, and insecticides 
cannot be secured for economic reasons; and if the elimina-
tion programs put in place are not sustainable. The coming 
global effort to eradicate malaria will derive its success from 
sustainability, coordination, a generous flow of money, and the 
diligence and will of scientists, doctors, public health workers, 
and government officials who recognize malaria eradication 
as a permanent public health benefit to future generations.
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86. the sPreaD of mrsa  
Antibiotic Resistance with a Name

The rapid spread of the superbug MRSA in hospitals around the world, and the 
more recent spread of MRSA strains in the community, has heightened concern 
about the declining effectiveness of frontline drugs, as bacterial strains resistant to 
those drugs evolve. How is MRSA transmitted, why is it becoming more preva-
lent, and how many people are now dying because of it?

By now, almost everyone has heard of MRSA (methicillin-resistant Staphylococ-
cus aureus)—variants of the ubiquitous staph bacteria that are resistant to penicillin 
and related antibiotics, the original “wonder drugs” that transformed the treatment 
of infectious diseases in the mid-20th century. Methicillin is the antibiotic named to 
signify bacterial resistance to the class that includes penicillins (even though bacteria 
are not routinely tested against it). Methicillin, no longer used because of its toxicity, 
was developed in 1959, a decade after bacteria resistant to pencillin arose (which oc-
curred a mere four years after penicillin went into mass production). This is a lesson 
we still must heed today—that resistance is an inevitable natural phenomenon, bound 
to occur against every antibiotic the more it is used. 

MRSA news stories tend to focus on healthy young victims who have picked up 
the bacteria on the football field, in school, or somewhere else in the course of daily 
living, and end up with an overwhelming infection that puts them into the intensive-
care unit. MRSA may kill through infections of the lung, blood, or tissue (it’s one 
of the “flesh-eating bacteria”). What has happened to these victims is shocking and 
tragic, of course, but their cases represent just a small part of the larger MRSA prob-
lem. Sadly, the more numerous deaths of elderly hospital patients with serious medical 
problems are not exactly front page material. 

Both MRSA and common staph are typically harmless on the surface: they can 
“colonize” the skin or the nasal passages without causing any health problems. When 
they enter broken skin through a cut or sore, however, they “infect” the surrounding 
tissue and proliferate in boils, blisters, or pimples. Often these skin and soft tissue in-
fections can just be cleaned out and left to heal. But when bacteria invade the blood-
stream, causing blood infections called septicemia or bacteremia, or the lungs, causing 
pneumonia, the situation becomes much more serious, and quickly. When these staph 
infections are MRSA, they take longer to cure, about doubling the time spent in the 
hospital, and also doubling the hospital bill.

Septicemia and pneumonia are almost exclusively acquired in hospitals or other 
health-care settings, where staph bacteria are ubiquitous if no special infection control 
measures, such as testing new patients and isolating those who are colonized, are in 
force. Bacteria can enter patients’ internal organs during surgery, around catheters 
used to infuse intravenous drugs and fluids, and around urinary catheters. The result 
can be deadly MRSA infections—especially in patients who are already weakened 
by illness or old age. Ironically, the infection vectors in hospitals are often health-care 
workers who become colonized and then spread the bugs around.

National and local publicity has raised public consciousness about MRSA, although 
it doesn’t inform us about the extent of the problem. RFF researchers Eili Klein, 
David Smith, and Ramanan Laxminarayan analyzed data from the past few years to 
answer that question, as part of Extending the Cure, an ongoing research project on 
antibiotic resistance. What their analysis (2007) tells us is that, unlike some health-scare 
stories that represent only a small risk, this one is growing and worth worrying about. 

Hellen Gelband 
is a program fellow at Resources for 

the Future. Her work explores the 
growing resistance to antibiotic and 

antimalarial drugs, as well as access 
to and cost of such pharmaceuticals.



Issues of the Day 183

The fact that the development of new antibiotics is at an all-
time low could turn this into a full-scale disaster—a return to 
the preantibiotic era, when ordinary infections were deadly.

Here are some basic statistics from Extending the Cure: 
MRSA infections treated in hospitals more than doubled na-
tionwide between 1999 and 2005, from an estimated 127,000 
to 278,000. MRSA also represents a growing proportion of 
staph infections seen in hospitals—from 40 percent in 1999 
to 60 percent in 2005. The numbers themselves are difficult 
to verify and are the subject of controversy. Using a different 
data source and other methods, other researchers estimated 
that the national prevalence rate of MRSA among hospital 
patients in 2006 was five to eight times as high as what Klein 
and colleagues reported for 2005. Putting these differences in 
perspective, it’s worth remembering the MRSA phenomenon 
is relatively recent: in the late 1980s, resistant staph bacteria 
accounted for perhaps 2 percent of infections.

Counting infections in hospitals is tricky, but the question 
of how many people die from MRSA is even more difficult 
and involves judgment calls. Many people who die entered 
the hospital because they had a life-threatening condition and 
were already advanced in age. In this context, any infection is 
more perilous than it would be for a healthy, young person: 
in other words, the infirm and elderly may die in the hospital 
even without MRSA.

This led Klein, Smith, and Laxminarayan to create two es-
timates of deaths attributable to MRSA. Using stricter crite-
ria, they estimated about 5,500 deaths per year over the seven-
year period, with no suggestion of a trend up or down. Using 
a more inclusive definition—everyone who died and had a 
documented case of MRSA during their hospitalization—the 
estimates were higher and rose steadily. In 1999, about 11,000 
such deaths occurred, and by 2005, more than 17,300. Us-
ing similar definitions and entirely different data sources, two 
other groups of researchers came up with very similar results 
for deaths in 2005: from the Centers for Disease Control and 
Prevention (CDC), 18,650 deaths, and from the Agency for 
Healthcare Research and Quality, 17,300 deaths. 

Patients hospitalized with MRSA infections included both 
those with septicemia and pneumonia who acquired their in-
fections during their hospital stays and those more likely to 

have picked up the infection in the community (skin and 
soft-tissue infections, mainly noninvasive). Septicemia cases 
increased 81 percent over seven years and pneumonias in-
creased 19 percent. But the steepest increase by far was in 
the “community-associated” skin and soft-tissue infections, 
which nearly tripled between 1999 and 2005. Most deaths 
from MRSA still result from infections that take root in 
hospitals, but the community-associated MRSA burden is 
becoming increasingly important. 

As important as it is to keep track of MRSA cases and 
count those who die from MRSA, it is even more impor-
tant to institute preventive measures to reduce the spread of 
MRSA and other infections in hospitals, nursing homes, and 
other health care sites. We already know some measures that 
work—including testing patients (all or high-risk only) on 
hospital admission and isolating the ones who are colonized 
or infected, and implementing contact precautions for hos-
pital workers (for example, keeping stethoscopes and other 
equipment in patients’ rooms, promoting better hand hygiene 
by the staff). The other approach stems from that early lesson: 
antibiotics should be used to preserve health and save lives, 
but we should use them wisely, when they are the best course. 
Just knowing what works is not enough, however. The right 
incentives—both carrots and sticks—must be in place. That 
will require finding the precise mix of legislation, regulation, 
and economic incentives to improving infection control that 
will work, a hunt that cannot wait any longer.
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87. ControllIng tuberCulosIs 
What Is the Benefit, at What Cost?

This commentary discusses the widespread prevalence of tuberculosis in develop-
ing countries and estimates of the highly favorable cost–benefit ratio for potential 
interventions to contain the disease.

After HIV/AIDS, tuberculosis (TB) is the most important cause of adult mortal-
ity due to infectious disease in low- and middle-income countries. It accounted for 
some 1.2 million deaths in 2004 in the 22 countries identified by the World Health 
Organization (WHO) as “high burden.” (These countries constitute approximately 80 
percent of global tuberculosis cases.) The advent of antibiotics was once thought to 
herald the end of  TB, or “consumption,” the wasting disease caused by a lung bacte-
rium, but in many of these countries, poor sanitation, high rates of HIV infection, and 
drug-resistant strains of the bacterium have allowed tuberculosis to spread. 

Tuberculosis is a contagious disease, spread through the air via coughing, sneezing, 
or even talking. In its most common form, known as pulmonary TB, the bacteria at-
tack the lungs and can cause chronic coughing (often with bloody sputum), fever, and 
weight loss. WHO estimates that, left untreated, each person with pulmonary TB will 
infect on average 10 to 15 people every year.

Weakened and unable to work, once-productive adults who have contracted the 
disease must be cared for by other members of their families, putting the caregivers at 
greater risk of infection and lowering their own productivity. The cost of treatment 
can account for as much as 8 to 20 percent of annual household income, but without 
it, most people die within 18 months of being infected. The burden of TB is borne not 
just by those afflicted and their families, but also by communities and governments. 
Adult mortality dampens national economies by claiming productive workers. People 
are reluctant to invest in education or take entrepreneurial risks if they don’t expect 
to live long enough to see the payoff, and they tend to have more children and invest 
less in their offspring.

Lifting the burden is one of the UN’s Millennium Development Goals—specifical-
ly, reversing the incidence of TB by 2015. The Stop TB Partnership goes further and 
aims to halve prevalence and death rates by 2015, relative to 1990. One of the tools 
for reaching either target is “directly observed treatment, short-course,” or DOTS, in 
which patients take their drugs under a health worker’s supervision (to ensure that 
they get the recommended doses at the appropriate intervals). 

Determining the benefits of achieving the goals begins with quantifying the eco-
nomic costs of not achieving the goals: how much does TB cost society? What is the 
economic burden of not doing more than is being currently done to prevent and treat 
the disease?

To address these questions, we turned to a widely used concept in economics, the 
value of a statistical life (VSL), which puts a value not on person X’s worth as a human 
being, but rather on measures that people are willing to undertake (such as buying 
safer cars or choosing safer occupations) that can reduce the statistically expected 
number of deaths by one. EPA recommends a VSL of $6.1 million (in 2004 dollars) for 
the United States, which, adjusted for differences in per capita income between the 
United States and low-income countries, translates into VSL estimates from $23,000 
for Zimbabwe to nearly $1 million for the Russian Federation. To assess the economic 
burden of TB, we first must ask, how many people will die of TB in the 22 high-
burden countries from 2006 to 2015? The WHO epidemiological models consider 
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three scenarios:

No DOTS: the program was never introduced, case de-•	
tection rates are variable, rates of cure are low;
Sustained DOTS: case detection and treatment success •	
rates are sustained at the 2005 level to 2015; and 
Global Plan to Stop TB 2006–2015: DOTS coverage is •	
expanded, programs address TB-HIV coinfection and 
drug-resistant TB, and infections are targeted with new 
diagnostics, medicines, vaccines, and educational efforts.

We estimated the economic cost of projected TB deaths 
under those three scenarios, factoring in average age of death 
from TB, life expectancy for TB-HIV coinfection cases, and 
so forth. We also calculated the costs of implementing health 
interventions to improve TB control (including the welfare 
losses associated with raising the necessary funds from nation-
al tax revenues). On the flip side, we calculated the benefits of 
averting deaths (saving lives) through improved TB control. 

With No DOTS, we found that the economic burden of 
deaths associated with TB and TB-HIV between 2006 and 
2015 in the 22 high-burden countries would be roughly $3 
trillion, including $1.175 trillion in China and $519 billion 
in the African countries. This is, of course, only a hypotheti-
cal scenario because DOTS is being implemented in all TB-
endemic countries, but it serves as a useful benchmark against 
which to calibrate our assessments of Sustained DOTS and 
the Global Plan.

Sustained DOTS would cost $18.3 billion to implement 
but deliver a dramatic economic gain of $1.6 trillion. The 
cost–benefit ratio of moving from No DOTS to Sustained 
DOTS is about 10 to 1—a very healthy return on the invest-
ment.

In the final scenario, the full Global Plan version of DOTS 
would cost $33.2 billion to implement and yield a gain of 
about $1.9 trillion compared with No DOTS. This is a rela-
tively small incremental improvement over Sustained DOTS, 
but the benefits still exceed the costs in the African countries.

The economic burdens of TB deaths and the benefits of 
TB control are greatest in China and India, where the com-
bination of growing incomes and high numbers of TB deaths 
multiplies into a significant economic effect. Although more 
TB deaths occur in the African countries, the economic ben-
efit of either Sustained DOTS or Global Plan DOTS is more 
modest here, partly because incomes are expected to grow 
more slowly than in Asia, and partly because the benefits 
of treatment in Africa slip away when HIV claims lives that 
would otherwise be saved from TB. Nevertheless, the benefits 
of the Global Plan are highest in the African countries with 
high levels of HIV. Because the economic burden of TB in 
Africa is significant, the benefits of either DOTS strategy are 
large and exceed the costs by a wide margin.

While progress is being made, challenges such as fund-
ing gaps, higher-than-expected incidence rates through the 
1990s, HIV coinfection, and multidrug resistance point to the 
urgent need for more comprehensive action to control TB. 
Fortunately, the state of our knowledge means that TB con-
trol is not a question of whether, but of how and how much 
we will commit to do. The significant economic benefits of 
taking action indicate that there is no reason we cannot do 
more to tackle this disease—the up-front costs are more than 
outweighed by the decades of not only health, but also pro-
ductivity and prosperity that would follow. 
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88. brIngIng our fooD safety  
system Into the 21st Century

In recent years, foodborne illness incidents have been prominent in the news, and 
Congress has been holding hearings to determine what can be done. How and 
where does U.S. food safety policy need to change in order to ensure public safety 
in the face of our rapidly changing food supply system?

Over the past two years, a succession of cases of foodborne illnesses, many serious 
and some even fatal, has raised questions about the effectiveness of the U.S. food safety 
system. Our current system is based on procedures that have accumulated over the 
past century in response to various crises, scandals, and discoveries. Some are now seri-
ously out of date. In other cases, new issues have emerged that the system was never 
designed to address.

The problem, at its root, is that hazards, foods, food sources, and food marketing are 
all changing rapidly, while our policies are not. Our meat inspection is governed by a 
1906 act that still mandates visual inspection of every carcass processed in the country. 
Yet today’s major hazards are microbial. New problems arise regularly and sometimes 
unpredictably. E. coli O157:H7, a potentially lethal bacterium, wasn’t even recognized 
as a foodborne pathogen until 1982.

Changes in products and processes can create unforeseen problems. For example, a 
major shift has occurred in how ground meat is processed: today, meat from multiple 
sources is blended in large batches and distributed across the country, creating height-
ened potential for product contamination and illness. Another significant shift is the 
growing amount of food we now import. Consumers certainly benefit from flexibility 
in the food supply through lower prices, greater variety, and better nutrition through-
out the year. But those benefits may be coming at the cost of increased risk. 

The right response is to start thinking about food safety policy as a problem in 
modern risk management. In this context, risk management involves the ability to 
monitor changes in food safety risks systemwide in something like real time and the 
flexibility to redeploy resources to control these risks as needed. Carrying this out will 
involve recognizing who has least-cost access to information on how risks are gener-
ated and can most efficiently be controlled, and using this knowledge in designing 
policy. The United States, largely at the initiative of federal agencies and industry, has 
moved in this direction for the past two decades. But this effort has been seriously 
hampered by antiquated legislation and severe federal funding cuts. 

sPEcIFIc nEEDs
Better public health information. Information is the foundation for risk management. 
It is surprisingly difficult to estimate the rate of foodborne illness because often the 
link to food goes unrecognized. The most widely cited estimates date from 1999. 
Death estimates are highly uncertain because we do not have a good understanding 
of the longer-term effects of foodborne illness, such as links to heart disease. In the 
1990s, significant efforts were made to establish better active surveillance of food-
borne illness, but lack of funding has limited its scope to 10 states and a few localities. 
Passive surveillance relies both on local doctors reporting foodborne illness to local 
health authorities and on highly variable state and local public health funding.

Flexible, systemwide, risk-based regulation. Another positive change would be ex-
pansion of regulatory approaches that reflect the information constraints and compar-
ative strengths of the public and private sectors. Hazard Analysis and Critical Control 
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Point (HACCP) regulations are a step in that direction. They 
require firms to identify where foodborne illness hazards are 
most likely to arise in their operations and to develop process-
es for controlling these critical points. Government’s role is to 
verify that the firms are actually carrying out this process.

In the past decade and a half, HACCP regulations have 
been designed for meat, poultry, seafood, and juice. While 
these regulations make use of firms’ informational advantages 
and provide firms the flexibility to adapt to changing technol-
ogy and market demands, they do not adequately address the 
inherent conflicts of interest. Consumer groups have rightly 
pushed for more effective verification that these systems are 
not just in operation, but are actually controlling hazards. 
Court rulings and lack of legislative authority have prevented 
agencies from using product testing as a full-fledged enforce-
ment mechanism. Third-party certification systems have also 
been used successfully by other industrialized countries.

Expansion of a HACCP-like approach beyond the pro-
cessing and packing plant to across the full food supply chain 
would be helpful. Pathogen testing at retail may soon be tech-
nically feasible. Having checks on product contamination at 
critical junctures—like retail or the end of processing—cou-
pled with product condemnation, recall, public information, 
and liability could provide powerful incentives for product 
safety down the supply chain. Trace-back systems are being 
used by private industry to identify the source of safety fail-
ures. These need broader use in public policy.

Risk management of imports. Roughly 45 percent of fresh 
fruit and 80 percent of seafood consumed in the United States 
is now imported. Globalization of the U.S. food supply poses 
three major challenges: volume, rapidly changing sourcing 
(particularly for food additives), and enforcement. Given the 
increasing volume of imports, border inspection alone will 
not assure safety. With more and more countries exporting to 
the United States, it is also unlikely that in-country inspection 
will fully address the problem. Extension of HACCP-like ap-
proaches to supply chain management for vertically integrat-

ed firms and use of third-party certification will have to play 
an increased role. And government needs to police conflicts 
of interest in these systems and to verify that certification sys-
tems are doing their job.

An end to fragmented federal governance. The pizza in your 
freezer complies with food safety regulations from six differ-
ent federal agencies. Despite significant effort at coordina-
tion through interagency agreements, this fragmentation of 
authority—with the predictable turf battles, competition for 
budgets, and quarrels over priorities—remains a fundamental 
problem. But agency unification without legislative reform 
that authorizes modern approaches to regulation and allows 
flexible deployment of resources to focus on the most cost-
effective opportunities for risk reduction will do little good.

Developing a risk-based food safety system, and pulling to-
gether a unified agency to administer it, would require a major 
reconstruction effort by the White House and Congress. That 
kind of effort most commonly occurs only after a disaster. The 
question is whether the political process can achieve a reform 
of such complexity without first paying the heavy price that a 
serious breakdown in food safety would exact.
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89. tobaCCo taxatIon In the  
euroPean unIon anD unIteD states

Tobacco tax systems differ across countries with regard to not only the overall tax 
level, but also the mix between specific and ad valorem taxes. What does econom-
ics have to say about how governments should tax tobacco? 

Both the level and the structure of tobacco taxes differ markedly between, as well as 
within, the European Union and United States. (The focus here is on cigarettes alone, 
as they constitute over 90 percent of tobacco consumption.) Within EU member 
states, the total tax burden (excises and value added taxes, or VAT) is around three-
quarters of the retail price of cigarettes, or over 300 percent of the pretax price. The 
southern member states favor predominantly ad valorem taxes (that is, percentage rates 
on the value of a pack of cigarettes), whereas in the northern member states, specific 
taxes constitute more than half of the total tobacco tax burden. 

In the United States, tobacco taxes are almost wholly specific. The federal govern-
ment levies a tax of 39 cents per pack (of 20 cigarettes), state governments levy taxes 
that average about 60 cents per pack, and the Master Tobacco Settlement Agreement, 
concluded in 1998 (under which tobacco companies are expected to pay $206 billion 
to settle product liability suits) effectively added a further 30 cents per pack. Nonethe-
less the total tax (excise and retail sales taxes), about $1.30 per pack, amounts to about 
37 percent of the retail price, or about half the rate in the European Union.

What does economics have to say about the appropriate level, and structure, of 
tobacco taxation?

WHat costs Do sMoKErs IMPosE on otHErs?
The causal link to future health problems from smoking is extremely well document-
ed—smoking is a primary cause of lung cancer, emphysema, chronic bronchitis, and 
a major cause of heart disease and stroke. Smoking by pregnant women leads to low 
birth weight babies, neonatal death, and sudden infant death syndrome. 

While the health consequences of smoking are important, in principle they are 
irrelevant to public policy unless the costs imposed are external (that is, imposed on 
others rather than borne privately by the smoker). The principle of consumer sov-
ereignty implies that a rational person who weighs all the costs and benefits of his 
actions should be free to smoke as long as he does not impose costs on others and is 
fully informed about the consequences of his choices. 

Virtually all empirical research suggests that the external costs of smoking are 
relatively small. The burden of medical payments on government due to smoking-
related illness is one potential source of external cost. However, this near-term burden 
is at least partly offset in a life-cycle context, as the average smoker lives a shorter life, 
which saves on pensions and health–care costs of age-related disease. Bans on smoking 
in public places have greatly reduced the external costs of environmental or “second-
hand” tobacco smoke. However, little has been or can be done about the health prob-
lems experienced by children and nonsmoking partners within the family at home. 
Perhaps economists assume too easily that such costs are largely internalized by the 
smoker through altruism or negotiation among family members.

InForMatIon anD aDDIctIon FaILurEs
If smokers, especially teenagers, are poorly informed about the costs of smoking, then 
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to that extent, the costs of smoking are effectively external. 
However, if inadequate information is the problem, this is best 
addressed through warning labels and information dissemina-
tion programs about health hazards. In fact, evidence suggests 
that 90 percent of U.S. consumers are aware of the long-term 
health effects of smoking. 

Nonetheless, the fact that nicotine is addictive may un-
dermine the consumer sovereignty argument against govern-
ment intervention. If smokers behave myopically in choosing 
to consume an addictive drug, the rationality condition ceases 
to apply, because the addictive smoker is, to some extent, a 
different person than the one who decided to start smoking. 
Furthermore, consumers may excessively discount the lon-
ger-term costs of addiction. Consequently, they may therefore 
have self-control problems, referred to as internal costs, where 
they continually plan to smoke less in the future than they 
actually can. In this case, cigarette taxes may help to reinforce 
a commitment to quit in the future.

In fact, higher taxes seem to be most effective in reducing 
smoking prevalence among teenagers who are better able to 
kick the habit, because addiction has not yet taken hold. Evi-
dence suggests that a 10 percent increase in cigarette prices 
is associated with about a 4 percent reduction in smoking 
among adults, but an 8 percent reduction among teenagers.

Evidence suggests that tobacco tax levels, even in the Unit-
ed States, are difficult to justify on externality grounds, let 
alone those levels prevailing in the European Union. High 
taxes may reflect a form of paternalism, such as a desire to dis-
courage young people from taking up smoking.  The internal 
cost argument for higher taxes has not yet been settled.

WHat’s tHE rIGHt WaY to tax toBacco?
Tobacco is far from a homogeneous product. The United 
States and northern European countries tend to produce 
higher-quality brands than southern European countries. Ad 
valorem taxes raise the prices of different brands in the same 
proportion, and therefore they do not distort a consumer’s 
choice between high- and low-quality brands. This makes 
economic sense, to the extent that the purpose of tobacco 
taxes is to raise revenue.

Taxing cigarettes according to their external costs leads to 
a very different conclusion, however. The damage caused by 
cigarette smoking is independent of the price at which it is 

sold, so that correction of externalities favors specific over ad 
valorem taxes.  All else equal, the share of specific taxes in total 
tobacco taxation should be smaller when the importance of 
raising revenue is greater and the case for correcting exter-
nalities correspondingly smaller. To some extent, this reason-
ing is consistent with the high ad valorem tax element in EU 
tobacco tax systems and its absence in U.S. structures.

Some variation in specific taxes across different tobacco 
products may in fact be appropriate. Since health damages are 
correlated with the tar content of cigarettes, taxes on high-
tar cigarettes should be higher too. However, some research 
shows that addicts smoke low-tar and low-nicotine cigarettes 
differently, inhaling more to increase the amount of nicotine 
they ingest. So corrective taxes might not be proportional to 
tar content, but some differentiation is likely to still be ap-
propriate. Moreover, a “tar tax” would give manufacturers an 
incentive to develop palatable low-tar cigarettes, which would 
have long-term health benefits.

a coMPLEx QuEstIon
The question of what the right level and structure of tobacco 
tax should be is a complex one, given the multiple objectives 
of policymakers. The reasons for levying high taxes on to-
bacco products are the predictability of the revenue, the desire 
to discourage youths from taking up smoking, and the belief 
that smokers should pay for the burden they impose on oth-
ers. The reasons for moderating the level of tobacco taxes are 
the principle of consumer sovereignty and the finding that 
the external costs of smoking may be low. And the choice be-
tween specific and ad valorem taxation depends on whether 
the primary goal of policy is to discourage smoking or raise 
revenue.
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90. how aDVertIsIng for  
smokIng-CessatIon ProDuCts  
Can helP meet PublIC health goals

Although progress has been made, smoking remains a leading cause of death 
in the United States. To what extent do advertisements for smoking-cessation 
products encourage people to quit smoking, and how might the regulation of such 
advertising be reformed? 

About 20 percent of the U.S. adult population currently smokes cigarettes, and 
over 400,000 Americans die each year from smoking-related illnesses. Given these 
stark numbers, it is easy to understand why an ongoing federal public health initia-
tive aims to cut the smoking rate almost in half by 2010. Over the past decade or so, 
preventing youths from starting to smoke attracted a great deal of media and policy 
attention. Taxes were raised, antismoking mass media campaigns were launched, and 
laws restricting the sale of cigarettes to minors were strengthened and enforced. 

While it is difficult to know which, if any, of these policies worked, the rate of 
daily smoking among high school seniors indeed dropped by half from the peak levels 
reached in the late 1990s. But the remaining gap between the current adult smoking 
rate and the new goal makes clear what experts have long recognized: large reductions 
in the smoking rate cannot be achieved unless more of the 45 million adults who cur-
rently smoke quit. And as one of the required cigarette warning labels reads: “Quitting 
smoking now greatly reduces serious risks to your health.” 

Thinking about smoking cessation as a public health problem naturally focuses 
attention on public policies such as further cigarette tax hikes, smoking bans, and 
stronger warning labels. However, it is also a private health issue—the smokers them-
selves have the most to gain from quitting. There is a healthy private-sector market for 
products such as nicotine gum that help smokers quit. The pharmaceutical industry’s 
estimated retail sales of smoking-cessation products are nearly $1 billion annually. In 
recent years, the industry has spent between $100 million and $200 million annually 
advertising these products. While the pharmaceutical industry is out for higher profits, 
does the advertising also improve public health? If so, what public policies might en-
courage more private-sector advertising? 

To shed new light on this question, we studied whether pharmaceutical industry ad-
vertising affected smokers’ decisions to quit. The research team included our colleagues 
Rosemary Avery and Alan Mathios, as well as undergraduate and graduate research 
assistants. We linked survey data from individual smokers with an archive of magazine 
advertisements. With data on these smokers’ magazine reading habits, we measured the 
smoking-cessation ads to which they were exposed. By using the same information 
about the consumers that the advertisers observe, we tried to control for the potential 
reverse causality that advertising studies commonly face: are consumers responding to 
the advertising, or are advertisers responding to the consumer behavior?

After subjecting our results to a battery of checks, we found evidence that, when 
smokers see more magazine ads for smoking-cessation products, they are more likely 
to decide to quit. Based on our results, we estimate that if the smoking-cessation 
product industry increases its average annual expenditures on magazine advertising 
by about $2.6 million, the average smoker would be exposed to about 2.1 more 
magazine ads each year. According to our empirical models, the result would be about 
225,000 new attempts to quit and 80,000 successful “quits” each year. If an increase of 
this size in the rate of smoking cessation could be maintained over the years, the adult 
smoking rate would drop by about a percentage point. Larger increases in advertising 
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budgets could reduce smoking rates by even more. Our study 
of smoking-cessation product advertising is part of a growing 
body of economic research finding that direct-to-consumer 
ads increase consumer demand for a variety of pharmaceuti-
cal products.

Interestingly, however, our estimates show that most of the 
new quit attempts and quits spurred by the ads would not 
involve the purchase of smoking-cessation products. Other 
studies find that when smokers attempt to quit, at least two-
thirds use a method like going “cold turkey” that does not 
involve a product purchase. Likewise, our estimates suggest 
that about two-thirds of smokers who were prompted to quit 
by the product ads will also go cold turkey.

Firms often worry that their ad expenditures will spill over 
and help their competitors: does a McDonald’s ad prompt a 
visit to the Golden Arches, or might it help Burger King too? 
But for smoking-cessation products, the direct competition 
doesn’t cost anything. Because advertising can spur people to 
quit on their own, some of the public health returns to smok-
ing-cessation product ads are not captured as private profits.

The standard policy prescription is to use subsidies to en-
courage private-sector activities that generate positive spill-
overs. For example, the public sector subsidizes education 
because schooling not only helps the recipients, but also pre-
sumably benefits the rest of society. However, instead of sub-
sidizing pharmaceutical ads because of their spillovers, cur-
rent regulatory policy works to discourage them. The United 
States and New Zealand are the only countries that allow 
direct-to-consumer advertising of prescription pharmaceuti-
cal products. Even in these two countries, these ads are strictly 
regulated. 

In the United States, this had led to an ironic situation: 
in some ways, ads for prescription pharmaceutical products 

for smoking cessation have been more heavily regulated than 
cigarette ads. Food and Drug Administration (FDA) regula-
tions require magazine ads for prescription smoking-cessation 
products to include at least an extra page of disclosures about 
side effects and contraindications, while cigarette ads are re-
quired to carry only a short warning label. Easing regulations 
on ads for smoking-cessation products could exploit more 
fully the profit incentives to promote public health. Ads for 
other pharmaceutical products, such as statins to treat high 
cholesterol, have similar potential. Because the potential gains 
and harms from advertising vary widely across products, it 
might make sense for the FDA to adopt a more flexible ap-
proach to regulating direct-to-consumer advertising.

More generally, when crafting public policy, it is important 
to acknowledge private incentives to improve public health. 
People want to live healthier and longer lives, and private-sec-
tor firms can earn profits helping them do so. Public policies 
should be structured to facilitate, rather than impede, the pub-
lic health gains enjoyed when firms pursue private profits.
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91. merCury aDVIsorIes  
for CommerCIal fIsh

In recent years, environmental policymakers have supplemented traditional pollu-
tion regulations with information disclosure programs to better inform the public 
about the health and other environmental risks of products and firm activities. 
Mercury advisories are one example of this approach, but the program has had 
some unintended consequences. 

In the last several years, concern has arisen that mercury from commercial fish 
consumption may pose a significant threat to children’s neurological development. In 
2001, the FDA responded to increasing risk information by releasing a national advi-
sory. It warned pregnant women, women who may become pregnant, and households 
with young children to limit their fish consumption. An advisory update was issued in 
2004. Both advisories instructed at-risk groups to eliminate consumption of certain 
types of fish and cap consumption of all seafood, including canned fish.

To better understand this ongoing public health issue, it is useful to provide some 
context. Levels of mercury circulating in the environment have increased consider-
ably over the last century. Coal-fired power plants are currently the largest source of 
anthropogenic mercury. When atmospheric mercury is deposited into surface water, 
bacteria convert the mercury into organic methylmercury. This then enters a fish’s 
bloodstream from water passing over its gills and accumulates in tissues. It also bioac-
cumulates up the food chain. Even in water where ambient mercury levels are ex-
tremely low, methylmercury concentrations may reach high levels in predatory species 
like tuna, king mackerel, swordfish, and shark. 

For the general public, fish consumption is the primary source of exposure to 
mercury. Cooking and other forms of food preparation do not mitigate the risks. The 
FDA and other government agencies maintain that even modest mercury concentra-
tions pose a risk of significant harm to the developing neurological systems of fetuses, 
infants, and young children. Consequences may include reduced IQ, learning and 
attention disorders, and generally slowed intellectual and behavioral development. Se-
vere neurological illnesses, like cerebral palsy, may result from unusually high exposure. 
In adults, abnormally high mercury concentrations may contribute to brain damage, 
heart disease, blurred vision, slurred speech, and other neurological ailments, although 
such high concentrations are rare. 

Conventional economic wisdom tells us that improved information, such as the 
content of the mercury advisories, will make consumers better off. Indeed, there are 
theoretical advantages of managing mercury risks with consumption advisories. First, 
advisories provide flexible risk mitigation. They can directly target at-risk households 
and do not impose undue costs to society by limiting exposure to consumers that are 
not susceptible to risk. Second, information policies allow risk mitigation for persis-
tent problems. Even if mercury emissions could be completely eliminated, health risks 
could not be ruled out in the short run, because mercury persists in the environment. 
Third, advisories allow risk mitigation for problems that cross boundaries. A complete 
ban on domestic mercury emissions would still not rule out health risks to American 
consumers, even in the long run, because the vast majority of seafood consumed in 
the United States is caught abroad. To complicate matters further, mercury emissions 
from foreign sources are often deposited in U.S. waters.    

Despite the theoretical advantages of mercury advisories for managing risks, the 
big question is whether those advisories actually work in practice. Recent research 
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suggests there may be serious limitations. Because a moder-
ate amount of fish consumption provides significant health 
benefits to both adults and children—particularly in the form 
of IQ, stroke, and heart disease benefits from omega-3 fatty 
acid intakes—crude advisory responses or overreactions may 
mitigate advisories’ net public health effects. In short, there 
is a tension between mercury risks and seafood’s health ben-
efits. Some members of the scientific community have even 
speculated that mercury advisories may have caused net harm 
if at-risk consumers responded to the advisories by reducing 
consumption of all fish rather than high-mercury fish alone.

A colleague and I have shown that this speculation is justi-
fied (Shimshack and Ward 2008). We found that at-risk con-
sumers did reduce mercury intakes in response to the 2001 
commercial fish advisory. In isolation, this is positive for pub-
lic health. However, we also found that at-risk consumers 
substantially reduced their intake of beneficial omega-3 fatty 
acids. Further explorations revealed that at-risk consumers did 
not substitute high-mercury fish with low-mercury fish, nor 
did they differentially avoid high-mercury fish. They simply 
reduced consumption of all fish in response to the advisory. 
When we interpreted our results from a public health per-
spective, we found that the benefits of mercury reductions 
were approximately offset by the negative health effects of 
reduced overall fish consumption. In other words, on net, we 
found no public health benefits of the mercury advisory. 

Other concerns about mercury advisories also exist. Co-
authors and I found that advisories affect households differ-
ently (Shimshack et al. 2007). Important groups of at-risk 
consumers, including the least educated, did not seem to re-
act to mercury advisories at all. This may be a notable public 
health issue, because this group of consumers may be particu-
larly poorly equipped to withstand negative health outcomes. 

Unintended spillover effects of these advisories are another 
factor. We found that some consumers not considered at-risk 
also reduced consumption in response to the advisory—an 
outcome not consistent with policy goals.

In sum, the evidence justifies strong cautionary notes about 
commercial fish advisories. While the theoretical advantages 
of information policies for managing mercury in seafood are 
significant, the practical realities highlight important disad-
vantages. More research is needed, but the best available evi-
dence suggests that national commercial fish advisories have 
no net public health benefits. Advisories must be more care-
fully crafted and disseminated. Mercury mitigation strategies 
might also appropriately begin to rely more on emissions re-
ductions than consumption advisories alone.
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92. measurIng the benefIts  
of reDuCeD exPosure to leaD

For many air pollutants, the most important health hazard is premature mortal-
ity. However, in the case of lead emissions, the main health risk is neurological 
damage to young children. How do economists measure the benefits of reducing 
lead emissions, and what are the implications for the recent tightening of the lead 
standard?

Although lead was outlawed from use in gasoline and paint in the 1970s, many chil-
dren in this country continue to be exposed to lead in dust, soil, and deteriorated paint 
in housing units. Efforts to cut the use of this neurotoxin in other products—such as 
foods, cosmetics, folk remedies, and toys—continue because exposure is known to be 
harmful, particularly in utero and in early childhood.

In fact, thousands of scientific studies over the last two decades have shown that 
young children suffer neurological harm at much lower blood lead levels than previ-
ously recognized, with potentially serious implications for brain development and 
cognitive abilities as well as noncognitive ones, such as motivation, perseverance, and 
tenacity. This was a major motivation behind a recent court challenge that resulted in 
a dramatic tightening in the National Ambient Air Quality Standard for lead (due to 
take effect by 2017) to 0.15 micrograms per cubic meter. The previous standard, set in 
1978, had been 1.5 micrograms per cubic meter. 

So is this change justifiable? Do the social benefits from reducing lead emissions 
outweigh the costs? Economists address these questions by doing the following: 

determining the impact of the control policy on reducing the atmospheric con-•	
centration, 
assessing the exposed population that potentially benefits from the reduction in •	
ambient concentrations, 
estimating the reduction in blood lead levels for the affected population, •	
evaluating the resulting health benefits, and •	
obtaining a monetary measure of these benefits. •	

The first four steps can be measured by linking emissions/air quality models to 
local population data, as well as evidence from the scientific literature. The final one is 
our focus here, as this is perhaps the most contentious.

The benefits of reducing exposure to lead are based on estimated changes in men-
tal ability—usually measured by changes in IQ—in children aged seven and below, 
and associated changes in their future earnings potential. EPA’s regulatory impact as-
sessment for the new lead standard assumed that each 1 percent increase in IQ would 
increase lifetime earnings by around 1.8 to 2.3 percent. But the reliability of these 
assumptions is open to question. Would alternative assumptions alter economic assess-
ments of the desirability of previous policies to reduce lead emissions?

The EPA assumption was based on earlier studies, for example by Salkever (1995). 
The estimates of the IQ premium in those studies were obtained by comparing life-
time earnings of individuals—which depend on their wages and fringe benefits, hours 
worked, and likelihood of employment—with different IQ levels, holding other fac-
tors, like occupation or age, constant. 

However, recent analyses appear to cast some doubt on these earlier findings. 
Heckman et al. (2006) developed better measures to take into account the quality 
of people’s education, finding that, for 30-year-old men, a 1 percent difference in 
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cognitive ability made only a 0.6 percent difference in hourly 
wages—less than a third of EPA’s assumption. (However, this 
was exclusively for relatively young men, for whom the es-
timated association between IQ and earnings is somewhat 
weaker than for older men and for women.) Another study, 
by Zax and Rees (2002) estimated the wage premium at 0.6 
to 1.4 percent for men.

The more recent evidence suggests that the association 
between cognitive ability and earnings has previously been 
overstated, and, by implication, the EPA regulatory impact 
analysis may have overstated the benefits of reducing chil-
dren’s exposure to environmental lead. For example, Grosse 
et al. (2002) estimated that reductions in lead exposure from 
the mid-1970s to the late 1990s increased the total lifetime 
productivity of each year’s U.S. birth cohort by $110 billion 
to $320 billion. Based on the newer Zax–Rees figures, the 
estimates would fall to $70 billion to $150 billion. 

Nonetheless, even these lower benefit figures are large 
relative to estimates of the annualized costs of phasing out 
leaded gasoline and paint, and other control measures. More-
over, the benefit estimates would be higher if recent findings 
were taken into account that link adverse health impacts to 
relatively low blood lead levels. Furthermore, the Grosse et 
al. estimate did not account for lead’s effects on noncognitive 
functioning, such as the ability to show up for work and focus 
on a task. Some studies find that those types of abilities or per-
sonality traits may be an even more important determinant of 
earnings than cognitive ability (Heckman et al. 2006). Nor did 
the study account for the possible association between lead 
exposure in childhood and criminal behavior among adults. 
Interventions in childhood that reduce criminal behavior in 
adulthood can generate very large economic returns. 

As for the recent tightening of the lead standard, cost–ben-
efit analyses are less conclusive, as the results are sensitive to 

different assumptions, such as the rate at which higher future 
earnings are discounted. Scaling back the benefits in the EPA 
regulatory impact assessment (which include some side ben-
efits from related reductions in particulate emissions) to ac-
count for the smaller earnings/IQ association leaves an overall 
net benefit under some range of assumptions and a net loss 
under others. Therefore, it appears difficult to make a defini-
tive case for or against a tighter standard at this time. Perhaps 
new assessments will be more positive down the road, if some 
broader benefits of reduced lead poisoning, noted above, are 
quantified and taken into account, and if firms develop inno-
vative, lower-cost ways to reduce lead emissions. 
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93. InDoor aIr PollutIon  
anD afrICan Death rates

Indoor pollution from combustion of traditional cooking and heating fuels is a 
major health problem in low-income countries. Although there is little prospect of 
addressing this problem through electrification in the next 20 to 30 years, policy 
interventions, such as encouraging use of less-polluting fuels and stoves with better 
ventilation, can bring substantial health benefits in the meantime.

In sub-Saharan Africa, 94 percent of the rural population and 73 percent of the 
urban population use biomass—wood, charcoal, crop residues, animal dung—and coal 
as their main sources of energy for cooking and heating. Biomass combustion, par-
ticularly in open or poorly ventilated stoves, generates numerous pollutants, including 
particulate matter, carbon monoxide, and other carcinogens that are potentially harm-
ful to the health of poor adult women and their children (who are carried on their 
mothers’ backs or play by the fire).

Robert Bailis, Daniel Kammen, and I estimated that, for the year 2000, 350,000 
sub-Saharan African children who died of lower respiratory infections, and 34,000 
adult women who died of chronic obstructive pulmonary disease, would have lived 
longer had they not been exposed to indoor air pollution caused by burning biomass. 
Worldwide, studies suggest that exposure to indoor air pollution is responsible for 
over 1.8 million premature deaths a year, and nearly 3 percent of the global burden of 
disease. And all these figures may substantially underestimate the true disease burden. 
Recent evidence suggests an association between exposure to indoor air pollution 
during pregnancy and low birth weight, which has significant health consequences 
for adults and children.

Indoor air pollution from solid fuels is now recognized as a major global health 
concern. For example, solid-fuel use is an indicator for Goal 7 (environmental sus-
tainability) of the UN’s Millennium Development Goals. Exposure to indoor air pol-
lution depends critically on household access to, and choice of, energy technology 
(that is, the choice of fuel and stove). The greatest risk reductions can be achieved by 
a complete transition to electricity, or even to direct use of fossil fuels like natural gas 
and kerosene. (Although the health risks of poisoning or burns from kerosene have 
not been systematically quantified, they are likely much smaller than the health risks 
from biomass and coal.) In many developing countries, especially in urban areas, high-
income households have transitioned to cleaner fuels. There are, however, important 
exceptions to this: in China, for example, rapid economic growth and infrastructure 
expansion have contributed to near-universal access to electricity, yet almost 80 per-
cent of households continue to use biomass or coal as their main energy source for 
cooking and heating.

In fact, for many low-income nations and households, particularly in rural sub-
Saharan Africa, transitioning to clean fuels is not a realistic option for the next 20 to 
30 years. One reason is the high up-front costs of the infrastructure needed to gener-
ate, process, and deliver clean energy. In Kenya, for example, a gas stove and tank costs 
around $30–$50, while a charcoal stove costs $3–$5. Another obstacle is the volatility 
in petroleum-based fuel prices, caused by both instability in international fuel markets 
and domestic energy policies.

In the meantime, efforts should therefore focus on interventions to modify aspects 
of the current fuel–stove combinations and energy-use behaviors, and to improve 
technologies for accessible and clean energy sources. Options include preprocessing 
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biomass and coal to burn more cleanly, and stoves with better 
ventilation. Separating kitchens or providing additional win-
dows can also reduce pollution exposure. Interventions like 
these need to take into account local factors like climate and 
the environment, the purpose of energy use (cooking versus 
heating), local infrastructure, socioeconomic circumstances, 
and user behavior.

One particularly important intervention for very low-
income societies is greater use of transformed biofuels. Evi-
dence suggests that a substantial portion of the potential 
health risk reduction from a transition to petroleum-based 
fossil fuels could still be achieved by shifting toward charcoal. 
For example, based on current trends in the use of tradition-
al household fuels in sub-Saharan Africa, we projected that, 
between 2000 and 2030, there would be 8.1 million annual 
premature deaths among children and 1.7 million premature 
deaths among adult women. However, about a million of 
these deaths could be avoided by a gradual transition to the 
use of charcoal, while a more rapid transition could nearly 
triple the numbers of premature deaths avoided.

Using charcoal costs no more to households than burning 
wood, as it avoids the infrastructure requirements of other fos-
sil fuels. Charcoal also has a well-established production and 
marketing network in many countries and can be more easily 
scaled up than a transition to fossil fuels.

Greater use of charcoal is not without drawbacks: it would 
result in much higher emissions of greenhouse gases if the 
wood is harvested unsustainably and made into charcoal in 
traditional kilns. And charcoal has implications for forest 
cover, soil fertility, and biodiversity in ways that have not yet 
been fully studied. But evidence from Latin America and Asia 
shows that it is possible to produce charcoal in more envi-

ronmentally sustainable ways, particularly through changes in 
land management to ensure sufficient replacement of trees, 
the use of alternative feedstocks, and the introduction of 
highly efficient kilns.

Greater use of other transformed biofuels might also pro-
duce significant benefits, although these other fuels have re-
ceived little attention in the health and indoor air pollution 
literature. Nonetheless, if the technological, funding, and insti-
tutional challenges could be met, transitioning to sustainable 
fuels like charcoal offers a valuable opportunity to promote 
gender equality and improve environmental sustainability, 
while also ranking among one of the most cost-effective 
health interventions in developing countries.
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Part 7
Environment and Development

This final section touches on some challenging policy problems in developing 
countries where the institutions for dealing with the adverse side effects of indus-
trialization and population growth are often poorly developed. There are important 
lessons to be learned – often about what not to do – from how other countries handle 
problems that defy easy answers. For example, the Washington, DC, metropolitan area 
regularly earns the third place in having the worst traffic in the nation, and numer-
ous solutions have been implemented, to varying degrees of success, such as expand-
ing the subway system. Mexico City, which is far larger, adopted what looked like a 
straightforward approach, the “Today Don’t Drive” program. But that essentially failed 
because it didn’t address human behavior, specifically the willingness of households to 
quickly adapt to new government regulations. 

Too often, our understanding about other countries or certain phenomenon is 
based on scarce information or long-held assumptions that have come to be regarded 
as fact. Several commentaries in this section look at the numbers behind the myths 
and evaluate possible policy tools. Famines today, for example, are rarely caused by 
plagues of locusts or totalitarian regimes, like those associated with Stalin and Mao. 
But the definitions have changed: at present, mass hunger is a far greater challenge to 
the global community than famine. The “population bomb” once feared a few decades 
ago basically has been defused, thanks to family planning programs and economic and 
social progress achieved in many developing nations. But population growth won’t be 
stable for a while, and prospective population increases will continue to power large 
international migration streams, mainly from the poor areas of Africa, Latin America, 
and South Asia to the developed nations. 

Finally, other commentaries introduce readers to broader development problems 
such as housing “poverty,” green cities, and the need for safe drinking water. Through-
out the book, you’ll find similar entries, particularly in the Managing Natural Re-
sources, Transportation and Urban Policy, and Public Health Policy sections. 



94. DrIVIng restrICtIons anD  
aIr qualIty In mexICo CIty

Sound economic analysis that sorts out which environmental policies work and 
which do not is especially important for developing countries where large urban 
populations are frequently exposed to acute pollution. One environmentally mo-
tivated policy that does not seem to be working well, at least for Mexico City, is 
restricting the number of days people can drive their vehicles. 

Whereas U.S. cities have seen dramatic improvements in air quality over the last 
three decades, Mexico City has been considerably less successful. Levels of major air 
pollutants in Mexico City routinely exceed the maximum exposure limits established 
by the World Health Organization (WHO). For example, WHO has warned that 
eight-hour average ozone levels exceeding 100 micrograms per cubic meter threaten 
human health, causing respiratory infections, chronic respiratory illness, and aggrava-
tion of existing cardiovascular disease. Evidence from monitoring stations in Mexico 
City indicates that during the period 1986–2005, this guideline was exceeded 92 
percent of the time. Extrapolations from U.S. studies suggest that these pollution levels 
lead to thousands of premature deaths a year in Mexico City.

Nearly 20 years ago, record levels of ozone and other airborne pollutants led the 
Mexico City government to introduce a program, Hoy No Circula (HNC), which 
bans most drivers from using their vehicles one weekday per week, based on the last 
digit of the vehicle’s license plate. (For example, vehicles with a license plate ending in 
5 or 6 may not be used on Monday.) The restrictions are in place between 5 a.m. and 
10 p.m. and affect the vast majority of residential and commercial vehicles, although 
taxis are excluded. When imposed in 1989, the restrictions applied to 2.3 million ve-
hicles, or 460,000 vehicles per day. 

The policy seemed reasonable at the start. After all, vehicle emissions are over-
whelmingly the primary source of air pollution in Mexico City. According to a re-
cent emissions inventory, vehicles are responsible for 81 percent of the nitrogen oxides 
and 46 percent of the volatile organic compounds in the Mexico City atmosphere. 
However, when hourly air pollution records from monitoring stations were examined, 
they showed no evidence that the program has improved air quality. While weekend 
and late-night air pollution increased relative to weekdays, consistent with drivers 
shifting to hours when the program is not in effect, weekday pollution levels did not 
change at all. 

The primary cause of the program’s failure turns out to be human adaptation. 
While the hope was that drivers would shift to low-emissions forms of transportation, 
such as the subway or the public or private bus systems, no one got out of their cars. 
Instead, the evidence indicates that HNC has led to an increase in the total number of 
vehicles in circulation. What is the easiest way to circumvent the Hoy No Circula pro-
gram? Buy a second car. A driver with two vehicles can drive every day of the week as 
long as the last digits of the license plates don’t match. Plus, the data shows that most 
of the new cars are, in fact, used and imported from other parts of the country, and 
thus tend to be high-emitting.

An additional explanation is the increased use of taxis. There are over 100,000 taxis 
in Mexico City, or approximately one taxi for every 100 residents. In comparison, 
New York City has approximately one taxi for every 600 residents, and Beijing has 
one taxi for every 175 residents. Mexico City’s unusually large stock of taxis was well 
positioned to absorb any increase in demand from HNC. Moreover, from 1986 to 
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2005, taxis in Mexico City were among the highest-emitting 
vehicles in circulation; most were Volkswagen Beetles, a ve-
hicle that has not been sold in the United States since 1977. 

But given HNC’s basic failure to alter driver behavior, 
Mexico City’s highly congested streets are as clogged as ever. 
Yet the inconvenience of the driving restrictions still imposes 
costs on vehicle owners; a rough calculation suggests these 
costs amount to over $300 million per year, or $130 per ve-
hicle owner. 

Questions about the effectiveness of this program are rel-
evant to current environmental policy in Mexico City. Air 
quality remains a severe problem in Mexico City, with ozone 
levels exceeding WHO standards 79 percent of the time in 
2005. Despite the contrary evidence, HNC was actually ex-
panded July 2008 to include Saturday driving restrictions. 
Some see HNC as the central component of Mexico City’s 
strategy for addressing air pollution, while others would like 
to replace it with other forms of pollution control. Either way, 
reliable estimates of the effect of HNC on air pollution are 
necessary for evaluating these alternatives.

Carrying out such analysis would have implications for air 
quality and transportation policies throughout the urban de-
veloping world. According to the World Bank, the 10 cities 
with the highest average levels of airborne particulates are 
all in the developing world. Trends in population and vehicle 
growth in these urban areas threaten to exacerbate these prob-
lems. Between 2000 and 2030, the number of people living 
in cities in less-developed countries is forecast to increase by 
1.96 billion. This represents 97 percent of the projected global 
population increase during this period. 

Driving restrictions are one of the tools available to policy-
makers as they confront this growing problem. Indeed, since 
HNC was implemented, similar programs have been started, 
such as Pico y Placa in Bogota, Restricción Vehicular in Santi-
ago, Rodízio in São Paulo, and restrictions in Beijing in prepa-
ration for the 2008 Olympics. In total, over 50 million people 
live in cities with driving restrictions based on license plates. 

Evidence, at least from Mexico City’s experience, suggests 
that these policies to restrict driving are misguided. More ef-
fective environmental policies are probably those that have 
worked best in the United States, namely progressively tighter 
emissions standards for mobile and stationary sources, as well 
as better enforcement through, for example, stricter require-
ments for regular vehicle emissions inspections.
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95. DeCIPherIng the DemanD  
for safe DrInkIng water  
In low-InCome CountrIes

Contaminated water is one of the most serious health challenges facing many 
developing countries. Although a variety of interventions are possible for improv-
ing water quality, designing effective policy requires careful study of their health 
benefits and the willingness of households to adopt them. One such study has been 
conducted in rural Kenya.

We take water for granted when it flows from our kitchen faucets, but for millions 
in less-developed countries, safe drinking water remains a matter of life and death. Di-
arrheal diseases kill around two million children every year, and contaminated water is 
often to blame. In rural areas where pipe infrastructure is too expensive or too hard to 
maintain, water collection from sources like wells, streams, or springs can take hours 
each day, a burden that falls primarily on women and young children. And despite the 
hours of walking time, the sources they must use are often unsafe.

With so many people relying on the same water sources to collect water for drink-
ing and cooking, wash dishes and clothes, and provide for livestock, it’s hard to keep 
those sources clean. Fecal contamination from surface rainwater runoff makes matters 
worse. The UN Millennium Development Goal of reducing the under-five child 
mortality rate by two-thirds can be achieved only if diarrhea-related mortality can be 
drastically reduced. To do so, expanding access to safe water will be key.

Fortunately, a wide variety of relatively inexpensive technologies for water quality 
improvement are now at our disposal. Age-old tools like ceramic filters have been im-
proved by modern scientists, and brand-new options—including Procter & Gamble’s 
PUR sachets, which make water visibly clear in addition to disinfecting it—have been 
added to the arsenal. Solar disinfection requires nothing but empty plastic bottles and 
the natural UV rays available on a sunny day; but in the high-tech facilities operated 
by the company WaterHealth International in India and Ghana, UV radiation purifies 
20,000 liters of water daily.

The task at hand is to figure out which of these technologies are most useful on 
the ground in poor countries, recognizing that it is individual women who will ulti-
mately decide whether a particular product is desirable and meets their needs. To that 
end, we are carrying out the Kenya Rural Water Project, a series of rigorous evalua-
tions that study user responses to water quality improvements in rural western Kenya. 
Drinking water quality is a major public health issue, with, according to our surveys, 
nearly 20 percent of young children suffering from diarrhea each week. We focus on 
the two most commonly used methods for improving drinking water quality in this 
area: spring protection and treatment with chlorine, both of which are simple and 
well-established approaches.

In this part of rural Kenya, 90 percent of households have ready access to a natu-
rally occurring local spring. Spring protection entails sealing off the spring’s water 
source and encasing it in concrete so that water flows out from a pipe and directly 
into a collection bucket—rather than seeping from the ground, where it is vulnerable 
to contamination from surface runoff. Construction costs are usually around $1,000 
but the entire community benefits and protection can last for many years with mini-
mal maintenance. Commercially available dilute chlorine, packaged for retail sale to 
individual households, is also cheap by Western standards—a month’s supply costs 
about 30 cents per family. As a point-of-use technology, however, each household has 
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to regularly choose whether or not the hassle and expense of 
using chlorine are worthwhile.

By comparing households that were randomly assigned 
to have their springs protected or to be given free chlorine 
(or both)—similarly to the way that drug trials are designed 
in medical research—we were able to confirm that both ap-
proaches are effective. Before the study began, only 14 percent 
of the surveyed households had drinking water that met EPA 
safety standards. Spring protection boosted the proportion to 
almost 20 percent, and distributing free chlorine raised it to 
above 50 percent. The average drop in fecal contamination 
(as measured by the presence of E. coli bacteria in the water) 
was even sharper. As a result, both spring protection and 
chlorine led to statistically significant reductions in child di-
arrhea—about one-third fewer diarrhea cases among children 
in households given free chlorine, with somewhat smaller 
gains for the protected-spring households. In epidemiological 
terms, these are substantial gains.

We also calculated how much households value these im-
provements, using what is called a willingness-to-pay analy-
sis. This yielded some surprising and discouraging news. A 
randomly chosen subset of our rural Kenyan households was 
given coupons to buy the chlorine at a 50 percent discount 
after their free supply ran out, but very few were willing to 
pay even a modest price (roughly 15 cents per month) for a 
product that resulted in large positive benefits for their chil-
dren’s health. Using the extra travel costs incurred—basically, 
the time spent walking to the water source—as a measure 
of how people would value spring protection, we similarly 
found that most households were willing to pay only slightly 
more “with their feet” for cleaner water. Some preliminary 
calculations indicate that most households were willing to pay 
only between 50 cents and $5 for an annual supply of cleaner 
water, either from chlorine or access to a protected spring.

The low valuation of clean water is consistent with the fact 
that both of these technologies have been locally available for 
many years, and yet few natural springs get protected and very 
few households choose to purchase chlorine.

A lack of practical health knowledge might help explain 
the discrepancy between the large, observed health effects and 
low valuation by households of cleaner water. In baseline sur-

veys, one-third of households did not consider contaminated 
water as a cause of child diarrhea. It might also be difficult 
for mothers to discern the benefits of clean water in practice. 
Over the course of a year, the health benefits from giving 
away free chlorine translated into about 7 weeks of diarrhea 
rather than 10 weeks for children whose households lack ac-
cess to cleaner water. While this is an important medical ef-
fect, it might be hard for mothers to detect, especially if chil-
dren are still sick for a variety of other reasons, such as malaria, 
malnutrition, and respiratory infections.

Our findings call into question the current model for pro-
moting water quality improvements, which relies on cost-
sharing with consumers and promotes retail distribution of 
treatment technologies as a strategy for sustainability. The 
subsidies needed to make the retail model work may be so 
high as to render that approach infeasible. Centralized treat-
ment strategies may be an attractive alternative, and we are 
exploring this idea in the next phase of the Kenya Rural Wa-
ter Project. Looking ahead, the challenge for both scientists 
and policymakers interested in the next generation of safe wa-
ter technologies will be to identify products and distribution 
channels that work for people at the local level, and ensure 
that people will actually use the products.
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96. enVIronmental PolICy InnoVatIons 
In DeVeloPIng CountrIes

Traditional forms of environmental regulation, such as technology mandates, have 
not worked particularly well in developing countries because the institutions and 
political will needed to enforce them have been lacking. Successful policy experi-
ments in industrialized countries have inspired some innovative strategies for de-
veloping countries.

After decades of rapid urbanization, population growth, and industrialization, de-
veloping countries are now home to many of the world’s most severe environmental 
and natural resource problems. Increasingly, they are crafting regulatory policies to 
address these problems, relying principally on conventional command-and-control 
(CAC) approaches: legal mandates requiring firms and farms to take certain actions 
(such as treating wastewater) and prohibiting them from taking others (like clearing 
forests). Although some developing countries have made enormous progress, the over-
all track record is mixed at best. The reasons are well known. Written regulations are 
often riddled with gaps and inconsistencies. Environmental regulatory agencies lack 
funding and trained personnel. Public infrastructure needed to control pollution has 
yet to be built. Difficult-to-monitor small and informal firms abound. And perhaps 
most important, the political will to enforce regulations is often limited.

Given this conundrum—grave environmental and natural resource problems 
matched with ineffectual policies—developing countries are increasingly experiment-
ing with innovative regulatory strategies. The hope is that these “leapfrog” policies will 
sidestep the institutional and political constraints that have undermined CAC.

The popularity of different policy innovations has waxed and waned over the years. 
These phases reflect a bandwagon effect: an innovative policy is successfully pilot-
ed, often in an industrialized country; this experience stirs attention in international 
policy and academic circles; bilateral and multilateral aid organizations provide funds 
for new applications; and so forth. In what follows, I’ll provide a brief, admittedly 
impressionistic sketch of the emerging empirical evidence on these experiments. The 
bottom line is that the overall track record is at least as uneven as that of CAC. 

Influenced by the successful debut of the U.S. sulfur dioxide trading program, en-
vironmental policy innovation in developing countries 10 to 15 years ago emphasized 
economic incentive instruments like tradable permits and emissions fees, policies that 
provide financial incentives for improved environmental performance without dictat-
ing whether or how agents make these improvements. The usual argument for apply-
ing such policies is that, in theory, they are more cost-effective than CAC, a critical 
consideration in poor countries.

Several efforts to set up permit programs for air pollution in developing countries 
died on the vine. The most advanced applications have been in Chile and a handful of 
Chinese cities, none of which have been particularly successful. Improved air quality 
in Santiago has been largely due to the construction of new pipelines supplying cheap, 
clean-burning natural gas. In China, virtually all permit trades have been administra-
tively mandated. Although successful in some regions, Colombia’s nationwide liquid 
effluent discharge fee program—arguably the mostly highly touted emissions fee pro-
gram in a developing country—has been marred by limited implementation in other 
regions and widespread noncompliance in key economic sectors.

As calls for using economic incentive instruments in developing countries have 
waned, attention has shifted to other policy innovations, including public disclosure 
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programs like the U.S. Toxic Release Inventory (TRI), that 
collect, verify, and disseminate information about facility-lev-
el environmental performance in order to heighten pressure 
for pollution control. A decade after the TRI was established, 
Indonesia launched its Program for Pollution Control, Evalu-
ation and Rating (PROPER) for major sources of water pol-
lution. Research suggests that the program has spurred signifi-
cant emissions reductions. Subsequently, multilateral lenders 
backed efforts to replicate the program in China, India, the 
Philippines, and Vietnam. Although rigorous evaluations of 
the impact of these programs have yet to appear, two have not 
outlasted initial infusions of funding and technical assistance. 
However, preliminary evaluations of the Green Ratings Proj-
ect, an independently financed and designed public disclosure 
program in India, echo those of PROPER.

Voluntary regulation is another innovative environmental 
strategy now receiving considerable attention. The term refers 
to programs and policies in which polluters voluntarily com-
mit to environmental performance goals either unilaterally, 
in the context of an agreement with regulators, or within a 
program administered by regulators or a third party. Like their 
counterparts in industrialized countries, developing coun-
try policymakers are rapidly putting voluntary programs in 
place. But evaluations of these programs typically fail to find 
significant environmental impacts. For example, the Colom-
bian Environment Ministry’s 2006 evaluation of 47 voluntary 
agreements in a wide variety of economics sectors concluded 
that in only 10 cases did industry keep the bulk of its com-
mitments, most of which were procedural, not substantive. In 
Mexico, an evaluation of four consecutive agreements with 
the tanning sector over 13 years showed that the agreements 
had virtually no substantive impact aside from creating the 
(less and less credible) appearance of forward progress. The 
record is not uniformly negative, however. Studies show that 
voluntary agreements in Chile and a national voluntary audit 
program in Mexico have spurred significant improvements

In my view, the principal lesson  from these policy experi-
ments is that the critical assumption implicit in many environ-
mental policy leapfrog efforts in developing countries—that 
innovative policies will somehow sidestep the institutional and 
political constraints that have undermined CAC—has gener-
ally turned out to be mistaken. Typically, the same constraints 
that have bedeviled CAC policies have undercut second- and 
third-generation policies. For example, tradable permit and 
emissions fees programs require a strong regulatory institution 
to reliably measure emissions and either enforce the facility-
level caps implied by permit allocations or collect fees. So it 
is not at all surprising that these programs have foundered in 
countries and regions with weak regulators.

Perhaps a bit more surprising is that voluntary regulation 
has also often fallen flat. Upon reflection, however, research 

on this instrument predicts this outcome. It suggests that a 
variety of incentives drive compliance with voluntary com-
mitments, including a background threat of mandatory reg-
ulation and pressure applied by consumers, capital markets, 
nongovernmental organizations, and community groups. The 
problem in many developing countries is that these drivers are 
relatively anemic.

In several cases where leapfrog experiments have been 
effective—for example, voluntary agreements in Chile and 
emissions fees in some parts of Colombia—many of the in-
stitutional prerequisites for effective CAC regulation were 
already in place. Exceptions appear to be Indonesia’s public 
disclosure program and, to a lesser extent, India’s Green Rat-
ings Project.

To sum up, the record of environmental policy innovation 
in developing countries clearly indicates that cutting-edge 
policies, by themselves, are not a panacea. With the possible 
exception of well-designed public disclosure programs, the 
success of environmental management initiatives generally has 
less to do with the particular type of policy used than the 
institutional context in which it is implemented, in the same 
way that a farm’s productivity has less to do with the variety 
of seeds sown than ensuring the soil has sufficient moisture 
and nutrients.

The take-home message for policymakers is to be wary of 
indiscriminate applications of newly popular policy innova-
tions (such as payments for ecosystem services) that promise 
to circumvent chronic institutional problems. The value of 
such policies largely depends on whether or not they contrib-
ute to, or divert attention from, the hard work of building the 
requisites of effective environmental management, including 
strong regulatory institutions, clear consistent written regula-
tions, and the political will for diverting scarce resources to 

environmental protection.
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97. green CItIes anD  
eConomIC DeVeloPment

This commentary discusses findings from green cities: urban growth and 
the environment, a recent book that reviews what economic analysis has to say 
about the environmental implications of urban development. 

Understanding the relationship between economic development and urban en-
vironmental quality is no mere academic exercise. In 2000, 80 percent of the U.S. 
population lived in a metropolitan area, and worldwide the fraction of people living in 
cities is projected to rise from 30 percent in 1950 to 60 percent in 2030. Not only are 
the population numbers large, but the conflicts and conundrums are very real. Some 
rapidly growing cities, like Beijing, suffer from severe environmental degradation, but 
others are able to preserve or even enhance their environmental quality. Air quality 
improved steadily in Los Angeles between 1980 and today, despite an over 85 percent 
increase in automobile usage. 

All cities face “tragedy of the commons” problems. No one individual driver, 
manufacturer, or institution has sufficient incentive to economize on pollution pro-
duction. The sheer scale of cities means that when millions of economic actors each 
pursue their narrow self-interest, the city can turn brown. While population growth 
scales up this problem, adding millions more polluting producers and consumers to 
the small geographic area, income growth offers the possibility of both greening and 
browning the city.

IncoME GroWtH
The main contribution economists have made to sorting out the relationship between 
income growth and environmental quality is the environmental Kuznets curve (EKC), 
which models the relationship between economic development and pollution levels 
over time. By many indicators, environmental quality initially declines as poorer cit-
ies develop; for example, as people grow richer, they switch from bikes to cars and 
demand larger housing units with more energy-using appliances.

However, as growth continues, a turning point is eventually reached, and thereafter, 
environmental quality improves as incomes rise. Development triggers offsetting ef-
fects on pollution, most notably by shifting consumption and production in greener 
directions and by giving policymakers the mandate and the resources to implement 
regulation that reduces pollution. Take the case of Los Angeles. Under state law, car 
companies were required to produce vehicles with lower emissions per mile, which 
led to an overall decline in air pollution, even as rising affluence caused the total num-
ber of miles driven to increase. 

But this is one highly conditioned example. If the EKC hypothesis is true, trends in 
per capita income underestimate overall changes in well-being in rich cities but over-
estimate such trends in poorer ones. Some World Bank economists have argued that 
the trade-offs between development and the environment improve over time, though 
data limitations make it very difficult to confirm this hypothesis. Their optimism is 
based on the claim that developing countries can adopt greener technologies previ-
ously developed in richer nations and learn from the regulatory mistakes of richer 
nations. If this is true, developing nations can expect to benefit in two ways. First, 
they are likely to reach the peak of the EKC earlier in their development than other 
nations have in the past. Second, they will suffer less environmental damage before 
reaching the turning point. 
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The stakes in this debate are high. Per capita GDP in 1998 
(in purchasing parity dollars) was $1,440 in sub-Saharan Af-
rica, $2,060 in India, and $3,051 in China—nowhere near 
$8,000 per capita, the figure currently suggested in the em-
pirical literature for when the relationship between environ-
mental quality and economic growth appears to peak and 
then turn down. 

Perhaps the most important problem with the EKC is 
that it may have little relevance for pollution problems that 
are borne by others rather than just city residents. The obvi-
ous example here is global warming, where greenhouse gases 
released from one city potentially affect future generations 
around the globe.

PoPuLatIon GroWtH
Urban population growth, as distinct from per capita income 
growth, poses additional challenges. By concentrating a large 
number of people and firms within a small geographic area, 
pollution levels rise. The greatest problems arise when popu-
lation growth is unexpected, as in times of war and famine, 
and the government is not up to the job of responding by 
scaling up infrastructure. As poor migrants enter a city, they 
increase the demand for basic services, but typically are inca-
pable of contributing financially to their supply. The resulting 
water pollution, contagion, and absence of trash removal all 
raise the risk of serious health epidemics.

Megacity urbanization also weakens the pressure for envi-
ronmental improvement in a more subtle way. In developed 
nations, decentralized competition among cities creates an in-
centive for politicians to adopt green policies; if they do not, 
residents may “vote with their feet” by relocating to other cit-
ies with a better quality of life. While enormous metropolitan 
areas, such as Los Angeles and New York City, contain less 
than 5 percent of the U.S. population, elsewhere the percent-

ages are far more imbalanced: for example, in Argentina, 30 
percent of the nation’s population lives in Buenos Aires, the 
largest city. When the urban population in a country is con-
centrated in one or two megacities, local governments are less 
concerned about losing population to other cities through lax 
environmental controls.

Of course, cities differ in their ability to absorb population 
growth without experiencing local environmental degrada-
tion. Some of the factors that affect the relationship between 
growth and sustainability are relatively immutable, such as cli-
mate and geography. But the quality of governmental institu-
tions also plays a key role in determining whether a city will 
be able to successfully cope with population growth. Long-
term planning requires resources and expertise. In the best of 
all possible worlds, urban planners would be able to forecast 
likely urban growth over the next 20 years, and, anticipating 
this growth, city leaders would take proactive steps to limit 
its environmental impact and finance necessary infrastructure 
upgrades. 
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98. buIlDIng better housIng PolICIes 
for the DeVeloPIng worlD’s Poor

Urban housing in poor countries has seen a dramatic shift away from heavy reli-
ance on state provision and toward a far more market-oriented approach. Nonethe-
less, unfettered markets do not solve all the problems, and carefully designed policy 
interventions may still be needed to make the housing market work better. 

The photos are always heart-rending: children playing in open sewers, families 
crowded into filthy apartments, squatters sheltering in tin-and-cardboard tents. They 
reflect the challenge of rapid urbanization in much of the developing world.  By some 
estimates, more than 50 percent of the world’s poor people will live in urban areas 
by 2035. Little wonder that Target 11 of the UN’s Millennium Development Goals is 
improving the lives of 100 million slum dwellers by 2020.

Once, slums were considered a temporary stage during demographic transition: 
rural poor people migrated to urban slums in search of work, achieved a better stan-
dard of living, and moved up to better housing environments. Today, however, many 
slum dwellers are no longer immigrants from the villages. Many of the 100,000 pave-
ment dwellers in Mumbai, for instance, are second-generation, as are many of the 
residents of the favelas of Rio de Janeiro. Surveys in India and Brazil find that many 
slum dwellers are no longer participants in the traditional demographic transition to 
the middle class.

Though the majority of the world’s poor people continue to live in rural areas, 
poverty is becoming more urban. Most poor people in Brazil, Mexico, and Russia al-
ready live in urban areas. In many of India’s larger states, the poverty rate is now higher 
in cities than in rural areas. Urbanization no longer reliably correlates with economic 
growth and rising incomes, as it did during the urbanization processes in the advanced 
economies of today.

How to ensure that low-income people have decent housing has concerned poli-
cymakers for decades, but the approaches have changed—from intervening in the 
housing market to letting market mechanisms work on the poor’s behalf.

controL anD IntErVEntIon
Under interventionist regimes of the past, governments set standards for housing and 
often undertook its actual construction. Not only was the housing expensive, but its 
supply was inelastic, and when demand surged, people were pushed into the unregu-
lated informal sector, with its illegal squatting, substandard buildings, and dangerously 
high occupancy levels. Demolition of squatters’ settlements only worsened people’s 
situations.

Rent controls, which discourage private construction, and other public programs 
that restricted the housing market and building industry also had the effect of decreas-
ing supply elasticity. Another constraint was land suitable for residential construction. 
Wherever the public sector owned and controlled large amounts of serviced land, as 
in many developing economies, this major input into housing production was less 
responsive to increases in demand. Consequently, higher demand was accompanied by 
rising prices, making it unaffordable for the poor.

MarKEts anD IncEntIVEs
Over the past 20 years, housing policy in developing countries has become more mar-
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ket oriented. Possibly the most important reason is the change 
in perspective on what constitutes effective governance. There 
are now twice as many democratic governments in the world 
as two decades ago, and they are overwhelmingly more de-
centralized. With the fall of the Soviet Union and the general 
adoption of market-oriented economic policy in China and 
India, the central planning approach to housing has largely 
been discarded.

Moreover, most developing economies now have sophis-
ticated and diversified financial sectors. Formal financial in-
stitutions, of course, do not serve the very poor who are self-
employed or work in the informal sector and cannot show 
proof of income—a condition for obtaining credit. In these 
settings, the real promise for assisting low-income families 
with housing finance is emerging through microfinance in-
stitutions, whose financial services let poor people improve 
their own housing conditions.

Many of the new housing policies adopted in response 
to the continuing migration to the cities enable, rather than 
control or displace, the private sector, thereby improving the 
affordability of housing in general.

After the Soviet Union fell, for example, reforms substi-
tuted private incentives for public control over housing pro-
duction, ownership, design, and allocation. India has rewarded 
states that eliminate rent controls and urban land-market 
ownership restrictions. China, Chile, Colombia, Malaysia, and 
Mexico are letting consumers borrow or use public resources 
to find the housing they want. Housing vouchers, a market-
oriented instrument, are the new form of subsidy. And slum 
dwellers themselves, who by force of circumstances have al-
ways been among the most market-oriented of all consumers 
because they have no other options, have established the Slum 
Dwellers International Federation to share experiences and 
approaches. Policymakers in developing areas are increasingly 
seeking their views on low-income shelter problems.

cautIons anD caVEats
However, despite these improvements in the policy envi-
ronment, not all the changes have been benevolent, as the 
recent financial crisis partially spurred by mortgage lending 
has signaled. Past financial crises have led to capital flight and 
massive mortgage defaults, as in Mexico in the mid-1990s. 
In some cases, as in Asia in the late 1990s, overheated real 
estate markets seem to have precipitated these collapses. In 
the former Soviet bloc, the government privatized individual 
apartment units, but the fabric of the buildings, such as roofs 
and elevators, remained unmanaged, and ambiguous owner-

ship rights to common areas continue to hamper property 
management.

Governments of developing countries therefore have 
learned to be cautious in applying sweeping solutions pressed 
on them by the advocates of free markets. An example is the 
assertion that clear title to land is the key to productive capi-
talism.  However, in some cases the cost of establishing clear 
title may outweigh any benefit. And in cases involving squat-
ters, granting amnesty for illegal occupation arguably under-
mines respect for property rights. Furthermore, many tradi-
tional societies have a continuum of degrees of tenure, and a 
formal title may not be the only viable system for differing 
cultural, economic, and political environments.

Researchers also warn against an unconditional attack on 
rent control. Although it is anathema to most economists, 
those studying housing markets for the poor have come to 
have more nuanced opinions.

Recent research there has shown that there is no capitalist 
panacea for improving the shelter conditions for the urban 
poor. Nevertheless, whereas many old-style interventions ex-
acerbated the housing problems of poor people in develop-
ing countries, market-oriented policies by themselves, even 
without additional resources, can improve their situations. 
Increased community involvement allows the urban poor 
to shape their own solutions to the particular challenges of 
their immediate environments. Circumstances vary widely, 
and policy must be tailored to local conditions. But where 
intervention used to be the rule, policymakers are now more 
inclined to let the market make the decisions.
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99. the future of famIne

How have famines evolved over the past several decades? Once the consequence of 
natural disasters and plagues, famines today and in the future are more likely to 
be the result of policy failures and wars.

In the developed world, famines no longer capture headlines like they used to. 
Billboard images of African infants with distended bellies are less ubiquitous, and the 
focus of international philanthropy has shifted from disaster relief to more structural 
issues, especially debt relief, economic development, and democratic accountability in 
developing countries. Totalitarian famines of the kind associated with Stalin, Mao, in 
developing countries and their latter-day imitators are on the wane. Even in Africa, 
the most vulnerable of the seven continents, the famines of the past decade or so have 
been small by historical standards.

Today, probably for the first time in history, only small pockets of the globe remain 
truly vulnerable to the threat of major famine. So is it almost time to declare famine 
“history”? No, if the continuing increase in the number of malnourished people is 
our guide; yes, perhaps, if we focus instead on their declining share of world popula-
tion, and on the characteristics of famine in the recent past.

Famines are not easy to measure. Excess mortality is one obvious yardstick, but 
aside from being hard to calculate, it is as much a function of policy responses to fam-
ine, as of the conditions that caused the crisis. In the highly publicized cases of Malawi 
in 2002 and Niger in 2005, famine deaths were, thankfully, very few; perhaps these 
are best seen as averted famines. However, the meaning of the word “famine” has also 
evolved over the centuries. In the recent past, it has been used to refer to events and 
processes that would not qualify as famine in the apocalyptic, historical sense. Some 
scholars have argued for a broader definition that would embrace a range, extending 
from endemic malnutrition to excess mortality and its associated diseases. In support 
of this view, famine represents the upper end of the continuum whose average is 
hunger. Malnutrition, which 800 million to 900 million endure every day, might be 
seen as slow-burning famine. While the absolute numbers have risen, the proportion 
of malnourished people in the less-developed world has dropped from 29 percent in 
1979–1981 to 20 percent in 1990–1992 and to 17 percent today. Progress has been 
greatest in the Far East and South Asia, two traditionally famine-prone regions. In 
contrast, in sub-Saharan Africa, famine’s chief remaining redoubt, one-third of the 
population remains malnourished.

Malnutrition and famine are obviously linked. But at present, mass hunger is a far 
greater challenge to the global community than famine. Perversely, it is much easier to 
solicit sympathy and funding for one time disaster relief than for alleviating endemic 
food shortages.

Wars exacerbate economic backwardness and vulnerability to famine. It is no sur-
prise that, in the 18 countries most subject to food emergencies since the mid-1980s, 
the UN Food and Agriculture Organization (FAO) calculates that current or past 
armed conflict has been a major factor in 14 cases. Weather, principally drought, was 
the chief cause in 8 cases, and what the FAO calls “economic problems” in 5. One 
country, Haiti, has been subject to all of these factors.

The improvements visible in most of the world are the result, of course, of rapid 
rises in food production as well as falling transport costs. At the global level, food 
output per head has risen about one-third since the early 1960s. It is particularly reas-
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suring to find agricultural output rising faster than population 
in former famine black spots such as China and India. Only 
in sub-Saharan Africa has food output failed to keep pace 
with population. Since the early 1960s, the decline per capita 
has been about 10 percent, and as a consequence, reliance on 
imported food has grown.

As for predictions about the future of famine, it is worth 
noting that the prognostications of past students of hunger 
and famine have rarely gotten it right. Stanford University 
biologist Paul Ehrlich’s doomsday forecast in the late 1960s is 
a notorious case in point. His forecast of global famine in the 
1970s—”hundreds of millions of people … going to starve to 
death in spite of any crash programs embarked upon now”—
got it almost exactly wrong.

Changes in the nature of famine, particularly in recent de-
cades, justify tempered optimism about the future. So does the 
progress of democracy and relative political stability in much 
of Africa, where their absence often led to famines in the past. 
But while the recent examples of famine have occurred in the 
poorest and most fragile of economies, even much stronger 
countries would be wise to consider the hazards ahead.

Since the turn of the new millennium, hope for the future 
has been qualified by increasing concern about the implica-

tions of climate change, and the prospect of massive emissions 
of carbon dioxide leading to accelerated global warming. The 
challenges of a growing global population, rising living stan-
dards, and increasing urbanization are real, with implications 
in the medium term for soil productivity, the relative price 
of food, and perhaps political stability. Even more important, 
any optimism about “making famine history” must be quali-
fied by the realization that the threat of wars between and 
within nations is never far away.  The hope for a famine-free 
world depends on improved governance and on peace. It is as 
simple—and as difficult—as that.

Further Reading

Devereux, Stephen. 2007. The New Famines: Why Famines Persist in 
an Era of Globalization. London: Routledge.

Drèze, Jean, and Amartya Sen. 1989. Hunger and Public Action. Ox-
ford, UK: Oxford University Press.

Ó Gráda, Cormac. 2007. Making Famine History. Journal of Econom-
ic Literature 45(1): 5–38.

Ó Gráda, Cormac. 2008. Famine: A Short History. Princeton, NJ: 
Princeton University Press.



100. Is PoPulatIon stIll  
an ImPortant PolICy Issue?

Are population control policies still desirable, given that global population is ex-
pected to stabilize over the next century? Whereas past population policies and 
programs have favorably affected the timing and nature of global population stabi-
lization, in the future they must attempt to do the same for the emerging economic 
and social dimensions of demographic change.

Demographic factors have been the driving force behind much of human history, 
but for most of the 1960s and 1970s, only one demographic dimension, population 
growth, dominated the public policy agenda. The sudden rise in population growth 
rates in Asia, Africa, and Latin America led many development specialists to conclude 
that rapid population growth made increasing global per capita economic growth dif-
ficult if not impossible. As these research findings became clear in the late 1960s, there 
was an outpouring of alarmist popular works on the “population bomb,” with some 
arguing that it was already too late to reverse these ominous trends. Spaceship Earth 
might already be doomed.

But governmental policies and programs aimed at reducing human fertility were 
developed and adopted around the world to nearly universal approval. These family 
planning programs, together with the economic and social progress achieved in many 
developing nations, have had an impact. Population growth has fallen sharply, and total 
world population is now projected to level off toward the end of this century at some 
8 billion to 10 billion people, far below previous forecasts. This very success has led 
some to draw the conclusion that, having defused the population bomb, demographic 
concerns no longer are important on the public policy agenda. Here I will examine 
some issues that suggest that such a conclusion may be premature.

WHY PoPuLatIon PoLIcIEs stILL MattEr
First, even accepting the likely prospect of eventual global population stabilization, a 
considerable amount of further absolute growth will occur in the three to four gen-
erations required for a global equilibrium to arise. Due to demographic momentum, 
this growth will continue to put pressure on employment, education, and health (par-
ticularly in urban areas) and require continuing and expanding programs already in 
place, even if this growth is only temporary.

Second, most of this growth will be in the poorest regions. These policies and 
programs have barely begun to have an impact on sub-Saharan Africa, parts of South 
Asia, and the Caribbean. Fertility and potential growth there remain high. Moreover, 
family planning programs that increase access to contraception are an important com-
ponent of the reproductive and infant health measures urgently needed to deal with 
the HIV/AIDS epidemic and related health issues in these same regions. These new 
threats make these programs more imperative than ever.

Third, large prospective population increases will continue to power large inter-
national migration streams, mainly from the poor areas of Africa, Latin America, and 
South Asia to the developed nations. Even with no population growth, income dif-
ferentials would cause such movements, but the larger the base population, the greater 
the migration. These movements will require policy and program reactions at both the 
sending and receiving ends.

Fourth, sustained low fertility in the developed nations—Europe, North Ameri-
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ca, and some Asian countries—is leading to a sharp relative 
increase in the older age groups and will create a growing 
intergenerational transfer burden to carry out already exist-
ing social insurance programs. This problem is exacerbated if 
fertility remains below replacement level because succeeding 
cohorts become progressively smaller. Recent policy and pro-
gram initiatives in some European countries have attempted 
with some success, through public support to day-care centers 
and subsidized maternal and child and health programs, to in-
crease fertility. On the other hand, human longevity continues 
to increase, adding to the retirement burden. These age struc-
ture–rooted issues will remain on the public policy agenda for 
decades to come.

Population—in terms of size, growth, distribution, and 
composition—will shape many of the issues with which eco-
nomic and social policymakers will grapple in the decades to 
come.

arGuMEnts aGaInst PoPuLatIon  
PoLIcIEs—Past anD FuturE
All the above discussion takes for granted the desirability of 
public policy and program interventions to affect social and 
economic outcomes connected with population. But it is also 
possible to maintain that such interventions interfere with 
built-in structural adjustment processes that would produce 
an outcome without public policy or program. This may be 
thought of as the “invisible hand” solution. The demographic, 
economic, and social systems may very well tend toward equi-
librium if left to their own internal dynamics. From the very 
outset of family planning programs, some critics have pursued 
this line of argument and held that family planning programs 
were unnecessary over the long run.

The great wave of concern over the population bomb in 
the 1960s and 1970s swept these criticisms aside, but now, with 
the bomb defused, the critics have returned with a renewed 
vigor, arguing that population never belonged on the public 
policy agenda, pointing out that since fertility is typically low-
er for educated, middle-class couples, birth rates would have 
fallen naturally with development. These programs, moreover, 
are further indicted as ethically flawed. After all, fertility is the 
result of the most intimate and personal interactions imagin-

able among human couples. Observed outcomes are those 
desired by the couples involved. Surely public-sector efforts 
to intervene in these processes are inherently coercive and 
destructive of human reproductive rights, critics argue.

Ethical issues cannot be settled by debate, but it is worth 
pointing out that throughout recorded human history, societ-
ies operating with a fixed resource base and relatively constant 
technology have recognized the need to balance population 
with resources. Fertility decisions made by couples can cre-
ate externalities—sharp declines in marginal productivity 
and environmental degradation—that affect the viability of 
the larger group. Societies have used a variety of measures, 
ranging from control over access to marriage to infanticide 
to control population size. Modern family planning programs 
appear quite benign in comparison.

Would fertility have, indeed, fallen in the developing world 
with no program intervention? This point cannot be proven 
one way or the other. But it has been established, beyond 
any reasonable doubt, that the programs did have an impact. 
At the very least, they did help lower fertility by supplying 
information and safe, more effective contraceptive means to 
couples around the world. Perhaps global population would 
have eventually stabilized without policy and program inter-
vention, but it would have been at a much larger total and a 
much lower per capita income level.

Today, a global population of 10 billion may prove man-
ageable, but what about one of 15 billion or 20 billion? Such 
extremes are not implausible, and population remains the in-
escapable denominator for all discussions of poverty eradica-
tion, global climate change, energy requirements, and ecosys-
tem viability.
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