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Foreword and Scope

Advances in clinical neuroscience often arise from a better understanding of brain
function and hypotheses based at the cellular, system, or organ level. Recent empha-
sis is on translating functions or structure-based hypotheses into clinical treatment
schemes. This process of translational research depends on a number of critical
steps, and in most cases, a clinical market that would make commercialization
worthwhile financially. Rather than focus on current treatment schemes, this volume
will critically discuss treatments in the process of development, particularly those
that have arisen or will arise from advances in neuroscience knowledge. The three
categories of such treatments are: (1) treatments, aids, and techniques currently in
clinical trials or pending U.S. Food and Drug Administration (FDA) approval and
new indications for older approved drugs and devices; (2) advances in the promising
preclinical stages that may lead to a rapid progression to initial human trials over
the next 5 to 10 years; and (3) approaches that failed at the clinical application level,
but still offer insights into whether the initial hypothesis was invalid or significantly
flawed in some respect.

Many of these advances are hypothesis-based, particularly the pharmacological
approaches. However, as a surgical specialty, neurosurgery also has experienced
many technical advances, both in terms of treatment and also for both diagnostic
approaches and aids that enhance the technical performance of surgical procedures.
Such technical advances have led the FDA to devise new methods of approval for
approaches that do not directly entail treatment, for example, aids to performance
of the surgery. Such aids include stereotactic frames, frameless computer-guided
approaches, diagnostic ultrasound, operating microscopes, and many other devices
that highlight the dominant role that technological advances continue to exert in
translating neuroscience into clinical practice. However, even the application of a
new technology requires the identification of a hypothesis. Clear specification of
the underlying hypothesis and associated supportive data may lead logically to
identifying required testing and enhancement of data both for and against a concept.

This book intends to examine the interface between neuroscience progress and
clinical neuroscience advances by assessing the hypotheses that drive this evolution.
With this hypothesis-based approach, this book will review the relevant neuroscience
underpinnings of new neurosurgical techniques, treatments, and conceptual
approaches that are likely to shape clinical neuroscience over the next decade. This
dynamic approach is a radical departure from more descriptive books on the topic
of 21st century neurological sciences that focus on reviews of current techniques or
treatment schemes with timelines to clinical application greater than 10 years.

The specific charge to all the chapter authors was to outline and discuss advances
in clinical neurosciences that may occur over the next 5 to 10 years, but are not yet
clinical realities. This horizon includes treatment schemes that may be in early stages
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of clinical adaptation, but the goal is to depart from a review of current clinical
practice. As these advances progress in their translation into clinical practice, clearly
many may not pass the critical steps of possessing sufficient safety, efficacy, market
potential, and usefulness to become marketable items or common practices. Many
excellent concepts developed over the past 10 years failed to generate impacts as
clinical solutions because of unanticipated problems arising in the translation, even
though the underlying hypotheses driving the concepts were excellent. Such concepts
include multiple forms of percutaneous discectomy approaches, the clinical use in
surgery of laser tumor removals and intraventricular glial-derived neurotrophic factor
(GDNF) for Parkinson’s disease. We are hopeful that we have chosen wisely — that
we will not highlight a collection of “white elephant” approaches, but rather will
illustrate broader principles of hypothesis-based neuroscience advances.
© 2005 by CRC Press LLC



Acknowledgments

I thank Dr. Dragan Dimitrov, whose insight and assistance led to the genesis of this
volume. I am indebted to my patient famiy (Annika, Brita, and Kathleen), whose
tolerance is highly apprciated. 
© 2005 by CRC Press LLC



Editor

Dr. Dennis A. Turner was born in 1950, and received a combined M.D./M.A degree
from Indiana University in 1975. After a residency in neurological surgery from
1976 to 1981, he was a postdoctoral fellow at the University of Oslo from 1981 to
1982.
© 2005 by CRC Press LLC



Contributors 

David Corey Adamson, M.D., M.P.H., 
Ph.D.
Duke University Medical Center
Durham, North Carolina
Adams022@mc.duke.edu

Michael J. Alexander, M.D.
Duke University Medical Center
Durham, North Carolina
Michael.Alexander@duke.edu

Simon J. Archibald, Ph.D.
Integra Neurosciences
Plainsboro, New Jersey
sarchibald@Integra-LS.com

Christopher J. Beaver, Ph.D.
Duke University Medical Center
Durham, North Carolina
cjbeaver@duke.edu

Dragan F. Dimitrov, M.D.
787 Pacific Street
Monterey, California
dragan.dimitrov@chomp.org

Kelley A. Foster, Ph.D.
Duke University Medical Center and
Durham Veterans’ Administration 

Medical Center
Durham, North Carolina
FosterKA@duke.edu

Timothy M. George, M.D.
Duke University Medical Center
Durham, North Carolina
Georg017@mc.duke.edu

Larry B. Goldstein, M.D.
Duke University Medical Center
Durham, North Carolina
Golds004@mc.duke.edu

Michael M. Haglund, M.D., Ph.D.
Duke University Medical Center
Durham, North Carolina
Haglu001@mc.duke.edu

Jeffrey S. Henn, M.D.
University of Florida
Gainesville, Florida
jhenn@neurosurgery.uf.edu

Kenneth M. Little, M.D.
Duke University Medical Center
Durham, North Carolina
Littl002@mc.duke.edu

Roger D. Madison, Ph.D.
Duke University Medical Center
Durham, North Carolina
Madis001@mc.duke.edu

Cheryl A. Miller, Ph.D.
Duke University Medical Center
Durham, North Carolina
Nikla001@mc.duke.edu

Kent C. New, M.D., Ph.D.
Duke University Medical Center
Durham, North Carolina
kentnew@duke.edu

Miguel A.L. Nicolelis, M.D., Ph.D.
Duke University Medical Center
Durham, North Carolina 
nicolei@neuro.duke.edu
© 2005 by CRC Press LLC



Laura Niklason, M.D., Ph.D.
Duke University Medical Center
Durham, North Carolina
Nikla001@mc.duke.edu

Parag G. Patil, M.D., Ph.D.
Duke University Medical Center
Durham, North Carolina
Patil003@duke.edu

Ricardo Pietrobon, M.D., Ph.D.
Duke University Medical Center
Durham, North Carolina
rpietro@duke.edu

Ashutosh A. Pradhan, M.D.
Duke University Medical Center
Durham, North Carolina
Pradh002@mc.duke.edu

William J. Richardson, M.D.
Duke University Medical Center
Durham, North Carolina
William.Richardson@duke.edu

John Sampson, M.D., Ph.D.
Duke University Medical Center
Durham, North Carolina
John.Sampson@duke.edu

Lee Selznick, M.D.
Duke University Medical Center
Durham, North Carolina
Selzn001@mc.duke.edu

Ashok K. Shetty, Ph.D.
Duke University Medical Center
Durham, North Carolina
Ashok.Shetty@duke.edu

Cheryl Smith, Ph.D. 
Duke University Medical Center
Durham, North Carolina
Smith467@mc.duke.edu

Dennis A. Turner, M.A., M.D.
Duke University Medical Center
Durham, North Carolina
dennis.turner@duke.edu

Kevan Van Landingham, M.D.
Duke University Medical Center
Durham, North Carolina
Vanla001@mc.duke.edu

Osama O. Zaidat, M.D.
Duke University Medical Center
Durham, North Carolina
Zaida001@mc.duke.edu

Ali Zomorodi, M.D.
Duke University Medical Center
Durham, North Carolina
Zomor001@mc.duke.edu
© 2005 by CRC Press LLC



Table of Contents

Chapter 1 
Neuroscience Hypotheses and Translation into Neurosurgery Practice
Dennis A. Turner and Simon J. Archibald 

Chapter 2 
Clinical Prospects for Neural Grafting Therapy for Cortical Lesions
Ashutosh A. Pradhan, Ashok K. Shetty, and Dennis A. Turner 

Chapter 3 
Advances in Treatment of Spinal Cord and Peripheral Nerve Injury
Ali Zomorodi and Roger D. Madison 

Chapter 4 
Cellular Brain Ischemia and Stroke: Neuroprotection, Metabolism, and New 
Strategies for Brain Recovery
Kelley A. Foster, Christopher J. Beaver, Larry B. Goldstein, and Dennis A. Turner 

Chapter 5 
Imaging and Functional Mapping of Local Circuits and Epilepsy
Kenneth M. Little and Michael M. Haglund 

Chapter 6
Pre-ictal Seizure Detection and Demand Treatment Strategies for Epilepsy
Dennis A. Turner, Miguel A.L. Nicolelis, and Kevan Van Landingham 

Chapter 7
Neuroprosthetics and Clinical Realization of Brain–Machine Interfaces
Dennis A. Turner, Dragan F. Dimitrov, and Miguel A.L. Nicolelis 

Chapter 8 
Surgical Treatment of Movement Disorders: DBS, Gene Therapy, 
and Beyond
Parag G. Patil and Dennis A. Turner 

Chapter 9 
Novel Therapeutic Approaches for High-Grade Gliomas
Kent C. New, David Corey Adamson, Lee Selznick, and John Sampson 
© 2005 by CRC Press LLC



Chapter 10 
Spinal Dysraphism: The Search For Magic
Timothy M. George and David Corey Adamson

Chapter 11 
Delayed Cerebral Vasospasm: Current Hypotheses and Future Treatments
Kent C. New, Cheryl Smith, Laura Niklason, and Dennis A. Turner 

Chapter 12
Future Directions of Endovascular Neurosurgery
Osama O. Zaidat and Michael J. Alexander 

Chapter 13 
Neuroscience ICU Therapeutics
Ashutosh A. Pradhan and Dennis A. Turner 

Chapter 14 
New Directions and Therapeutics in Surgical Spine Treatment 
Dennis A. Turner and William J. Richardson

Chapter 15
Clinical Research in Surgery
Ricardo Pietrobon and Dennis A. Turner

Chapter 16 
Neurosurgery Teaching Techniques and Neurosurgical Simulation
Jeffrey S. Henn and Dennis A. Turner
© 2005 by CRC Press LLC



1
 Neuroscience Hypotheses 
and Translation into 
Neurosurgery Practice

Dennis A. Turner and Simon J. Archibald

CONTENTS

1.1 Introduction 
1.1.1 Concept of Translational Neuroscience
1.1.2 Translational Neurosurgery versus Translational Neuroscience
1.1.3 Examples of Translational Products

1.2 Categories of Neurosurgery Advances
1.3 Critical Questions in Translational Neurosurgery

1.3.1 When Is Preclinical Data Sufficient to Proceed to Human 
Experimentation?

1.3.2 Who Is Involved with Translational Neurosurgery?
1.3.3 Mechanisms of Translational Neurosurgery: University 

and Corporate Involvement
1.3.4 Device Development Process
1.3.5 Guidelines for Efficacious Treatment Schemes

1.4 Outline of Topics of Neurosurgery Advances
1.5 Levels of Nervous System Functioning: Cellular to Systems
1.6 Conclusions
References

1.1 INTRODUCTION

1.1.1 CONCEPT OF TRANSLATIONAL NEUROSCIENCE

The concept of “translational” research is based on the effective rendering of research
ideas into actual clinical practice — in other words “translating” the research finding
into clinical usefulness.1,2 This concept has many different definitions, depending
upon the location along a continuous axis that extends from preclinical experimental
work to what would be considered purely clinical research. In a recent review,
translational research is considered to occur when an endpoint is measured in a
patient rather than via a preclinical experiment.2 A team is usually involved, including
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the preclinical scientists developing the idea for the treatment strategy, the clinicians
involved with providing care to patients and using the treatment, and the formal
clinical trial necessities such as trial statisticians and research nurses. However, a
broader definition is provided by The American Physiological Society, which defines
translational research as “the transfer of knowledge gained from basic research to
new and improved methods of preventing, diagnosing or treating disease, as well as
the transfer of clinical insights into hypotheses that can be tested and validated in
the basic research laboratory.”3 

The team concept has evolved through necessity because basic neuroscience
tends to be very focused on cellular and genetic mechanisms, whereas clinical trials
and subsequent applications to humans are now unique specialties in their own rights,
with clinicians and neurosurgeons providing patient care in the middle course
between the new specialties. In a way, almost all biological research is translational,
but the timelines for clinical applications may differ considerably, i.e., 1 year, 10
years, 100 years, etc.

Neurosurgeons tend to prefer more rapid relevance (within 1 or 2 years) because
of inherent impatience. However, many of the great clinical advances stem from
older basic science research findings applied outside their original fields. For exam-
ple, microbiologists were cataloguing bacteria for years before the process had any
clinical relevance. The advent of antibiotics created an immediate need to classify
and understand organisms due to their differing sensitivities to antibiotics.

The three aspects of translational research include first a great preclinical idea
developed often from laboratory findings that appear to have significant potential
(Figure 1.1). This seminal idea may have been tested in rodents or in nonhuman
primates and hopefully a side effect profile and likely therapeutic range are in hand.
For many neurosurgery devices and products, no dose-response curve is available
or applicable, and often Phase I trials for side effects in normal patient populations
are obviated and the device or product instead moves rapidly into Phase I/II trials
in the target patient population. Thus, information obtained about side effects and
dosage (if applicable) from preclinical studies can be very helpful.

The preclinical idea must then have an enthusiast or sponsor willing to do the
work to begin human testing. The sponsor must obtain a relevant investigational
device exemption (IDE) for a device or an investigational new drug (IND) application
for a drug from the U.S. Food and Drug Administration (FDA), and usually requires
an industry cosponsor to handle manufacturing compliance, assist in defraying costs,
and set up the initial testing format. Individuals and companies may have varying
motivations to proceed to initial clinical testing, but usually the motivation is a mix
of altruism (to improve some medical condition) and a profit incentive based upon
the possibility of a marketable product at some point in the future.4

Many pitfalls are present in the transition from idea or preclinical data into a
clinical concept. In many cases a “translator” person may serve as an intermediary.
Such a person is familiar both with the basic science and clinical concepts inherent
to the product and the business aspects related to marketability. From the view of
the translator, preclinical data may not necessarily be needed to evaluate a hypothesis
but may be needed to decrease the risk of failure of the product through more
extensive testing. The involvement of a basic science person in this transition may
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sometimes be difficult because such scientists often do not have a full picture of
clinical relevance and marketing aspects and, in many cases, may not understand
why a product is not developed or is suppressed by a company for business reasons
or because of side effects.

The second aspect then is to look for (usually) academic neurosurgery collabo-
rators willing to apply the device or product to patients in the proscribed clinical
trial format.5 This initiation of clinical testing in humans also requires significant
paperwork and oversight, including obtaining institutional review board (IRB)
approval for human research and enrolling patients — tasks for which the clinical
investigator is often paid. The type of clinical trial format and patient enrollment
are then closely monitored by both the institution and the FDA.

FIGURE 1.1 The transition path of a great basic science idea from preclinical studies to
product. First, clinical need, commercial interest, and animal data must be sufficient before
one can consider proceeding to initial human protocols. Initial consideration of human studies
requires further evaluation of other factors including intellectual property rights, ability to
devise a suitable human manufacturing process, market surveys to indicate clinical marketing
likelihood, and initial FDA interactions. If initial feasibilities of Phase I/II clinical trials are
approved, an investigation device exemption (IDE) must be obtained and the manufacturer
must choose a premarket approval (PMA) or 510 K approval pathway. A PMA requires
considerable additional data and clinical studies for an entirely new treatment approach; a
510 K links the product to existing FDA-approved products to show equivalence. If a pivotal
trial is convincing, the FDA may finally approve marketing; then the product can be sold
freely for FDA-approved indications.
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 model data to proceed to
 initial Phase I/II studies?

Commercial or market
 interest?

Clinical need for product?

Clinical Trial Protocols
Feasibility or Phase I/II?
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Yes
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The third aspect is to then assemble the data, often from multiple sources, decide
on a Phase III format for a randomized trial, obtain FDA approval to proceed based
on the initial side effect and dose-response profiles, and then perform the definitive
trial. Even after FDA approval, a product must still meet the FDA burden of registry
of late side effects and long-term issues, particularly for implanted surgical products
that may involve unknown consequences years after implantation. At some point
after FDA approval, more open clinical trials are often initiated by other groups,
usually those with considerable skepticism about the clinical worth of the product.
After these external trials are performed, many devices and products are never
commonly used due to lack of efficacy, difficulty in use by those other than the core
enthusiasts, or because of unanticipated side effects despite FDA approval and
availability.

Since the process of translation into even simple clinical practice requires a
significant burden in complying with regulations at both the institutional (IRB,
ethical board, etc.) and FDA levels, the translational process also requires a clinician
familiar with the treatment scheme and capable of delving adequately into regula-
tions for approval and often a corporate entity to advance the significant FDA-
required costs. Thus, a heavy burden is borne by the medical care system and
clinicians who participate in the process of translational medicine.6-8

Translational research also implies a mechanistic understanding at the molecular,
cellular, and systemic levels of the function or action of the therapy in relation to
the disease mechanism or target. Many clinical advances are not translational or
hypothesis-based, but rather are evolutionary or simply empiric. Thus, the concept
of translational research is usually applied primarily to a situation where a hypothesis
is generated, tested at the preclinical level, and then applied in sequence to initial
and then final stages of clinical testing for human use. In many instances, drug
development has followed this approach whenever possible, although many notable
failures occurred as well.4

Translational research depends critically upon an animal model of the disease
for preclinical testing of the proposed therapy, and the translational process can fail,
for example, by applying results from an inappropriate animal model to a human
disease. Thus, translational research continues to evolve and, in many cases, further
understanding as to why a treatment does not work in an intact individual may lead
to the opening of additional preclinical research avenues.

A recent review on translational neuroscience4,6 focused on the concept of
designer drugs generated by hypotheses and new information about the nervous
system and the mechanisms by which such preclinical hypotheses can be applied
to human medical care. The field of neuroscience has developed many promising
new treatment strategies now in the process of testing, and arising from basic
neuroscience advances. In many ways such a hypothesis- and data-driven approach
contrasts with traditional drug screening in which many compounds are subject
to blind screening via a validated technique. However, in both empiric and hypoth-
esis-driven treatment development, many pitfalls and development problems can
arise, particularly unforeseen side effects, when new therapeutics are applied to
clinical treatment schemes.
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All applications into the clinical arena depend upon ample (and willing) supplies
of patients for testing and clinicians willing and sufficiently enthusiastic to spend
their time (beyond ordinary clinical care) for such testing. Some clinicians may also
have sufficient understanding of the therapy at both the basic science and clinical
levels to serve as a bridge to facilitate the transfer of the treatment to clinical care.1

1.1.2 TRANSLATIONAL NEUROSURGERY VERSUS TRANSLATIONAL 
NEUROSCIENCE

In many ways, neurosurgery is very different from neuroscience in general. First, it
involves far less emphasis on systemic drug treatment, although, of course, consid-
erable crossover and use occur, as in the cases of anticonvulsants, antibiotics, che-
motherapeutic agents, and drugs in general medical care. Second, in addition to
therapeutics, a whole field of devices, most of which require FDA approval, serve
as aids to surgeons performing procedures and are not directed at patient therapy.
Third, many therapeutics in development and use are devices and permanent implants
that may require an invasive form of delivery. The safety and efficacy requirements
that must be met for FDA approval may be quite different for such therapeutics from
requirements for oral or systemic drug delivery.

Because the FDA treats devices very differently from drugs, the requirements
for specific types of clinical trials also differ and the entire process of translation
from a preclinical state to clinical use requires different forms of expertise and
knowledge of clinical trials. The focus of most of this volume is on these various
categories of therapeutics, devices, and approaches to translation of preclinical
advances into clinical usefulness — in other words issues more relevant to ordinary
neurosurgical practice and research. These issues are rarely covered in print because
the number of devices and their applicability are far fewer than medical applications
for new drugs.

Another category of clinical development and advances includes the rational-
ization of existing therapy. For example, most neurosurgery procedures such as
craniotomy and laminectomy involve a few standard approaches that have been in
development for more than a century. Since the FDA regulates surgeons in contrast
to drugs and devices, little data exists on many neurosurgery procedures, their relative
efficacy and safety, and their indications.

This lack of data perplexes both rational care providers and medical consumers
because many different approaches to the same clinical problem may be suggested
by various surgical specialists. Because the neurosurgical literature mostly involves
anecdotal case series and little data generated by randomized controlled trials, few
guidelines based on such data apply to management of typical problems, particularly
complex issues such as brain tumors and spine therapy.

Where therapy has been rationally studied, as in the case of carotid endarterec-
tomy and cerebral aneurysm, less contention exists, but many technical and timing
issues remain. While many neurosurgical procedures will never be thoughtfully
studied because of insufficient patient populations or lack of contention about
treatment choice, many treatment options could be studied rationally and various
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formats of clinical trials continue to percolate and develop, particularly those that
go beyond traditional randomized clinical trials.

New clinical advances depend on the ability to rationally and efficiently translate
new understanding of brain function into clinical neuroscience practice. Currently,
most clinical neuroscience advances are purely empiric, and often are subject to
clinical testing without full identification of the cellular mechanisms involved. Thus
much time, energy, and money have been allocated to new treatments with minimal
examination of their scientific bases and applicability. However, for many reasons,
it is critical to define the hypotheses underlying the application of neuroscience to
clinical use.

This definition may lead to reexamination of the data underlying advances in
terms of the adequacy of support of the hypotheses and may lead to a fresh approach.
However, in spite of a rational approach, the transition from preclinical studies to
clinical medicine may still be difficult because of unanticipated potential side effects,
clinical trial flaws or inadequacies, inappropriate disease translation, and lack of
sufficient market potential.

Most current neurosurgery procedures developed from both clinical hypotheses
and practice-related outcome measures to assess the worth of the hypotheses. Many
stable and confirmed clinical hypotheses are common in the practice of neurosurgery,
particularly the concept that “mass effect” or pressure, if relieved, may improve
brain, spinal cord, or peripheral nerve functioning. However, such simple hypotheses
do not work for more complex abnormalities, such as intrinsic brain tumors that
involve both infiltration and mass effect. As a result, more complex hypotheses often
encompassing cellular, systemic, and organ level concepts have been developed.

In many situations, neurosurgery is moving away from the simplistic mass effect
hypothesis that has dominated clinical thinking for many years and into specific
mechanistic approaches requiring further insight into anatomical, physiological, and
pathological factors unique to the brain. This book focuses on such fresh approaches
in a variety of neurosurgical fields.

Compared to pharmaceutical mechanisms of translational research, neurosurgery
presents many challenges. The first is a small market throughout the world for most
conditions under the neurosurgery umbrella, particularly compared to neuroscience
diagnoses not involving surgical treatment, for example, Alzheimer’s disease and
cardiovascular disease. This is particularly true for clinical products intended for
neurosurgery centers rather than for patients (surgical instruments, diagnostics, and
other intraoperative aids). This small market may preclude effective development
and commercialization because its potential is often insufficient. 

A second factor is that experimental surgical procedures are far more expensive
to study than experimental pharmaceuticals. A typical price for an experimental
surgery, for example, a cell transplant procedure, may reach $150,000 in direct costs
in addition to the great amount of liability coverage required and the need for sham
or placebo surgical implant procedures.9 The cost per patient is much higher than
the cost of testing experimental drugs and a high level of preliminary efficacy must
be demonstrated prior to engaging in clinical trials. Other requirements are substan-
tial financial backing and significant market potential.
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Because of these burdens, rarely has an experimental surgical procedure been
developed commercially, except as a direct derivative of an existing procedure for
which clinical payment coverage may be obtained. Examples are pain or deep brain
stimulators. Rarely has a sponsoring company paid clinical study expenses except
for the costs of the devices because in most cases the patients may have obtained
some benefits. Obviously, this clinical coverage scheme would not be workable for
a randomized, placebo-controlled clinical trial.

1.1.3 EXAMPLES OF TRANSLATIONAL PRODUCTS

Collagen nerve guide tubes — For years, neuroscientists have tried to improve
the recovery capability and ease of repair of peripheral nerves. A number of different
nerve guide tubes were developed. The first used autologous materials (such as
arteries and veins) because many injuries allowed insufficient autologous peripheral
nerve for cable grafting of a long lesion. A simple collagen nerve guide tube was
developed by Archibald et al.10 to aid in regrowth of peripheral nerves, with the
advantage of absorption over time (see Chapter 3). This absorption obviated some
of the problems of permanent materials such as silicone that eventually became
restrictive to the nerves. After extensive testing in nonhuman primate median nerves
across large gaps, the nerve guide tubes were also compared with conventional cable
grafts. However, the initiation of human feasibility trials was difficult in the U.S.
and European trials that were conducted first. After several years, a corporate sponsor
became interested, pursued additional clinical trials, and eventually the product
became FDA-approved for nerve injury repair. This time span from bench to bedside
application exceeded 15 years, and the device clearly was a hypothesis-based trans-
lational product.

Frameless stereotactic devices — While stereotactic frames have been in com-
mon human use since the early 1950s, the difficulties in using a frame and the
discomfort to the patient led to consideration of other techniques for surgical naviga-
tion. As digital scans such as magnetic resonance imaging (MRI) and computerized
tomography (CT) and algorithms to reconstruct the scans and provide three-dimen-
sional representations became more readily available, it became possible to align a
patient’s brain in the three-dimensional space of an operating room with the patient’s
own computed images. The critical pieces needed to accomplish this alignment are
rapid three-dimensional representations of computerized brain images and an accurate
and robust three-dimensional digitizer.11,12 A variety of three-dimensional digitizing
systems were developed and continue to evolve to accomplish intraoperative naviga-
tion. FDA approval of frameless stereotactic devices has been expanded to require
evidence of clinical usefulness because the devices are used solely by surgeons to aid
intraoperative navigation. The devices have evolved into clinical products in wide use
and include the Stealth (Medtronics) and BrainLAB systems. Both systems were built
upon rapid advances in three-dimensional localizer technology, computer systems, and
graphics. The entire laboratory-to-operating-room translational process took less than
10 years.

GDNF for Parkinson’s disease — Glial-derived neurotrophic factor (GDNF)
was the primary dopamine growth factor discovered in the 1980s and purified as a
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recombinant human protein. After several years of experimentation, nonhuman pri-
mate experiments showed considerable promise for GDNF in initiating regrowth of
dopaminergic collaterals within the striatum. Initial human clinical trials were begun
in 1996,13 but ended prematurely due to unexpected severe side effects. After further
work in nonhuman primates with both direct GDNF infusion into the putamen and
gene therapy for GDNF transfection, initial human clinical trials with both methods
of administration are in progress.14 GDNF continues to show significant promise
and further pivotal trials will likely be conducted for at least one of these two novel
methods of administration (see Chapter 8). Although FDA approval has not yet been
granted, GDNF is another example of a hypothesis-driven bench-to-bedside product.

1.2 CATEGORIES OF NEUROSURGERY ADVANCES

Neurosurgery advances can be divided into three basic categories. The first category
involves drugs and devices that are therapeutic and typically involve obtaining an
IND or IDE for initial human use and some form of clinical trial sequence prior to
full FDA approval. Examples of drugs include the Gliadel wafer (BCNU; 1,3-bis(2-
chloroethyl)-1-nitroso urea), which is directly deposited into a brain tumor cavity
at the time of craniotomy, the intracerebral infusion of GDNF for the treatment of
Parkinson’s disease, and adenovirus vector delivery of gene therapy for GDNF
enhancement in the striatum.15

Many of these new approaches are based on neural regeneration, biological
plasticity, tissue grafts, and new engineering approaches.16 Examples of devices
include implants such as cerebrospinal fluid (CSF) shunts, hardware for spine
fixation, and deep brain stimulating (DBS) electrodes for movement disorders.
Because this category generally involves permanent implants for therapy and the
devices are highly invasive, extra consideration is usually involved to ensure long-
term safety.

The second category involves aids to treatment and the performance of proce-
dures. These devices are not directly involved in therapy; they are diagnostic and
surgical tools are meant to facilitate the surgeon’s application of the patient’s
primary therapy. For example, diagnostic tools include MRI scanning of the nervous
system in radiology and potentially in the operating room suite, ultrasound for
intraoperative diagnosis, and newer computer-based tools such as the Stealth com-
puter-aided intraoperative navigation system and other devices. Other diagnostic
tools recently approved by the FDA include microelectrodes and associated phys-
iological recording apparatus for movement disorder surgery, evoked potential
devices, and Licox (Integra Neurosciences) oxygen recording catheters for intrac-
erebral use. Most of the general instrumentation (retractors, scissors, clamps, etc.)
used during procedures is not individually FDA approved; the manufacturer may
have a general FDA approval for manufacturing techniques in a global sense. Many
other common devices are not FDA approved. One example is the operating micro-
scope that is so important to most surgeons. Because neurosurgery involves proce-
dures, it also involves many devices used by surgeons as therapeutic approaches.
Thus, the FDA recently added a new category of approval for surgeon’s aids; the
primary criterion is usefulness.
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The third category is rationalization of established products the FDA has already
approved and older procedures already in common clinical practice for which effi-
cacy was not established.

Proceeding with a clinical trial for established surgery requires significant
contention about the worth of the procedure, as when carotid endarterectomy
began to be carefully scrutinized. For example, the reasons for the carotid endar-
terectomy trials in the 1980s included the high cost to society for the multiple
procedures performed, the lack of any valid data regarding what would happen
if the procedure was not performed (contemporary natural history studies), and
the prophylactic nature of the procedure, i.e., to prevent a bad event despite the
risks of the procedure. Many common products have been applied to additional
disease mechanisms without adequate studies of the appropriateness or risk-to-
benefit ratio, and thus the great need to establish the proper patient population
and determine whether existing procedures are indeed efficacious, safe, and
appropriate continues to exist.

1.3 CRITICAL QUESTIONS IN TRANSLATIONAL 
NEUROSURGERY

1.3.1 WHEN IS PRECLINICAL DATA SUFFICIENT TO PROCEED TO 
HUMAN EXPERIMENTATION?

Because devices and products involving surgical application or implantation usually
involve more risk than drugs, manufacturers have somewhat higher burdens to
demonstrate product worth in preclinical research before they move on to clinical
trials. The pace at which a preclinical treatment or device is applied to initial patient
experimentation is often dictated more by the entity developing the treatment rather
than by any rational approach to quality of the preclinical data. For drug develop-
ment, the FDA has established a rigorous process of IND application and develop-
ment. For devices, it uses a parallel structure of IDE approval prior to clinical trial.
However, many aspects of neurosurgery and translational research are not covered
by these regulatory pathways if they do not involve drugs or devices. The definition
of experimental surgery has always been a complex issue for surgeons. Standard
clinical practice varies considerably among surgeons. Thus, is a slight difference in
surgical technique an “experiment”? 

An example of a new surgical development was the rapid application of auto-
logous adrenal medullary tissue grafts to patients with Parkinson’s disease, beginning
in 1987, after a report from a foreign medical center that they were beneficial.
Although linked indirectly to preclinical research suggesting benefits from this
procedure, no preclinical studies supported the transition of the procedure to initial
clinical experimentation. However, because the tissue was autologous (came from
the patient) and the procedure involved only slight variation from an ordinary
craniotomy, no regulatory agencies or issues were directly involved. The primary
critical issue was whether sufficient informed consent could be obtained for such a
blatant experimental procedure.
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If a procedure is clearly labeled experimental, insurance carriers usually do not
pay for it. This places a great burden on the patient to provide payment for an
experimental procedure and assume significant risk without a known benefit. There
are many examples of such deviations from surgical practice that to many observers
clearly represent experimental surgery and to others constitute only small departures
from current practice. The rapidity of clinical application of a new advance continues
to be a highly contentious issue, clearly requiring institutional backup from the IRB
and ethical support whenever a neurosurgeon engages in some form of human
research.

If a corporate entity is involved with a therapeutic, then the rapidity of entry
into clinical trials may be more dictated by the need for a marketable product
than necessarily the quality of the preclinical evidence. Examples include many
of the proprietary neural tissue graft trials.9,16 Companies have developed both
porcine embryonic cell transplants (as replacements for human embryonic cells)
and tumor-derived cell lines for human neural grafting protocols. These cases
usually proceed from initial rodent preclinical data directly to clinical trial
because of the cost and time required to adequately assess the therapy in nonhu-
man primates.

One example is a trial of cultured human neuronal neurons for deep hemorrhagic
stroke; they were applied to humans in early clinical trials after only a few rodent
studies showed cell survival and presence of grafted cells.9,17 Because the therapy
may be headed for FDA approval, the promoters usually have a burden to demon-
strate safety and efficacy before the therapy reaches final clinical trials. However,
if a corporate entity is less involved or is not as enthusiastic as the investigators, as
was the case with GDNF gene therapy trials for Parkinson’s disease, much more
careful nonhuman primate work may be performed before initial human experimen-
tation is considered.13,14 Thus, the source of the therapeutic, the need for clinical
product development, and marketing for later commercialization may all dictate both
the manner and pace of the translational process.

Do neurosurgeons jump too quickly to human experimentation without proper
consideration for appropriate human risk and benefit? Clearly, the example discussed
earlier of autologous adrenal medulla transplants for Parkinson’s disease involved
premature human application, and fairly rapid abandonment of the procedure because
of significant risk and lack of efficacy. Thus, convincing preclinical data in a vali-
dated animal model of the disease (whenever possible) is required to support the
transition to initial clinical trials.

Occasionally the enthusiasm of a corporate entity to bring a therapeutic to market
needs to be curbed by clinicians investigating the background and rationale for the
transition. Because the data required for initial FDA approval to proceed to clinical
trials are quite different in quality and type from those usually required for peer-
reviewed publication (the information is often proprietary and difficult to access),
external peer-reviewed scrutiny is rarely possible. Thus, neurosurgeons are com-
monly perceived as being on the edge of ethics, poorly defining experimental surgery
as such, and stretching or breaking the (unwritten) rules as to when therapies should
proceed to initial human testing.18
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1.3.2 WHO IS INVOLVED WITH TRANSLATIONAL NEUROSURGERY?

Ideally, the application of devices, drugs, and surgeons’ aids should be performed
by clinicians with sufficient background to understand and critically assess the value
of a new approach and suggest optimal application.5,19 Because a preclinical team
may have minimal clinical experience or knowledge, obvious clinical problems in
the translational process may easily be avoided by an astute clinician who has the
necessary experience. Also, clinicians involved in the translational process should
understand FDA procedures and regulations, IRBs, and ethics and should have the
expertise to fully validate initial clinical trials. Particularly for new approaches fresh
from a preclinical scheme, knowledge of the goal of the underlying application may
considerably aid the translational process because appropriate translation usually
requires changes and scaling from preclinical applications.

Thus translational effort of taking a therapy or device from discovery to clinical
application is generally provided by a team, and rarely by a lone neurosurgeon. The
FDA requires rigorous consideration of the manufacture and construction of devices
by a company with knowledge of human applications and materials to preclude
“garage” level implementations. Thus, a team may include preclinical scientists who
foster an idea and clinicians who are knowledgeable about the basic science side
and the initial clinical application and who have access to appropriate patients,
statisticians, trial designers, research nurses, and database and analysis personnel.
This team usually requires outside funding to fully implement the translational
advance, either through a grant or from a corporate entity with visions of a marketable
and profitable product within a specific timeline.

Considering that training may be needed in a variety of disciplines beyond
neurosurgery, the typical academic neurosurgeon often may be overwhelmed by the
needs of even a simple clinical trial. The degree of paperwork, oversight, and IRB
approval is astounding without significant administrative help, and often the design
of a clinical trial from an industry-funded approach is insufficient to answer a
scientific question even though it may be sufficient for FDA approval.

Academic neurosurgeons interested in translational approaches must be aware
of and understand many of the basic neuroscience implications of the research, have
captive patient groups who can be recruited, have the necessary clinical skills to
adequately institute the methodology, and be aware of the relevant clinical trial needs
for the study. This is a wide range of skills and the training to obtain most of them
(beyond ordinary clinical skills) is not readily available through medical school or
neurosurgery training — it requires additional time.19,20 As is the case for most
academic medicine efforts, developing a team is critical, and a shortage of neuro-
surgeons interested in and sufficiently enthusiastic about such research to become
translational “bridges” continues to exist.1

1.3.3 MECHANISMS OF TRANSLATIONAL NEUROSURGERY: 
UNIVERSITY AND CORPORATE INVOLVEMENT

For a medical material such as an antibiotic or antiviral, the typical pathway consists
of a scientific discovery that works well in a laboratory setting followed by trans-
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lation through clinical trial into a treatment. Usually this approach is sponsored by
a drug company, and therapies are developed because of market forces. An initial
market survey is necessary to determine how much a drug would cost to develop,
patent, and manufacture, how much profit is required to recapture development costs,
and the size of the potential market. However, a large number of drug and device
companies often take ideas from academics and then perform the translational work
to prepare for clinical trials without actually proceeding on to clinical trials due to
the cost. Instead, the marketable preclinical products may then be sold to more
traditional drug firms or the translational companies themselves converted or sold
into a different entity for further product development.

The drug field provides many examples of successes and failures. Many start-
up drug companies went bankrupt in the search for new drugs, often at an initial
level because the research was too far from a direct path to clinical development.
In some cases, such as drug trials for stroke, a drug appeared promising in animal
trials, but failed at the initial clinical trial level. This may have been caused by
incorrect application of the animal model to the human situation (exploiting drugs
that work in focal stroke to treat global ischemia), failure to understand how a drug
may work in an intact system, side effects (a psychotropic profile for N-methyl-D-
aspartate [NMDA] antagonist), or failure of clinical trial design. However, for
devices and particularly for experimental surgeries, translational research often
means something completely different. Obviously, a device may be patented, but it
may be difficult ethically and legally to patent a surgical procedure.

1.3.4 DEVICE DEVELOPMENT PROCESS

Specific device or therapeutic development begins with a great idea, but a complex
process usually involving commercialization must be followed before considering
human application of the concept (Figure 1.1). Commercialization of an idea for
clinical use involves consideration of many critical issues before development pro-
ceeds further. The critical issues include exclusiveness and the availability of patent
rights, market size and access to markets, and the feasibility of commercial produc-
tion. Once a process is deemed feasible for production using accepted standards for
devices and drugs (good laboratory and manufacturing practices), a number of parties
may decide whether to proceed with initial human feasibility trials. For most devices,
no equivalent of Phase I volunteer testing in healthy subjects exists, so most initial
trials for feasibility follow Phase I/II in patient populations relevant to the product.

Considerable interaction with the FDA is required during design and perfor-
mance of feasibility and then pivotal clinical trials. Finally, the path to FDA approval
can include a full premarket application (PMA) or a comparison of equivalence to
an existing device or therapeutic (510K application). Defining the selected indica-
tions for use and patient populations for potential use are critical in order to obtain
the widest FDA approval possible.

After FDA approval is received, postapproval market selection proceeds. Percu-
taneous discectomy devices (numerous after chymopapain approval in the 1980s)
suffered rapid fall-offs in clinical use after FDA approval because of difficulty of
use or perceived (or real) lack of efficacy in many surgeons’ hands. Thus, many
© 2005 by CRC Press LLC



products are essentially dormant despite FDA approval. It may take several years
for a product to find a market niche, even though the FDA approved it. Further
rigorous clinical studies for postmarket approval may be required to fully define
indications, risks, and efficacy.

1.3.5 GUIDELINES FOR EFFICACIOUS TREATMENT SCHEMES

In many instances, a product becomes a standard aspect of clinical treatment
schemes, for example, immunization vaccines for many childhood diseases. Multiple
studies confirmed high degrees of efficacy and the clinical evidence was consider-
able. Clinical guidelines developed for many medical care situations and diseases
usually incorporate treatments that are generally agreed to be efficacious as parts of
the standard clinical treatment scheme. However, a second type of translation8

involves convincing practitioners to routinely provide care based on guidelines. This
requires considerable education of practitioners. However, family practitioners now
face so many guidelines, particularly for long-term health care maintenance, that
the time required merely to follow the guidelines is considerably more than that
required to provide ordinary health care. In a way, postmarket guideline development
is critical for the transference of information from tight clinical trials with rigorous
patient populations to the general patient population at large.

1.4 OUTLINE OF TOPICS OF NEUROSURGERY 
ADVANCES

This volume is not meant to be all-inclusive. It is intended to provide an overview
of several exciting areas of neurosurgery. We selected fields that lend themselves to
translational work and discuss examples of translational products. For example, little
translational science is now ongoing in the field of skull base surgery, but functional
neurosurgery to treat epilepsy and movement disorders, insert neuroprosthetics, and
perform neural grafting is well represented because of many hypotheses at the
preclinical level. Neurosurgery involves a broad range of subdisciplines, but is
generally divided into a few basic categories or mechanisms of disease:

Brain tumors and meoplasias — Examples of translational research include
new brain tumor therapeutics such as antibodies, radiation, infusions, drugs, Gliadel
wafers, and many promising new approaches (see Chapter 9).

Pediatrics and congenital — Examples include folic acid for prevention of
meningomyelocele, clinical trials underway on fetal surgery, and development of
new CSF shunt techniques (see Chapter 10).

Head injury, peripheral nerve regeneration, and trauma — A significant
amount of work is focused on central and peripheral regeneration, improved intensive
care unit (ICU) therapy, and enhanced recovery after injury (see Chapter 2, Chapter
3 and Chapter 13).

Stereotactic and functional — A number of new devices and treatments for
epilepsy and movement disorders have reached preclinical and clinical development
along with continued improvements in cell implants, such as stem cells. A host of
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new neuroprosthetics devices including new stimulators and pumps for medicine
delivery are also in development (see Chapter 2 and Chapter 5 through 8).

Cerebrovascular, stroke, and endovascular — Challenging topics include
treatment of stroke, delayed cerebral vasospasm, new approaches for endovascular
treatments such as catheters, balloons, and coils, and improved postoperative care
in ICU settings (see Chapter 4 and Chapter 11 through 13).

Spine and peripheral nerves — A large number of spine implants have been
approved and are now in common use; their usefulness is poorly characterized. Spine
surgery needs considerable rationalization as to when it is appropriate, and what
exactly should be done under various circumstances (see Chapter 3 and Chapter 14). 

Although the subject is not disease based, the history of neurosurgery has also
become a very popular topic at neurosurgery meetings over the past 20 years. While
the history of neurosurgery is clearly beyond the scope of this volume, interesting
failures of the past may provide excellent guidance as to how not to proceed in the
future. Other topics are aspects of clinical trials as applied to developing translational
approaches (see Chapter 15) and new approaches to the teaching of neurosurgery
skills (see Chapter 16).

The focus is the discussion of advances beyond the current clinical domain for
two main reasons. The first is that current and conventional treatments are well
treated in many aspects of neurosurgery literature — both books and journal articles.
The second is that much can be learned about flawed hypotheses, pitfalls of the
translational approach in general, and untested hypotheses and clinical advances
from past (and now unused) treatments. This volume focuses on promising new
concepts still in preclinical development, those already applied to some clinical trial
phase, and those that failed during application to patients. It should provide a
worthwhile opportunity to review whether the basic mechanisms, animal models,
and translational processes were flawed. Clearly, many of these topics fall outside
the scope of a traditional, detailed, and comprehensive neurosurgery textbook.

1.5 LEVELS OF NERVOUS SYSTEM FUNCTIONING: 
CELLULAR TO SYSTEMS 

Diseases are caused by mechanisms and affect levels ranging from subcellular
(genetic, mitochondrial, etc.) to organ. In general, most surgical disciplines primarily
consider therapeutics aimed at the organ level (e.g., resecting brain tumors), whereas
medical disciplines often test cellular or subcellular approaches involving medicines
and drugs. Because knowledge about brain function is accumulating at every level,
the approaches at different levels such as subcellular (genetic, molecular, organelle),
cellular (electrical integration, channels, and regeneration), local circuits, systems,
and organs should be considered. Eventually all translation from preclinical findings
to clinical testing depends in one form or another on clinical hypotheses and appro-
priate clinical trial design for adequate testing of hypotheses and devices where a
hypothesis rests at one particular level. 

Although pharmaceutical development is usually at the cellular level of func-
tioning, most neurosurgery treatments stem from system or organ level structures
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or functions. In many cases translational research in neurosurgery can take advantage
of all three levels of brain functioning loosely defined as follows: 

1. Brain function at the cellular level — The primary cell type and basic
functional building block of the nervous system is the neuron. Neurons are assembled
together in local circuits. Important additional types include glial cells and Schwann
cells. Several disorders are based on disturbed aspects of cellular and local circuit
function (epilepsy, movement disorders, demyelinating diseases, and aberrant regen-
eration). In many situations, treatment schemes for these disorders may include
pharmacotherapy directed at single neurons or circuits, gene therapy to alter indi-
vidual cell functioning, cellular replacement and transplantation, and other forms of
restorative treatment.

2. Brain function at the system level — Systems within the nervous system
include various local circuits and regions working together for a common modality.
Examples of modalities include a variety of motor planning, modulation, and
execution systems, sensory systems dedicated to particular types of inputs, cog-
nitive and memory systems, and basic systems that control alertness, respiration,
and cardiac status. Each system forms a unit of functioning based on a certain
modality and assembled for cooperative nervous system functioning. When a
system dysfunctions, for example with movement disorders, treatment such as
deep brain stimulation may be directed at the systems level to alter the function
of the system.

3. Brain structure and function at the organ level — Regardless of the
function of the nervous system, the brain remains an organ that requires adequate
nutrition, blood flow, oxygenation, removal of waste products, and mechanical
support from the skull and spinal column. It can also develop mass lesions such as
tumors. The treatment of such disorders, although specific to the brain, is similar to
other clinical treatments at the organ level, i.e., resecting of mass lesions, enhance-
ment of blood flow, CSF diversion, and mechanical restoration of the spinal column.
Many of these treatments are empirical and may require assessment of their clinical
efficacy separate from any cellular basis for the treatment scheme. 

1.6 CONCLUSIONS

Neurosurgeons have long been eager to develop “designer” surgical procedures to
solve specific problems and perform “experimental” surgical procedures. Much
medical knowledge has been gained from these (usually) rational approaches. For
example, most of our current dermatome maps were derived from single root and
multiple root dorsal rhizotomy procedures performed in the 1920s and 1930s to
eliminate cancer pain; sensory losses were carefully mapped postoperatively. Like-
wise, many of the “fad” surgical procedures performed to help Parkinson’s disease
patients and most of our clinical knowledge of the function of the basal ganglia
derive from a long line of experimental procedures (see Chapter 8). However, many
newer advances resulted from the basic neuroscience that blossomed over the past
20 years and are being tested more rationally. This volume covers many of these
exciting new advances, with the caveat that trying to peer into the future is not
necessarily an exact science, and many of the products and devices mentioned may
fail in application or development and some will succeed.
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2.1 INTRODUCTION 

The goal of this chapter is to assess how close the hypothesis of neural grafting to
enhance nervous system function may be to clinical reality, and the problems yet to
be resolved before it is applicable clinically.1–5 This chapter focuses on neural
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grafting for lesions of the cerebral cortex arising from epilepsy, stroke, and head
injury. Additional chapters will include further information on neural grafting for
spinal cord injury (Chapter 3) and Parkinson’s disease (Chapter 8). Although clinical
neural grafting has been performed primarily in the context of Parkinson’s disease,6

many issues relevant to this disease do not necessarily transfer to lesions of the
cerebral cortex and hippocampus.

For example, Parkinson’s disease involves grafting of a dopaminergic phenotypic
cell that possesses a large, diffuse axonal elaboration with a modulatory function,
rather than specific synaptic relay systems as noted in glutaminergic synapses within
the cortex and hippocampus. Thus, the goal of grafting in cortical lesions is usually
to functionally replace part of a highly organized relay system, whereas in Parkin-
son’s disease the goal is to replace dopaminergic innervation nonspecifically to the
striatum.

Clinical treatments for acute lesions of the cerebral cortex and hippocampus
such as head injury and stroke have focused almost exclusively on cytoprotection
and prevention of secondary damage within the early period after the lesion.4 While
a moderate reduction in the number of neurons damaged may facilitate recovery, in
many instances this format of treatment was clearly insufficient clinically because
recovery was less than optimal. Moreover, the spontaneous neuronal replacement
that transpires via proliferation of endogenous stem/progenitor cells after injury
appears to be very restricted, ephemeral, and nonfunctional.7

Few available treatments are aimed at enhancing recovery of function of surviv-
ing neuronal elements.2 Additionally, recovery can be accompanied by aberrant
axonal plasticity of surviving neurons, characterized by inappropriate innervation of
denervated synaptic regions.8,9 One consequence of such inappropriate recovery is
the late occurrence of epilepsy due in many instances to isolation of hyperexcitable
regions, but which may still exert an untoward effect on the intact brain.8,10 Resto-
ration of normal afferent brain control over autonomous, hyperexcitable regions may
be critical to both restore function and alleviate epilepsy. Exogenous transplants of
multipotent progenitor or stem cells may play a role not only in epilepsy, but also
in head injury, stroke, and degenerative disease.11–17

At both early and late time points after hippocampal or cortical lesions, one
method to enhance recovery and restore function may be grafting of committed
embryonic neural cells even though the goals may differ.1,4 Neural grafting acutely
after a lesion may provide additional unformed neuronal elements that may then
insinuate and become integrated into the host circuitry, potentially enhancing overall
recovery.1,18,19 Early grafting may also change the acute milieu, decreasing death
among host cells. Late after a lesion, when the damage is stable, neural grafts may
be competent to enhance actual appropriate circuitry reconstruction.3 This is likely
accomplished by: 

1. Providing correct target neurons for host axons 
2. Furnishing proper afferent axons to host neurons 
3. Inducing withdrawal of aberrantly formed synaptic contacts 
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These events together may suppress hyperexcitability and restore afferent control
in autonomous regions. Embryonic neural grafts have the dual advantage of surviving
the transplantation trauma and anoxia and possessing competence for considerable
axonal growth into the adult host CNS.1,3,20 In Parkinson’s disease, for example,
neural grafts have been used to treat a stable, long-term disorder by adding ectopic
but critical dopaminergic re-innervation.6

The goal of circuitry reconstruction with neural grafts requires appropriate
neuronal elements for the host region that are capable of becoming functionally
integrated within the host. Many other possible goals and mechanisms can be
achieved by neural transplantation including release of neurotrophic factors or neu-
rotransmitters and replacement of glial cells.16,21–23 However, the specific requirement
for circuitry reconstruction leads to a hypothesis as to what an ideal graft may be.3

An ideal graft would have certain characteristics:

1. Adequate survival of the transplanted neurons within the host environment
(at least 20% of grafted neurons) 

2. Appropriate dispersion or migration of the transplanted cells to restore
host neuronal cell layers (leaving few cells at the transplant site) 

3. Normal cellular development including acquisition of region-specific den-
dritic complexity, synapses and intrinsic characteristics 

4. Appropriate elaboration of both local circuit and long-distance axons for
synaptic connectivity into the host 

5. Attraction of a significant number of specific afferent axons from the host 

While these requirements are rigorous, the quantitative measurement of these
characteristics may lend credence to exertion by the graft of a specific, defined role
in the host, as opposed to a nonspecific or non-neuronal effect.1,3

Grafting into cerebral cortex or hippocampus to facilitate circuitry reconstruction
may be radically different from the grafting treatment of Parkinson’s disease. For
example, grafts into the striatum of dopamine-enriched tissue are intentionally
ectopic, and do not appear to develop long-distance axonal growth despite the fact
that embryonic dopaminergic axons are inherently capable of such growth.6 The
other major difference is the type of neuron that is grafted and its neurotransmitter
type because dopamine neurons possess much more diffuse and larger axonal ter-
minal synaptic fields than the more typical glutamatergic neurons and GABAergic
neurons considered in hippocampal or cortical grafting. Thus, only some parallels
may be noted between the two different regions, but issues of graft tissue survival
and integration remain paramount for both.3,24,25

The hippocampus represents a critical model region for cerebral cortex in general
for the analysis and testing of grafting treatments because all the elements present
throughout the neocortex are noted in some form in the hippocampus, including the
various types of principal cells and interneurons and the intervening neuropil. The
purpose of this chapter is to first describe the preclinical data for neural grafting.
Second, the clinical situations to which hippocampal or cortical neural grafting may
be applicable will be analyzed, in addition to potential graft sources and their
© 2005 by CRC Press LLC



limitations. Finally, the bridge between preclinical research and clinical usefulness
and applicability will be discussed.

2.2 GRAFT CELL INTEGRATION: PRECLINICAL STUDIES

We defined graft integration into the host on a quantitative, cellular basis specifically
to assess circuitry reconstruction.26–28 Neural grafting has many other goals, for
example, provision of an enzyme or neurotransmitter, furnishing cells to form myelin
sheaths for host axons, and production of growth factors or metabolic products. Our
hypothesis of cellular integration applies primarily to the goal of making a graft an
integral part of synaptic circuitry within the brain. The specific measurable aspects
of integration include: 

1. Cell survival, directly comparing the number of cells transplanted and
those recovered in vivo at different postgrafting time points 

2. Cell dispersion and migration away from the graft site 
3. Graft cell differentiation into region-specific neuronal phenotypes 
4. Graft cell local and long-distance efferent synaptic interactions with the

host neurons 
5. Graft cell afferent connectivity with appropriate host axons 

Graft integration may be differentially analyzed for various cell types, including
embryonic neurons and immature stem cells.28,29 Figure 2.1 is a schematic of the
results of these preclinical studies.

2.2.1 GRAFT CELL LABELING

Assessment of graft integration requires a unique label for the grafted neurons so
that their survival, migration, and differentiation fate after transplantation may be
followed.30 Genetically engineered cells may be labeled with a permanent, gene-
based label (such as green fluorescent protein or beta galactosidase).31 Prior to
harvesting embryonic postmitotic cells, embryonic neurons may be efficiently
labeled with a DNA label such as the thymidine analog 5-bromodeoxyuridine
(BrdU)26 by injecting the maternal host during times of neurogenesis for those cells.
Because the cells are postmitotic and committed after embryonic harvesting, the
neurons retain the BrdU label permanently.

After harvesting embryonic cells, fluorescent labels such as rhodamine dextran
(RDA) may be used.30 Serial sections through the host can define the location and
developmental fate of the grafted cells and the percent of survival and degree of
migration and/or dispersion can be calculated.26 The label also allows confirmation
of the graft cells when double-labeled with a second marker specific for the graft
cell phenotype, long-distance connectivity, or physiology. For analysis purposes,
the placement of micrografts (10,000 to 30,000 cells) is much more definitive than
the use of larger but more therapeutic macrografts of >1 × 106 cells. The smaller
number of cells within micrografts can be explicitly counted and tracked using
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unbiased cell counting methods. Unique labels form the critical basis for evaluation
of graft integration within the host to unambiguously identify the grafted cells
within the host.26

2.2.2 GRAFT CELL SURVIVAL

Cell survival can be assessed in terms of the number of cells grafted compared to
those recovered later in vivo. In normal or intact hosts and grafts performed late
after lesions, only 18 to 30% of grafted hippocampal cells survived.26 In contrast,
dopaminergic grafts in models of Parkinson’s disease showed far poorer survival
ranging from 3 to 20% in various studies. However, at early time points following
lesions, the degree of survival was much greater (60 to 80%), particularly in young
adults.26 This enhanced survival is due primarily to the enhanced neurotrophic factor
environment present up to 10–14 days following a lesion and the potential effects
of denervation.32 Grafts soon after lesions were well tolerated and considerably

FIGURE 2.1 (See color insert following page 146.) Cortical grafting studies. First, cell
sources include human or porcine embryonic cortex or hippocampus, various types of pro-
genitor or stem cells, or cultured cell lines, most derived from neuronal tumors. After disso-
ciation and transplantation, the fate of the transplanted cells can be assessed for synaptic
integration within the host. In rodent models, therapeutic graft effects on the host include the
formation of mossy fiber synapses onto grafted neurons, amelioration of postlesion interneu-
ron loss, and prevention of aberrant mossy fiber sprouting. Whether grafts can ameliorate
epilepsy remains to be analyzed in rodents and humans although the framework has been
established.

Human Cell Sources

Therapeutic Graft Effects
 on Host Brain
Host mossy fiber axons can innervate
grafted neurons and form functional
synapses onto grafted cells.
Graft axonal processes innervate host
pyramidal cells and interneurons,
leading to circuitry reconstruction and
restoration of interneuron cell counts.
Mossy fiber terminals can densely
innervate graft and prevent aberrant
mossy fiber sprouting
Can grafts treat epilepsy in humans?

Embryonic Allograft
or Xenograft Cortex

Human Stem Cells

Sterile
Dissociation

Transplantation

Neural Cell
Cultured Lines
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enhanced, compared to the intact cortex and the situation after resolution of the
lesion.26 At time points equivalent to a fully healed human lesion or with aging, the
hippocampus and cortex become much less receptive to grafts. Graft augmentation
techniques are required to enhance graft survival and integration.33,34

2.2.3 GRAFT CELL MIGRATION AND DISPERSION

Breaking down the separate aspects of integration led to some surprising results for
embryonic hippocampal grafts. First, during development time when embryonic
neurons are removed (at embryonic day 19), these cells have completed programmed
migration along the radial glia into their respective layers. Second, the total distance
of migration for embryonic hippocampus is short — less than 0.1 mm. Therefore,
after grafting, these cells show minimal specific migration to appropriate cell body
layers, and most remain clumped within 0.5 mm of the grafting site.26 In an attempt
to enhance dispersion, grafts were transplanted as a suspension rather than as tissue,
but migration still remained minimal. This lack of capability for migration within
the host requires more accurate placement of multiple grafts directly within the
degenerated cell layer because only appropriately placed grafts of certain cell types
show capacity for specific connectivity.27,35,36 One of the promises of stem cells may
be that enhanced migration capability could lead to recapitulation of hippocampal
and cortical architecture.15

Grafts that are nonspecific to the lesioned region, such as striatal tissue placed
within the lesioned hippocampus, demonstrate poor survival and little capacity for
integration.9 Thus, it is critical that appropriate cellular elements are placed into locations
most suitable for their development. They differ from dopaminergic grafts for Parkin-
son’s disease that appear to function better when placed ectopically within the striatum,
and grafted as strands rather than as a dissociated cell suspension.6 In the hippocampus,
the various types of functions that improve with appropriate placement include afferent
circuitry (mossy fiber terminals on grafted CA3 neurons) and efferent circuitry to both
the deafferented CA1 region and commissural projection areas.9,27,35

2.2.4 SYNAPTIC GRAFT–HOST INTERACTIONS

Connectivity between graft and host requires that host fiber tracts have access to the
graft and that graft axons are able to recognize and follow host axon guidance
pathways.3,27,36 A graft placed as a chunk of tissue, rather than as dissociated cells,
encourages local connections to form within the graft, discouraging connections
between the surrounding brain and the graft.37 Axon guidance pathways differ,
depending on the inherent wiring and pattern of connections.20,27 For example,
hippocampal CA3 cell grafts can demonstrate contralateral commissural efferent
projections if located near the degenerated CA3 cell layer, which apparently provides
the appropriate molecular signals for such long-distance connectivity. We have
termed this capability the axon guidance pathway, which for commissural connec-
tions appears to be specific. 

Fibers from many regions of the hippocampus terminate in the septum. There-
fore grafts placed in most regions of the hippocampus can robustly send efferent
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fibers into the septum. These embryonic graft neuron axons demonstrate compe-
tence to follow innate host axon guidance pathways and are not susceptible to
inhibitory molecules such as myelin-associated glycoproteins along the host path-
ways, unlike adult host axons. The locations of these axon guidance pathways in
the host may be highly specific, requiring accurate placement of the grafts to
achieve access. Afferents into the graft develop readily, particularly mossy fiber
ingrowths, if the grafted cells are their natural target cells (i.e., CA3 cells),
demonstrated both physiologically by direct slice neuronal recordings and ana-
tomically by Timm’s histochemical staining.9,20,30 Likewise, short-distance out-
growth from embryonic grafts was demonstrated to be both dense and appropriate
(from CA3 grafts to denervated regions of the CA1 subfield and the dentate gyrus),
indicating that embryonic grafts can develop both appropriate afferent and efferent
connections in the hippocampus.28

2.2.5 PRECLINICAL GRAFT CELL SOURCES

Aspects of integration have been well defined for embryonic hippocampal cells, as
discussed above.26 However, these cells are not optimal in the sense that they are
not “ideal” grafts, particularly because of limited supply, ethical issues, and lack of
ability to migrate within the host after transplantation. Therefore, hippocampal stem
cells with pyramidal neuronal phenotypes have also been analyzed as alternatives
to embryonic cells.12,28,29 These cells likely arise from the posterior subventricular
zone and form neurospheres in vitro in the presence of mitogenic factors such as
epidermal growth factor (EGF) or fibroblast growth factor (FGF).29,38–40

Neurospheres are large collections of undifferentiated cells that develop in spe-
cific culture conditions from clonal stem cells removed from in vivo subventricular
zones and contain both stem cells and their progeny. However, these cells show
limited differentiation into neurons in vitro and in vivo, and may require conditioning
with appropriate neurotrophic factors to enhance neuronal differentiation both prior
to and after transplantation.29 For example, physiological development and fiber
outgrowth may be limited, even for cells resembling pyramidal neurons, due to their
limited differentiation and axon growth. Further, the milieu of the injured brain could
adversely affect differentiation of stem cells into neurons as a result of inadequate
positional cues. Thus, hippocampal stem cells (and neural stem cells in general) are
very promising, but will clearly require priming into partially differentiated region-
specific neurons prior to grafting to fully achieve their differentiation and connec-
tivity specific to the site of grafting. Whether this differentiated phenotype will be
maintained after grafting, particularly for prolonged periods, will require further
research.11,13,15,38–44

Immortalized cell lines have also been developed to obviate logistical problems
from the use of fetal and embryonic stem cells. However, cell lines are limited by their
potential to form tumors and degree of differentiation into true neurons capable of
integration into the host. In addition, another goal of therapy using cell lines (NT2N
cells) is to produce exogenous proteins needed in the CNS for particular disorders
instead of completely integrating into existing circuitry. The human embryonal carci-
noma cell line NT2N exhibits many properties of neuroepithelial precursor cells.45,46
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2.3 CLINICAL CONTEXTS

This chapter focuses on clinical entities — primarily lesions of the cerebral cortex
including the hippocampus. Grafting proposed for spinal cord treatment will be
discussed in Chapter 3; subcortical grafting for Parkinson’s disease is discussed in
Chapter 8.

2.3.1 CORTICAL LESIONS: EARLY POSTLESION GRAFTING

Common lesions of the cerebral cortex (including the hippocampus) include head
injuries, particularly cerebral contusions, and cerebral infarcts. Both head injury and
stroke may be accompanied by extensive tissue damage and early neuronal replace-
ment via grafts may facilitate structural and functional recovery by adding unformed
neural elements to assist in circuitry reconstitution.18,19,47 Such facilitation could
consist of enhancing regional recovery and also preventing aberrant regeneration
that may accompany cortical recovery in the form of compensatory sprouting of
neighboring axons and inappropriate innervation of denervated synaptic sites.9 The
relatively unformed neuronal characteristics of neural grafts and their enhanced
short- and long-distance axonal collateral growth in the adult, host CNS, may
facilitate host recovery far beyond what would be obtained with either innate axonal
regrowth alone or endogenous stem/progenitor cell proliferation and differentiation.7

 The environment, within a few days after the lesion, appears particularly con-
ducive to graft survival and integration.26 This favorable host environment may be
due to an enhancement in the level of neurotrophic factors in the vicinity of the
lesion32 as a result of astrocytic hypertrophy, microglial activation, and enhanced
neurotrophic gene expression in surviving neurons. 

For clinical grafting purposes, hippocampal grafts could be placed directly
within the appropriate cell layers by stereotactic injection. However, neocortical
suspension grafts may require multiple small injections into the neocortex on the
border of the damaged region because direct injection into a severely damaged
(or ischemic) area may provide minimal tissue nutrition and support for initial
growth of axons. Preclinical studies of grafts into ischemic regions suggest
excellent integration of embryonic cells into the appropriate tissue.18,47 Histolog-
ical demonstration of surviving cells and behavioral changes are considered to
define “graft” effect in many studies. Depending on the goal of the graft, if
circuitry reconstitution is desired, clear evidence of actual restoration of the
damaged circuitry at the cellular level of analysis should be present. In other
words, graft cell presence in the host does not necessarily imply circuitry recon-
struction or appropriate synaptic interactions with host neurons. Physiological
study of the grafted neurons and their synaptic interactions with the host is critical
to fully define mechanisms of graft action on circuitry.30 

Grafting may have other goals beyond circuitry reconstitution and these goals
should be fully specified for each type of transplant. Embryonic grafts placed
within a few days after an acute lesion have been shown to provide several clearly
beneficial effects for the host. First, there is a clear anatomical and physiological
demonstration of afferent connectivity from the host onto grafted cells when cells
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specific to the lesioned site are grafted.26,27,30,35 Second, early appropriate grafts
can permanently prevent the development of aberrant supragranular mossy fiber
sprouting following development of mossy fiber sprouts into the graft.9 Third,
the apparent down-regulation of glutamate decarboxylase and calcium binding
proteins in GABAergic interneurons following a CA3 lesion can be reversed by
placement of appropriate (as opposed to inappropriate or control grafts) embry-
onic hippocampal grafts at 45 days postlesion.35 These graft influences on the
host strongly indicate that cellular graft integration can exert a positive influence
on host lesion recovery.

2.3.2 CORTICAL LESIONS: LATE POSTLESION GRAFTING

Most preclinical studies of graft integration focused on early transplantation after a
lesion, particularly 10 to 14 days postlesion due to the propitious effects of the host
environment on graft survival.1,26,32 However, in many clinical situations such as
chronic epilepsy and Parkinson’s disease, the host environment many years after the
lesion has occurred is resistant to graft integration (similar to normal cortex).26 This
host resistance may worsen with age.3,33,34 In contrast to immediate results after a
lesion, when the extracellular environment, postsynaptic cells, and presynaptic axons
are all ready to attempt circuitry restoration, late after a lesion all three critical
elements have returned to a more quiescent and less facilitating state.

Thus, grafts placed late after a lesion may require significant enhancement of
the number of cells transplanted, their readiness to re-innervate the host, and critical
placement.34 It may be possible to also prepare the host prior to the graft with a
small lesion sufficient to induce a glial reaction (for example, placement of a probe
7 to 10 days ahead of time and subsequent placement of the cells) or with pregraft
infusion of neurotrophic factors. Because of the difficulty with graft integration at
such late postlesion times, fewer preclinical investigations focused on overcoming
this resistance have been performed although these barriers to graft cell survival are
important to analyze clinically.

2.3.3 NEURAL GRAFTS FOR TREATMENT OF EPILEPSY

The lifespan incidence of seizures shows a dramatic increase at the extremes of
young and old ages, particularly seizures due to lesions of the brain including those
arising from head injuries, strokes, tumors, and Alzheimer’s disease. In younger
patients one of the most common seizure types is partial complex, resulting from
mesial temporal sclerosis (MTS).8 Most types of lesions that lead to later epilepsy
involve neuronal and tissue loss and this is exemplified by MTS.

One concept of lesions resulting in hyperexcitability and eventually epilepsy is
that an autonomous region becomes disconnected from the normal afferent host
control. This autonomous region persists in demonstrating intrinsic hyperactivity,
possibly manifest as an interictal focus, and can under some conditions lead to
seizure propagation within the remainder of the brain.8 One hypothesized role of
grafts is to reconnect the autonomous area directly to the host. Another hypothesis
involves modulation of other systems that can suppress seizures, for example, nora-
drenergic, serotonergic, midbrain, or cholinergic inputs.11,21,48–50
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Animal models of convulsions and epilepsy reflect large numbers of types and
categories of the human disease. For example, numerous mutants show early onset
of generalized seizures,48,51,52 kindling models of seizures,16,21,49,53 and many models
of irritants that can lead to convulsions. Several hippocampal models may reflect
some features of partial complex seizures and anatomically may resemble aspects
of MTS.3,8,9,32,53 Late manifestations in these animal lesions often resemble the human
situation and include aberrant mossy fiber sprouting, permanent down-regulation of
calcium binding proteins in the CA1 subfield and dentate gyrus, and loss of glutamate
decarboxylase within major fractions of interneurons.35 

Embryonic grafts into animals following kainic acid lesions demonstrate a num-
ber of positive effects on the host that are indicative of a high degree of graft
integration. Hippocampal grafts receive afferents from the host dentate granule cells
(mossy fibers).20 If the grafted CA3 cells are sufficiently numerous, the result can
be amelioration of aberrant mossy fiber sprouting, indicating that these axons prefer
an appropriate rather than inappropriate target.9 Based on in vivo studies, the CA3
grafts develop long-distance connections, including to the contralateral CA3 region
and to the septum. Long-term in vitro tissue studies using organotypic hippocampal
cultures indicated a dense local connectivity established to the CA1 region. These
graft efferents can also lead to a powerful re-innervation of the CA1 region, restoring
glutamate decarboxylase in the GABAergic interneuron population as compared to
lesion-only hosts.35 All these beneficial effects confirm that graft integration may
be sufficient to reconstruct the hippocampal circuitry after a kainic acid lesion.
However, in vivo EEG and behavioral studies are needed to confirm beneficial effects
on lesion recovery and host electrographic or clinical seizures. A stable rodent model
of seizures following a lesion is clearly needed to assess how well these grafts may
ameliorate seizures.7,12 

Other types of grafts have been proposed for amelioration of kindling-induced
seizures, particularly locus coeruleus grafts that contain norepinephrine-producing
cells21 and cholinergic grafts.49,54 Further, the antiepileptogenic outcome of specific
neural grafting in the latter studies was linked to the degree of graft-derived
noradrenergic or cholinergic innervation of the stimulated brain region. Neverthe-
less, these findings are not clinically relevant for application of neural grafting to
epilepsy, particularly MTS, because lesions of noradrenergic or cholinergic neu-
rons are not present in the human condition. GABAergic grafts (those containing
inhibitory interneurons predominantly) have also been suggested16,25,55 due to the
considerable inhibitory effect of GABA (the main inhibitory neurotransmitter) on
seizures.50 

Some hippocampal grafts have been shown to function as a heterotopia, partic-
ularly when chunks (rather than suspensions) of hippocampal tissue are placed.37,54

These heterotopic grafts are inherently epileptogenic and can actually induce seizures
in the host — a highly undesirable situation. When hippocampal tissue is placed as
a chunk graft, the internal recurrent circuitry tends to form within the graft instead
of an external connection between the host and graft through the graft–host interface.
These internal connections within a graft may reinforce the innate hippocampal
tendency toward hyperexcitability and seizures. Thus, integration of the graft into
the host circuitry and appropriate afferent control over the graft are critical for both
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lesion recovery enhancement and possible treatment of the epilepsy. If grafts are
placed early after a lesion, then prevention of development of an epileptic focus, a
true anti-epileptogenic therapy, could possibly result.9,35

2.3.4 NEURAL GRAFTS FOR TREATMENT OF STROKE

Stroke is one of the leading causes of death and causes severe disability. Treatments
are limited to prevention and the acute setting. After a cerebrovascular accident has
occurred, only supportive therapies are available. Grafting would seem ideal to
replace lost cells.56 Currently, stroke is one of the most active areas for cell trans-
plantation, with small Phase I and Phase II trials completed for select basal ganglia
(deep) strokes in humans.5,19 The basis of these initial human studies lies in the
success of animal studies although synaptic integration has not been fully analyzed
in such a deep model of hemorrhage. Many stroke models exist, but the rodent model
of the middle cerebral artery (MCA) occlusion has many clinical similarities to
conditions seen in humans during cerebral ischemia. Much success has been achieved
in this area with experimental functional recovery.18

Transplantation in stroke models has shown improvement in behavioral dysfunc-
tion as early as 1 month after grafting using an immortalized cell line as the cell
source although animals required immunosuppressants to maintain the robust effects
of the grafts. However, even non-immunosuppressed animals showed improvement
in comparison to control animals. These studies have justified the use of human-
derived NT2N neurons in stroke by showing functional improvements in the animals.
Finally, the grafts produced no obvious deleterious effects.

2.3.5 NEURAL GRAFTS FOR TREATMENT OF SEVERE HEAD INJURY

Traumatic brain injuries and head injuries have very limited treatment. Most thera-
pies are aimed at controlling intracranial pressure in the acute phase, but such
supportive measures aim to decrease secondary cell loss rather than enhance recov-
ery. Cell transplantation has a two-fold strategy: (1) to decrease the initial inflam-
matory reaction that leads to cell death and (2) to replace lost cells from the primary
and secondary injuries. Initial studies showed poor survival of grafts in injured areas,
but animal models of lesions showed considerably enhanced survival within a few
days of the initial injury.3,26 In addition, multiple sources of cells have also been
used in this paradigm. Strategies have evolved to improve survival of grafts and
integration, such as cografting of neural stem cells with supportive cells or substrates.
Partial functional recovery has been shown with cografts including marrow-derived
stromal cells and fibronectin.57,58 In addition, developed cell lines have been suc-
cessfully grafted.17 

The primary model of neural grafting for treatment of head injury has focused
on early addition of unformed elements to cortical areas (and potentially to areas of
white matter shear injury), then allowing these elements to participate in the overall
recovery and rehabilitation of the patient. However, measurement of improved out-
come with the wide range of severity of head injury may be very difficult compared
to measuring stroke outcomes.
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2.4 CLINICALLY APPROPRIATE GRAFT CELL SOURCES 

Potential sources of cells include various forms of embryonic neural cells, non-
neural cells, tissue cultures cell lines, and pluripotent stem cells. All these groups
can be further subdivided depending on the times they are acquired and the sources
from which they are initially derived including autografts (from individual patients),
allografts (from another individual of the same species), and xenografts (from a
different species, for example, another mammal). All the initial human Parkinson’s
grafting studies, for example, were performed with autografts (adrenal medulla
harvested at the same surgical session and reimplanted into the brain) or allografts
from mixed embryonic cadaver donors.6

Embryonic porcine xenograft cells have also undergone clinical trials because
mammalian embryonic cells appear to substitute well across species.1,59,60 All these
cells (with perhaps the exception of directly derived autografts) now require exten-
sive FDA approval for reimplantation strategies. The approval requires that sterility
and safety be ensured during processing of any in vitro maintenance or tissue culture
and during direct reimplantation, particularly since these cells require direct brain
implantation.

2.4.1 EMBRYONIC NEURAL CELLS 

No ideal graft donor cells currently exist.3 All tissue sources show significant lim-
itations from both scientific and ethical viewpoints.61 While embryonic neural cells
currently demonstrate the best integration, specific migration of postmitotic neurons
is highly limited, thus impeding appropriate cell distribution in the host. Additionally,
embryonic allografts and xenografts impose ethical burdens because abortion is the
tissue source, because they alter the innate human characteristics of brain and mind,
and because of the risk of rejection.6,59,60,61 However, xenograft embryonic cells have
the advantage of availability in large numbers, particularly from porcine sources.
They appear capable of substituting for human cells of similar origin based on
equivalent neuronal sizing and lengths of projections.60

Other advantages of embryonic neural tissue are the ready, appropriate growth
of embryonic axons into the host CNS, the known, postmitotic fates of the cells,
and their excellent survival in a relatively anoxic host environment directly after
grafting. However, because human trials of allografts for Parkinson’s disease have
shown marginal improvement and unexpected side effects, enthusiasm for any form
of embryonic cell transplant is now considerably diminished.6

2.4.2 CULTURED CELL LINES

Various types of precursor cell populations have been immortalized using oncogenes
or telomerase. These cells offer the potential benefit of generating clonally identical
cells, with innate genetic rules (such as temperature elevation) for inhibition of
further mitoses.1,11,13,16,22,23,45 In addition, spontaneously generated tumor (hNT) cells
have been subcloned and characterized, and these tumor lines have indefinite capa-
bility for mitotic activity. Some show differentiation with retinoic acid, but these are
usually not inherent CNS cells and quantitative assessment of their actual (rather
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than projected) integration into the CNS remains limited. Also, the tumor genotype
remains, and long-term questions about tumor reversion in vivo remain in spite of
short-term differentiation in vitro.

Thus, these tumor cell lines have the advantage of ready availability and unlim-
ited numbers but the worries about appropriateness for various grafting purposes
and the residual risk of tumor escape remain, although such escape does not appear
to have occurred during short-term preclinical testing. One initial clinical trial using
such cells involved deep intracerebral hemorrhage.19 For most of these cell lines,
their abilities to differentiate into neurons capable of CNS integration have not been
fully tested in ways similar to the ways embryonic cells have been tested. Thus,
histological evidence of cell survival has often led to the premature conclusion that
the cells are integrated within the CNS circuitry; for most cell lines, this analysis
remains to be done. Although they are convenient and available in large numbers,
such cell lines may not readily behave as CNS neurons due to their origins as
immature cells.

2.4.3 NON-NEURAL CELLS

The idea that differentiated cells have limited choices of progeny has recently been
challenged. The concepts of transdifferentiated and dedifferentiated CNS cells have
potentially supplied new populations of cells for transplantation.62–65 Transdifferen-
tiation involves taking cells such as bone marrow stromal cells and forming neural
progenitor cells. Dedifferentiation is exemplified by glial progenitor cells that can
form neurons. Many questions still surround this cell source.

Other cell types include transfected fibroblasts, glial cells, and multiple types
of non-neural systemic cells such as lymphocytes that may transfer specific functions
to the nervous system even though they are not able to function as neurons. Interest
in most available non-neural cells has waned as newer forms of cells have become
available, particularly various forms of stem cells.

2.4.4 PLURIPOTENT PROGENITOR AND STEM CELLS

True embryonic stem (ES) cells can differentiate into all embryonic derivatives.40

However, these cells require the highest number of cues for subsequent differentia-
tion. They are isolated very early from the inner cell masses of embryonic blastocysts.
Relatively few experiments have been done using this very primitive cell population
because of the great difficulty in forcing differentiation along various lines. These
cells offer several advantages, particularly their general CNS fate capability and
rapid cell division to create large numbers of cells, although access to blastocysts
is highly limited in the U.S. today. These cells give rise to slightly more differentiated
and regional stem cells derived from ventricular and subventricular zones, and then
further along the path of commitment are progenitor cells.40 All these cell types are
actively being pursued for transplantation paradigms for recovery of func-
tion.12,14,15,28,29,41–44,66

Various types of multipotent, self-renewing neural progenitor or stem cells
show considerable promise but differentiation into a specific lineage remains
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difficult to control before and after grafting particularly when grafted into a
lesioned CNS.13,28,31,42,44 It was initially thought possible that a lesioned brain might
direct specific differentiation of otherwise unformed cell transplants, but it was
realized subsequently that differentiation is difficult to maintain after grafting.
Furthermore, the exact differentiation potential of neural stem cells obtained from
distinct brain regions after grafting into different areas of the lesioned adult brain
is mostly unknown — particularly whether neural stem cells from different brain
areas produce neurons specific to their region of origin or specific to the site of
their grafting. Addressing these concerns directly will help determine whether we
must use different kinds of neural stem cells to treat different types of neurode-
generative disorders based on the area of the brain afflicted. For example, hippoc-
ampal stem cells may be specific for repair of a lesioned hippocampus in epilepsy,
mesencephalic stem cells for Parkinson’s disease, and striatal stem cells for Hun-
tington’s disease, etc.

The overall differentiation into neurons improves with progenitor cells that are
more rather than less differentiated (i.e., subventricular zone cells versus embryonic
stem cells from blastocysts), but still remains a critical issue. Thus, characterization
of molecular mechanisms that control the fate of neural stem/progenitor cells after
grafting into different regions of the lesioned adult CNS in experimental models is
necessary prior to their routine clinical use as treatments for neurodegenerative
disorders.11,12,15,38,43 While the promise remains that stem cells may eventually be
directed to function as neurons in vivo, this promise has yet to be clearly realized
in preclinical studies.15

2.5  SIDE EFFECTS OF NEURAL GRAFTS

Unlike a medical therapy that can be suspended, graft treatments currently are
irreversible because no clinically applicable method to destroy or eliminate a neural
graft in vivo has been developed.6 Potential deleterious side effects of grafts include
increased seizures,54 transmission of a virus or tumor to the host, induction of
rejection, and difficult-to-treat problems related to the disease, for example, dyski-
nesias noted with neural grafts in Parkinson’s disease.6

In all such instances, it may be helpful to have a method to noninvasively remove
the graft or alter it selectively without damage to the host brain. This problem is
peculiar to neural grafts because they normally require diffuse placement as cell
suspensions or chunks of cells and thus cannot be removed surgically without causing
extensive damage. This is particularly true if the grafts are capable of migration to
specific regions, in which case their diffusion and insinuation into the brain preclude
direct forms of removal.

In animals, graft cells can be labeled before transplantation with a triggerable
stealth toxin that releases singlet oxygen only when specifically triggered (chlorin
E6).67 Without the appropriate trigger, the cells develop normally and are indis-
tinguishable from control grafts. However, upon illumination with even a low
level of infrared light (at 720 nm), the chlorin E6 releases massive singlet oxygen
that can destroy the grafted cells selectively in situ and show minimal host
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damage. Other methods of selectively destroying grafts include allografts and
immunotoxins that may attack xenografts selectively. Some forms of triggerable
genes may also be transfected into graft cells to allow initiation of selective cell
death in situ without host damage. These methods may be helpful to extinguish
any side effects from grafted cells by virtually destroying the cells selectively
within the milieu of the brain.

2.6 CLINICAL APPLICABILITY AND CHALLENGES IN 
TRANSLATION

How far an experimental surgical treatment must be developed prior to initial human
application remains a very difficult, almost unregulated, and contentious question.
One set of guidelines generally outlines preclinical studies needed along with human
experimentation requirements.68 As an example, grafting of cultured tumor cells into
deep basal ganglia lesions after intracerebral hemorrhages was performed in
patients19 following extensive preclinical testing.18 Another example is the applica-
tion of porcine embryonic cells to humans for Parkinson’s disease and potentially
for hippocampal or cortical use.60 Clearly, a cell source should be FDA-approved
for initial human trials of cell lines in terms of safety and freedom from transmissible
diseases and neoplasias. Preclinical evidence should support a specific intended use.
These requirements have clearly been met for treatment of Parkinson’s disease, as
confirmed by the large number of proposed and performed clinical trials for embry-
onic cell grafts.1,4,6

Methods are likewise needed to enhance graft functioning at late, stable post-
lesion phases likely used to treat neurological disorders. Such methods could include
enhancing the extent of survival of grafted cells using pretreatment of donor or host
cells with distinct neurotrophic factors and other factors such as caspase
inhibitors24,34,69 that suppress the apoptotic deaths of grafted cells during the early
postgrafting period. At this juncture, the most appropriate donor cells for hippo-
campal grafting may be porcine embryonic cells from the age of gestation directly
after hippocampal neurogenesis (10 to 12 weeks of gestation in the human, slightly
earlier in the porcine model).60 Since the FDA has now imposed extensive require-
ments for processing implanted cells, a method should be established to determine
appropriate sterility, cell numbers, and presence of contaminants. These requirements
may facilitate the standardization of grafting studies. 

While much of this chapter discussed the mechanisms underlying graft integra-
tion into a host, by the time when human grafting experiments are pursued for
neurological disorders, these principles will not be known in human subjects
although they presumably will have been developed in animal models. Most medi-
cations helpful in treating seizures, head injuries, and strokes now have known bases
from laboratory studies but this was not true at their market introduction. Thus, there
is no need to have actual mechanistic understanding for a treatment to go forward
and become FDA approved. On a scientific basis, however, such mechanistic under-
pinnings are critical to understand and improve treatments. In summary, the neuro-
biology of graft integration, survival, and differentiation is not yet fully mapped or
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understood. Assuming an appropriate graft cell source becomes available for further
human testing, a critical approach to host integration of the graft and mechanistic
treatments of neurological disorders will be needed if this form of restorative neu-
rosurgery is to become a long-term, viable treatment option.1,4,41
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3.1 INTRODUCTION

An estimated 400,000 people in the U.S.  have permanent paralysis as a consequence
of spinal cord injury and an additional 10,000 are injured each year. Patients with
spinal cord injuries (SCI) can live 25 to 30 years after their initial injuries. Each
patient must cope with a lifetime of neurological dysfunction including paralysis,
bowel and bladder dysfunction, sexual dysfunction, spasticity, deafferentation pain,
loss of skin integrity, and autonomic dysfunction.1 Thus, SCI can be a devastating
neurological disorder in terms of the years of disability caused and the associated
physical and psychological complications. However, patients can remain highly
functional with the use of modern aids, such as wheelchairs; they can participate
fully in work, sports, and activities of daily living despite the obvious disability
associated with the loss of function.
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For thousands of years, physicians have been pessimistic in their approach to
treating SCI because of the lack of innate recovery and secondary complications
such as infections that usually ensue. Writing around 1700 BCE in the Edwin Smith
Papyrus, an ancient Egyptian physician described SCI as a “disease not to be
treated.”2 Now, almost 4000 years later, the treatment of SCI remains largely pal-
liative: preventing injury progression; implementing bowel and bladder regimens;
managing complications of sensory loss and skin breakdown; treating spasticity,
dysautonomia, and deafferentation pain syndromes; and teaching patients how to
cope with their disabilities. While such palliative care is highly successful and now
results in nearly normal lifespans and functional capabilities, most affected patients
still would like to enhance their mobility and regain more normal function. Fortu-
nately, ongoing advances in neurobiology coupled with initiatives to facilitate the
translation of this research into medical therapy promise to change this paradigm
from palliation to cure. 

Broadly speaking, current approaches to the treatment of SCI fall into one of
four categories: (1) the prevention of secondary injury and delayed demyelination
or axon loss (neuroprotection), (2) the repair or replacement of interrupted neural
circuitry (spinal cord repair), (3) the use of aggressive rehabilitation techniques to
optimize recovery through residual spinal cord plasticity (rehabilitation), and (4) the
augmentation of function through prostheses (prosthetics). In this chapter, we will
review advances in each discipline, the current hypotheses, and their future appli-
cations. Figure 3.1 outlines these potential treatment options.

FIGURE 3.1 (See color insert following page 146.) Targets for the treatment of spinal cord
and peripheral nerve injuries. A: Genetic or small molecule treatments to induce a proregen-
eration response in the cell body. B: Inhibition of myelin associated growth inhibitors and
chondroitin sulfate proteoglycans at the site of injury. C: Neuroprotectants to prevent the
spread of injury through secondary mechanisms. D: Transplantation of stem cells, olfactory
ensheathing glia, or Schwann cell bridges to span the area of injury and replace lost cell
populations; transplantation of macrophages or neurotrophin-secreting cells to prevent cell
loss and promote regrowth. E: Use of synthetic grafts infused with Schwann cells, extracellular
matrix, or neurotrophins to span the area of injury. F: Infusion of neurotrophins or use of
electrical stimulation to improve the pace and accuracy of axonal regeneration.
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3.2 SPINAL CORD NEUROPROTECTION

3.2.1 MATURATION OF SPINAL CORD INJURY

SCI can occur when the spinal cord is lacerated or macerated by a sharp penetrating
force, contused or compressed by a blunt force, or infarcted by a vascular insult.
Blunt force injuries are the most common causes of SCI, accounting for up to 50%
of cases.1 This form of SCI has been well modeled in animals, using weights dropped
onto the exposed spinal cord. Initial histopathological studies suggested that sec-
ondary events that unfold after the mechanical injury enlarge the contusion and are
responsible for a substantial portion of the ultimate functional deficit that results —
the so-called secondary injury. From this came the hypothesis that identifying the
components of secondary injury could provide rational targets for pharmaceutical
interventions that could significantly limit the morbidity of SCI. This approach has
dominated SCI research for much of this century and spawned many promising
therapies. However, in reality, patients rarely lose additional function after they
present with initial levels of injury, suggesting that, in practical terms, very little
secondary injury occurs and most of the damage results from the initial impact.

In experimental models of blunt SCI, the initial mechanical force delivered to
the cord results in a necrotic core that involves the spinal grey matter and spares a
rim of white matter around the contusion site. Electrophysiological experiments have
shown that neurons that survive the initial trauma become hyperexcitable and fire
repeated salvos of action potentials. Intracellular and extracellular electrolyte con-
centrations are altered measurably as a consequence. Intracellular concentrations of
calcium and sodium and extracellular concentrations of potassium increase signifi-
cantly, making normal neuronal activity impossible. Clinically this is manifested as
a flaccid motor paralysis below the level of injury and can last several months
(“spinal shock”); it is eventually replaced by spasticity as the spinal cord slowly
recovers innate tone. As a result of the flaccidity, a systemic hypotension (“neuro-
genic shock”) may ensue. Meanwhile, petechial hemorrhages and progressive edema
develop around the injury site along with a collapse of the microcirculation with a
measurable reduction in spinal cord perfusion. As cells lyse, excitatory neurotrans-
mitters reach toxic levels in the extracellular fluid and free oxygen radicals are
elaborated. The consequent lipid peroxidation hastens cell death and promotes for-
mation of cytokines — major components of the inflammatory cascade. Neutrophils
enter the contusion within 24 hours, followed closely by lymphocytes. These cells
start cleaning the debris while elaborating more cytokines and chemokines that reach
measurable levels within 48 hours and continue the inflammatory cascade. Whether
this form of inflammation is restorative and necessary (to clean up debris) or
destructive in some manner remains highly contentious.

Meanwhile, apoptosis occurs in cells surrounding the initial core of necrosis,
causing the lesion to grow further. Neutrophils are eventually replaced by macroph-
ages and fibroblasts. With time, areas of extensive necrosis are replaced by the classic
glial scar. Areas of milder injury develop scars rich in astrocytes; areas of large
hemorrhage are replaced by glial-lined areas of myelomalacia that can sometimes
lead to late (years later) post-traumatic syrinx.
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Secondary processes continue to play a role in the clinical features of SCI even
chronically. Robust local sprouting of injured and uninjured axons within the spinal
cord segments produces circuits implicated in spasticity. Changes in the distribution
and excitability of ion channels along with changes in excitatory and inhibitory
inputs cause permanent hyperexcitability in some cell populations, possibly leading
to chronic pain syndromes and hyperactivity causing motor spasticity; chronic demy-
elination can block signaling in other pathways.

The response to SCI can be divided into acute and chronic phases. Acutely, cell
loss occurs due to the mechanical injury associated with excitotoxicity, lipid perox-
idation, and inflammation, as the lesion is cleaned up. Chronically, cells that survive
the initial events may go on to regenerate in a limited and imprecise way or they
may succumb to apoptosis or demyelination.3,4 These insights suggest several prom-
ising targets for pharmacologic intervention, assuming that the primary injury can
be overcome. 

3.2.2 SECONDARY NEUROPROTECTION TREATMENT SCHEMES

To date, the only clinical treatment to emerge from neuroprotection research is high
dose methylprednisolone (MP) therapy. Since the 1960s, corticosteroids have been
used in the treatment of SCI. Initially, these agents were used for their ability to
limit inflammation and spinal cord edema. Optimal therapeutic schemes with ste-
roids involved pretreatment prior to injury, which provided better benefits than
treatment after injury (which obviously is beneficial for spinal cord surgery). How-
ever, the initial National Acute Spinal Cord Injury Study (NASCIS) a nonplacebo
controlled comparison of high-dose versus low-dose MP failed to show any benefit
in the treatment of SCI.5 

In the early 1980s, it was shown that key components of secondary injury
included post-traumatic alteration of spinal cord blood flow, elaboration of free
radical oxygen, and peroxidation of membrane lipids.6,7 Trials in rodents, cats, and
dogs demonstrated that MP can improve functional recovery from SCI by catego-
rizing these processes, but it must be administered in intravenous doses of 30 mg/kg
— much higher doses than those used in the NASCIS trial.8–10 Incorporating some
of these findings, the second NASCIS trials found that sustained high doses of MP
administered within 8 hours of injury caused a statistically significant improvement
in neurologic function although new SCI scales were required to measure this
improvement.11–14 Again, no placebo control was used and the initially determined
outcome measures were abandoned and a new system for evaluating neurologic
function in SCI was devised to show the benefits of treatment. 

It is not apparent whether the statistically significant improvements translated
into clinical benefit. Although the design and statistical analysis of the trials were
widely challenged,15 the high dose “Solu-Medrol Protocol” is almost universally
applied in the emergency room management of SCI.16 This is perhaps more reflective
of physicians’ desperation to offer some treatment to SCI patients than of the
scientific validity of the studies. However, this high dose, short-term protocol is now
considered the standard of care. 
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These studies lent credence to the hypothesis that secondary injury mechanisms
may be important in the clinical evolution of SCI and spurred the development of
multiple agents, each of which has been shown in some animal models to be
somewhat efficacious. Among these is the 21-aminosteroid, tirilazad mesylate (TM),
that scavenges free radicals, inhibits lipid peroxidation, and maintains spinal cord
blood flow in animal models. Because it lacks the glucocorticoid activity of MP,
TM is a safer drug and considerable interest in its clinical efficacy was generated.17–19

Unfortunately, the NASCIS 3 trial concluded that TM does not appear beneficial in
the treatment of SCI.12 

Based on the premise that acute inflammation is deleterious to nervous tissue,
specific inhibitors of the inflammatory response have been evaluated for benefit in
SCI.20 Among these, IL-10 has been shown to limit axonal loss, contusion size, and
functional deficit following SCI in rats.21,22 So have the broad spectrum chemokine
receptor antagonist, vMIPII,23 and the selective cyclooxygenase-2 inhibitors.24,25

These latter drugs are already approved for human use and are well tolerated; it
would be relatively simple to verify their ability to provide benefit to human victims
of SCI. However, in many instances, the initial inflammation after a CNS lesion
may actually be considered favorable for axonal recovery and regrowth and for
enhancement of cell survival, as demonstrated by placement of neural grafts into
lesions at short postlesion time points (see Chapter 2). Other pathways considered
for treatment options include blockade of excitotoxicity,26–33 treatment of apopto-
sis,34–40 and application of hypothermia.41 

Although most neuroprotection research produced promising results in animal
models (similar to results shown for stroke research; see Chapter 4), the natural
history of human SCI suggests a limited role for neuroprotectants. First, most patients
with incomplete SCI and some patients with complete SCI at the time of presentation
spontaneously regain some degree of neurological function over time.42 This spon-
taneous recovery creates difficulty for treatment study design because it is difficult
to attribute an improvement to treatment without a randomized control group. It is
also rare for a patient’s neurological injury to progress significantly after presenta-
tion, i.e., an injury is at its worst at the time of presentation. This suggests that
secondary injury mechanisms do not play a major role in determining the clinical
extent of injury. Furthermore, only a narrow window of opportunity exists for the
administration of neuroprotectants. The best results with the different agents men-
tioned above were obtained when animals were pretreated. As in the case of stroke
treatment, the degree of clinical improvement obtained by preventing secondary
injury may be minor, suggesting that neuroprotection as a clinical field may represent
a failure of application of animal models to the human setting.

This is not to suggest that secondary injury is not important. It simply may be
that the mechanisms at work unfold so rapidly that a patient’s deficit is relatively
fixed at the time of presentation. It is therefore important to develop treatments
that can be administered by first responders or alternatively to develop treatments
that deal with the sequelae of secondary injury mechanisms. One such treatment
is 4-aminopyridine, a potassium channel blocker. It has been shown that many of
the axons that escape the initial injury become demyelinated, possibly due to
inflammation, excitotoxicity, and apoptotic death of oligodendrocytes. Demyelina-
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tion causes redistribution of sodium channels and unmasks potassium channels,
both of which interfere with the conduction of action potentials.43–45 In laboratory
studies, 4-aminopyridine re-enabled signal conduction in demyelinated and partially
myelinated axons.46–47 Following preliminary clinical evidence that 4-aminopyri-
dine can improve motor and sensory functions in SCI patients, Accorda Therapeu-
tics initiated Phase 3 clinical trials.48,49 Hopefully we will soon know whether this
promising drug can be added to our meager armamentarium for treating SCI.

3.3 SPINAL CORD REGENERATION

Ever since the seminal observations of Ramon y Cajal early in the 20th century, it
has been known that CNS neurons have very limited abilities to regenerate following
injury and primarily generate local collaterals rather than long-distance axonal
regrowth. This is the reason for such impetus for the development of neuroprotective
agents. Allowing even a small number of neurons to escape the initial injury could
produce profound functional benefit. Conversely, inducing even a small population
of neurons to regenerate effectively could restore a significant amount of neurolog-
ical function.

Both neuronal and non-neuronal factors limit CNS regeneration. The neurons
confined to the CNS do not upregulate the expression of growth-associated genes
unless they are injured close to their cell bodies.50–54 CNS neurons that also extend
axons into the peripheral nervous system (e.g., dorsal root ganglia) can undergo
proregeneration cell body responses if their peripheral processes are also
injured.54–56 These findings suggest that CNS neurons possess the genetic machin-
ery to regenerate, but they only express the necessary genes under very limited
conditions.

One approach to repairing an injured spinal cord would be to find ways to turn
on the regenerative machinery and effectively enhance axonal regrowth. A second
approach would be to bridge the injury gap or replace cells with neural grafts,
stimulating axon regrowth across the bridge or providing new cellular elements that
could promote regeneration.

3.3.1 ENHANCEMENT OF AXONAL REGROWTH

One of the first genes shown to be involved in axonal regeneration was GAP-43.57–61

This gene, along with CAP-23, belongs to the MARCKS family of phosphoinositide-
responsive protein kinases and is important in the organization and stabilization of
growth cone components. Expression of the GAP-43 and CAP-23 genes in transgenic
mice is sufficient to induce a regenerative response following isolated CNS injury.62

Our laboratory is working on gene therapy methods to deliver these proregeneration
genes to adult neurons. Other researchers have found that inosine, perhaps through
the activation of these same kinases, can induce the regeneration of layer 5 pyramidal
axons and promote reinnervation following SCI in rats.63

Other efforts aimed at inducing a proregeneration state in CNS neurons revolve
around the use of neurotrophins, small molecules that promote neuronal outgrowth.
The most promising of these appears to be NT-3, which not only promotes the
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regeneration of neurons following axotomy, but also minimizes atrophy and cell loss
following SCI.64–70 Clearly, the cell body response to injury in the CNS that usually
does not promote regeneration can be manipulated to increase the chances for
neurological recovery following SCI. 

Many researchers have shown that constituents of CNS myelin inhibit the growth
of neurons. Removing myelin from the CNS or using grafts lacking central myelin,
for example, are two ways to promote regeneration.51,53,71–73 Another way to promote
regeneration following CNS injury is to antagonize these inhibitory signals. Three
inhibitory molecules identified thus far are all components of CNS myelin: nogo,
myelin-associated glycoprotein, and oligodendrocyte myelin glycoprotein.72,74–77

Strikingly, all these molecules bind the neuronal receptor nogo-66.77–79 This receptor
has been shown to complex with p57 and activate the rho kinase pathway.78,80

Inhibiting the rho pathway in itself allows neurons to grow in otherwise nonpermis-
sive environments.81,82 

Several experiments with antibodies to nogo (IN-1) and peptide inhibitors of
the nogo receptor (NEP1-40) induced axonal regeneration and provided some
degree of functional recovery following CNS lesions.83–90 Interestingly, in one of
these experiments, IN-1 treatment caused the unlesioned corticospinal tracts of
rats to sprout and reinnervate targets on the contralateral side. Despite this clearly
erroneous regeneration, the animals regained use of their affected limbs, suggest-
ing a role for enhanced plasticity.84 In an important study, researchers showed
administration of NEP1-40 up to 1 week after spinal cord hemisection induced
growth of corticospinal tracts, upregulation of growth proteins, functional refor-
mation of synaptic connections, and locomotor recovery.89 This has significant
implications for the treatment of human SCI because the therapy can be admin-
istered at delayed (and much more convenient) times after the injury. Hopefully,
the interests of pharmaceutical companies in inhibitors of nogo, will soon bring
this mode of therapy to human trials.

Another class of inhibitory signals is the chondroitin sulfate proteoglycans
(CSPG). These are expressed on astrocytes, oligodendrocyte precursors, and
meningeal cells, which are all avidly recruited to the site of a CNS injury.91–94 The
CSPGs commonly found in glial scars are versican, neurocan, and phosphacan. Each
contains a glycosaminoglycan (GAG) domain that is essential to their function.
Fortunately, several bacterial enzymes specifically target and digest sulfated sugar
GAG chains. Recently, the intrathecal infusion of one such enzyme, chondroitinase
ABC, following SCI in rats was shown to degrade CS-GAGs at the injury site, up-
regulate GAP-43 in injured neurons, and promote regeneration of both ascending
sensory projections and descending corticospinal tract axons. Postsynaptic activity
below the lesion was restored and significant recovery of locomotor and
proprioceptive behaviors ensued.94 These findings have been validated in other injury
models,95,96 suggesting that the antagonism of CSPGs has an important role in the
treatment of SCI.
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3.3.2 CELLULAR OR INERT BRIDGES AND NEURAL GRAFTING

An additional pathway around the problem of CNS inhibition is to use bridging
materials or cellular implants to guide regenerating axons around areas of
significant tissue loss and glial scarring. The peripheral nerve has been known to
have growth-promoting properties since the early 20th century.97 The Schwann
cell (SC), a key component of peripheral nerves, was the first graft material
candidate. In an interesting set of experiments, researchers used a PVC polymer
tube filled with SCs to reattach the two stumps of a completely transected spinal
cord. After 1 month, they noticed significant growth of axons into the graft from
both stumps. However, they also noticed that very few corticospinal axons had
grown into the graft; that virtually no axons had grown out of the graft; and that
noticeable tissue loss occurred at the graft–cord interfaces on both sides. Treating
with MP prevented scaring and tissue loss at the interfaces and caused limited
growth of axons back into the CNS environment. Very limited corticospinal fiber
growth appeared in the graft.

Treatment with BDNF and NT-3 caused brainstem nuclei to extend axons into
the graft and increased the total number of axons in the graft. However, again, very
limited extension of graft axons was found in the cord.98 This may have been due
in part to the lack of synaptic targets in the vicinity of the graft. For example, optic
nerve axons have been shown to grow through an SC graft and extend into the
superior colliculus where they can form synapses.99 The inhibitory mechanisms
reviewed earlier may be the other causes of this seemingly unidirectional growth
from host to graft. Axons are simply not easily persuaded to leave whatever growth-
promoting environment that might be presented to them to enter the relatively
inhospitable environment of the CNS. It will be important to study the combination
of these grafts with nogo and CSPG inhibitors.

Other types of cellular grafts have shown exciting results in the treatment of
SCI. One study with embryonal spinal cord implants showed that when neurotro-
phins were delivered with the implants, some host axons grew all the way through
the implants. Furthermore, host axons formed synapses with the implanted cells
and axons from the grafts extended for some distance into the host spinal cords.
Thus it is possible that these grafts serve as relays for regenerating axons. This
produced very impressive functional recovery from complete spinal cord transac-
tion.68 Washington University is conducting an ongoing clinical trial with the
transplantation of porcine fetal spinal cells to assess the hypothesis that grafted
neural cells can either enhance regeneration (function as a bridge) or provide key
cellular elements.

Recent advances in the understanding of the olfactory system have led to what
might be the most promising approach to overcoming CNS growth inhibition.
Neurons in the olfactory mucosa are constantly dying and are replaced by new
neurons that must extend their axons into the CNS. A special group of cells known
as olfactory ensheathing glia (OEG) form sheaths around these axons, express
growth-promoting phenotypes, and accompany these growing axons into the
CNS.100 In one study, OEG transplantation into the site of SCI was associated with
the extension of corticospinal, raphe-spinal, and coeruleospinal axons through the
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injury and into the caudal spinal cord for at least 1 cm. This was associated with
recovery of both locomotor function and sensorimotor reflexes. Other researchers
have seen similar results. One study showed significant recovery of function even
when transplantation was delayed for 7 days following injury.101–103 OEGs can also
be combined with SC grafts allowing further axonal growth into the host spinal
cord.104

Not all research with OEGs has been successful. Takami et al. transplanted SC,
SC and OEG, and OEG alone into rat SCI sites. They found a higher number of
myelinated axons and better functional outcomes in the SC-only grafts. However,
more axons extended beyond the grafts in the OEG-containing transplants.105 These
results may represent differences in the techniques for purifying and transplanting
OEGs. The body of positive results with OEG transplants cannot be overlooked.
Based on positive research findings, OEGs hold great promise for the future surgical
treatment of human SCI. 

One other cell implantation strategy for treating SCI bears mention. Schwartz
et al. felt that the immune-privileged status of the CNS played a part in its poor
regenerative properties.106 Noting the prominent role of macrophages in peripheral
nervous system regeneration, they implanted homologous macrophages activated by
exposure to segments of peripheral nerves into the transected spinal cords of rats.
They found that when sufficient macrophages were transplanted, partial recovery of
both functional and electrophysiological activities occurred.106 Based on these find-
ings, Proneuron is in Phase I/II feasibility clinical trials with homologous activated
macrophage transplantation in Belgium and at the Weiszmann Institute in Israel.
The results of these trials are eagerly awaited.

Much more work must be done before we achieve the goal of regenerating the
injured spinal cord. For example, the problem remains of ensuring that correct
synaptic patterns are reestablished after regeneration takes place. None of the existing
studies have shown that axons are sufficiently elongated to reach targets. Achieving
synaptic specificity upon reaching distal spinal cord targets may in and of itself be
a very difficult challenge.

The work reviewed above highlights some of the important leads that are
currently being pursued. From the preliminary evidence, it seems that the first
practical applications will be with agents that remove CNS growth inhibition. After
that, molecular approaches to replacing damaged cells and reestablishing severed
connections will hopefully be perfected and will probably lead to new challenges
in reestablishing appropriate functional connections. 

3.4 REHABILITATION

It is important to consider possible noninvasive approaches to help functional recov-
ery from SCI. Chief among these are aggressive neurorehabilitation and assisted
ambulation. At least five clinical trials are currently assessing the utility of assisted
ambulation with body weight-supported treadmill training in promoting locomotion
after SCI. 

The key concept in these trials is that the spinal cord contains local pattern
generators that can function independently of descending input. This was
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demonstrated in cats whose spinal cords were transected at the thoracic level. Edg-
erton showed that appropriate limb loading and manual stepping on a treadmill for
4 weeks enabled the cats to regain the ability to support their own body weights and
walk on the treadmill over a range of speeds.107,108 It was later shown that the
lumbosacral grey matter responded to locomotion-associated patterns of stimulation
and started generating rhythmic patterns of activity that could initiate stepping and
perhaps support ambulation.109

The human lumbosacral spinal cord also has the ability to respond to the sensory
stimulation of locomotion and generate locomotion-like electromyographic (EMG)
patterns after training.110–112 The basis of this training is Edgerton’s proposal that
providing the specific sensory activity associated with a task and repetitively prac-
ticing the task can lead to motor learning and plasticity in the human spinal cord.109

Based on this research, the University of California at Los Angeles, the University
of Florida, The Miami Project to Cure Paralysis, the Ohio State University, and
others are enrolling patients in assisted ambulation studies. 

This approach, if successful, could be combined with invasive interventions to
treat SCI. For example, transplanted cells and nogo inhibitors both may increase
neuronal plasticity. These treatments could be combined with aggressive physical
therapy and may stimulate the reorganization of intrinsic spinal circuits and allow
coordination among multiple segments to dramatically improve locomotor function.
Unfortunately, budgetary constraints may limit application of aggressive physical
therapy techniques, although all patients with SCI receive intensive rehabilitation
currently, and as new techniques arise, this training could be redirected to different
patterns. 

3.5 NEUROPROSTHETICS

Another therapeutic avenue that will play a prominent role in the treatment of SCI
patients is functional electrical stimulation (FES) and the field of neuroprosthetics
in general (see Chapter 7). By stimulating muscles, lower motor neurons, and
peripheral nerves, FES aims to return some functional modalities to patients who
have complete SCI. Surgeons are implanting phrenic nerve stimulators to preserve
respiration in high cervical injuries, sacral nerve stimulators to aid bowel and bladder
function, and ulnar and median nerve stimulators to allow grasping movements of
the hands.

Clinical studies sponsored by the Veterans’ Administration and the FDA are also
evaluating systems to restore arm function, enable patients to stand, and assist them
in walking. These devices have the potential to significantly improve the lives of
patients with SCIs and the results achieved with such devices will improve as
progress is made in the field of electronics and new ways are developed to interface
nervous systems and computers. The theoretical approaches to and current research
and progress with CNS–machine interfaces are reviewed Chapter 7, but in general,
these approaches use external actuators instead of a patient’s own musculature to
provide enhanced motor function.
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3.6 COMBINATION THERAPIES

Future treatment of SCI will probably involve a synthesis of the approaches
described earlier. Specific interventions can activate regeneration-associated
genes and antagonize inhibitory signals within the CNS milieu, allowing surviving
neurons to start to reestablish severed connections (Figure 3.1). This can be
augmented by the transplantation of embryonic cells, olfactory ensheathing glia,
and neurotrophin secreting cells to support regenerating cells, act as relays, and
replace lost cell populations. The residual functional deficit after optimal treat-
ment could then be ameliorated further by advances in FES, aggressive rehabil-
itation, and improved neuroprosthesis. Thus, any improvement in axonal regrowth
will likely require significant patient training and rehabilitation to achieve clinical
improvement. 

3.7 PERIPHERAL NERVE REPAIR

Attempts to surgically treat peripheral nerve injury have been more fruitful than
attempts to repair the injured spinal cord. Additionally, the two conditions are closely
related as insights into the behavior of regenerating neurons obtained from the former
are being applied to the latter, and vice versa. The first reported surgical repair of
injured peripheral nerve was in 1608. The wars of the last two centuries, starting
with the studies of Mitchell during the American Civil War, provided much material
for the study of peripheral nerve injuries and repair techniques.2 Suture repairs of
severed nerves, directly or by autografting, became standard practice by World War
II. Unfortunately, the results were disappointing. The key problems were inadequate
realignment of fascicles, the formation of neuromas, and the difficulty of filling large
gaps with autologous peripheral nerve cable grafts. 

The development of surgical microscopes helped improve these results. With
good microsurgical technique, it became apparent that direct repair with microsur-
gical alignment of fascicles provided the best results. However, if damage to the
nerve was severe enough to leave a gap greater than 2 cm, an autologous nerve graft
had to be used for a tension-free repair. Unfortunately, the use of normal donor
nerves from another location can be limited by tissue availability, the risk of causing
secondary deformities, the failure of graft survival, and the differences in graft
diameter that could complicate the repair.113 Current research on peripheral nerve
regeneration focuses on developing engineered graft materials and improving spec-
ificity of reinnervation and thus functional recovery following peripheral nerve
repair. 

3.7.1 NERVE GUIDE TUBES

The development of nerve guide tubes stands as a critical example of translational
research in neurosurgery. The use of tubular conduits in peripheral nerve repair was
proposed as early as 1964.114 By the late 1980s, researchers had tested polytetraflu-
oroethylene (PTFE), silicone, polyvinylidenefuoride (PVDF), arteries, preformed
mesothelial tubes, collagen, polylactate, polyesters, and polylactate/polyglycolate
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copolymers.115 From these studies emerged the following criteria for useful nerve
conduits; collagen was one material that met all the criteria:116

1. The nature of the material is important in determining whether axons can
grow on it.

2. The rate of resorption of the material must be on the appropriate time
scale for axon regeneration to take place.

3. The mechanical properties must be stable in vitro.
4. The material must have appropriate permeability properties. 
5. The material must not induce a deleterious inflammatory reaction. 
6. The material properties must allow for easy manufacturing of different

sized conduits. 

Initial studies on rodents were carried out to identify the specific permeability
properties that the collagen tubules would need in order to promote nerve regener-
ation. Collagen derived from bovine Achilles tendon was purified, gelled, homog-
enized, and deposited by compression onto a rotating mandrel to form tubules.
Varying the amount of compression allowed control of the amount of permeability.
Researchers implanted different tubules into rodents and found that making the
tubules permeable to molecules the size of bovine serum albumin allowed four times
greater axonal regeneration than the less permeable tubules.117 These results were
attributed to the fact that the tubule could concentrate molecules such as growth
factors and adhesion molecules within its lumen, creating a “reaction chamber” that
promoted axon growth. 

After these initial promising results, based on funding from the National Insti-
tutes of Health and the Department of Veterans Affairs, the researchers planned to
move ahead with trials in nonhuman primates. A New Jersey biomaterials company
became interested in the product, assumed responsibility for manufacturing it, and
also contributed funding for the trials. Fifteen median nerves and one ulnar nerve
were transected above the wrists of eight Macaca fasicularis monkeys; a 5-mm
section was removed from each nerve. One nerve in each monkey was repaired with
the collagen tubule, and another with an autologous nerve graft. Four other nerves
were repaired by direct suturing in standard clinical fashion. The nerves were studied
for motor and sensory conduction, response to tactile stimulation, and morphology
over a period of 42 months. Researchers found similar amplitudes and latencies of
tactile-evoked potentials, similar recovery rates of compound muscle action poten-
tials, and an increase in the number of myelinated axons in the distal stumps
following both nerve graft and synthetic nerve conduit repairs. Thus, a synthetic
material produced results similar to autologous grafting.118 Based on these findings,
the company obtained approval for use in humans and has been marketing the conduit
under the brand name of NeuraGen® (Integra LifeSciences Holding Company,
Plainsboro, NJ).

This example illustrates true translational neuroscience research, beginning from
a technical concept in a small laboratory to large animal research with the support
of a biotechnology company, to human trials, and clinical application. However, as
is the case with many FDA-approved products, additional postapproval clinical trials
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(now ongoing) will be critical to determine whether the product remains a useful
clinical entity over time. 

Current research in nerve conduits centers on many of the same interventions
attempted for spinal cord regeneration. As noted earlier, SCs are critical components
in peripheral nerve grafts for axonal regeneration. They express specific cell adhesion
molecules and bind specific extracellular matrix molecules that allow axon exten-
sion; they produce and secrete neurotrophic factors for neuronal support and axonal
growth; and they possess receptors for neurotrophic factors and may act as neurotro-
phin-presenting cells for axon pathfinding. Some researchers are thus attempting to
incorporate SCs into nerve conduits to improve the current results.119–123

Other researchers are experimenting with the incorporation of extracellular
matrix components into nerve tubules to promote axonal outgrowth.124,125 Some
research aimed at improving the growth of axons into nerve guide tubes and distal
stumps focus on the delivery of neurotrophins within grafts126 or by genetic manip-
ulation of SCs to express neurotrophins distal to grafts.127,128 Other translational
research in peripheral nerve repair focuses on the technical aspects of nerve repair.
Researchers are studying different types of fibrin glues, fasteners, and laser repairs
for treating peripheral nerve lesions in animals.129–133 

3.7.2 ENHANCEMENT OF SPECIFICITY OF REGENERATION

Merely increasing the number of axons that grow into the distal stump is not
sufficient. Care must be taken to promote appropriate axonal pathfinding. If axons
fail to reach the correct sensory or motor end organ, patients will not achieve clinical
improvement, and even worse, may be left with painful consequences. The rat
femoral nerve that divides into a motor branch to the quadriceps and a sensory
branch to the skin serves as a useful model for studying axon pathfinding. Research-
ers have found that motor axons are better at finding appropriate motor fascicles in
the distal stump than are sensory axons — a process called preferential motor
reinnervation.134,135 Pruning may be the reason for this.

Following injury, regenerating axons form many (redundant) collateral sprouts,
and these enter SC tubules in the distal stump in a random fashion. However, with
motor axons the branches that enter distal sensory fascicles are pruned back. Sensory
axon neurons, on the other hand, do not necessarily trim back branches that have
inappropriately entered motor fascicles in a distal stump. The result is that over time
more motor axons find their targets. This suggests that local signals within SC tubules
influence axonal pathfinding and under specific conditions can significantly increase
specificity of regeneration.136

In support of this, it has been shown that SCs in contact with motor axons
express different membrane glycolipids than do SCs in contact with sensory axons.137

Also, blocking certain myelin proteins in the distal stumps can increase preferential
motor reinnervation.138 If the local determinants of axonal pathfinding were identi-
fied, it would then be possible to manipulate the expression of these signals to
improve the specificity of regeneration across synthetic grafts. 

Other promising interventions include noninvasive measures to enhance periph-
eral nerve regeneration. Electrical stimulation is felt to be beneficial in nerve repair.139
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Recently it was reported that stimulation of the rat femoral nerve proximal to its
repair site increased the degree and specificity of motor axon regeneration.140 These
effects were shown to occur by influencing the cell body to increase expression of
BDNF and its trkB receptor.141 Since electrical stimulation is already used clinically
in the treatment of orthopedic injuries (for bone regrowth), it would be easy to extend
its application to the treatment of peripheral nerve injuries. 

The success rate with current peripheral nerve repair techniques is still disap-
pointing. A recent report of the largest clinical series using the latest microsurgical
techniques to treat peripheral nerve injuries reported at best a 70% return of function
in direct repair of the ulnar nerve.142,143 We have been able to produce synthetic graft
material that can support regeneration. Future refinements of these materials will
likely incorporate cells and signaling molecules to improve the pace and accuracy
of axon regeneration (Figure 3.1). We still face significant challenges in the treatment
of peripheral nerve injuries. One issue still to be addressed is the prevention of end
organ atrophy prior to reinnervation. Aggressive physical therapy may also be useful
in this context. If we can take control of the processes of axon regeneration and
pathfinding, we can get closer to the goal of full functional recovery.

3.8 CONCLUSIONS

SCI and peripheral nerve injury share the problem of long-distance axon regrowth.
These problems are in many ways distinct from upper CNS regeneration schemes,
in which actual neuronal cell loss may be the critical event, leading to neural grafting
schemes for cortical lesions in stroke or epilepsy (see Chapter 2) and Parkinson’s
disease (see Chapter 8). A considerable number of research schemes are under
consideration for translational approaches based on promising preclinical data. How-
ever, the major problem remaining, even after axonal regrowth is achieved clinically,
will be the issues of specificity when axons reach their targets and appropriate
synaptic connectivity. Perhaps rehabilitation or neuroprosthetic approaches may
partially bridge this subsequent, very difficult problem.
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4.1 INTRODUCTION

Each year 4.6 million people die from stroke worldwide and 75% of these cases
occur in industrialized countries.1 In the U.S., stroke is the third leading cause of
mortality, with 4.7 million survivors, 15 to 30% of whom are left with permanent
disabilities and 20% of whom require long-term institutional care.2 Significant social,
financial, and personal problems occur as a result of these disabilities.3 Stroke is a
generic term, encompassing a wide variety of vascular diseases affecting the nervous
system. Treatment of these diverse disease processes necessarily involves several
different approaches.

Because the brain relies completely on a constant supply of oxygen and glucose
for normal function, ischemic injury can occur rapidly if the delivery of these
substrates is impaired as a result of transient or permanent cessation of blood flow.
Such ischemic injury occurs in nearly 80% of stroke cases due to occlusion of either
a major proximal or cerebral artery, most commonly as a result of an embolus or
local thrombus. The remaining causes of stroke relate primarily to bleeding in or
around the brain.

Acute revascularization and neuroprotective strategies have been the two most
extensively studied specific approaches to the treatment of acute ischemic stroke.
Of the 178 controlled clinical trials of acute stroke therapies conducted in the past
century, only trials of intravenous tissue plasminogen activator (tPA) have been
sufficiently positive to lead to approval by the U.S. Food and Drug Administration.3,4 

Despite showing promise in preclinical studies, none of the more than 114 stroke
trials that examined more than 49 neuroprotective drugs have been positive.4 This
discrepancy between preclinical data and the results of clinical trials illustrates the
significant challenge of translational neuroscience. These difficulties may have arisen
from the use of unsuitable preclinical animal models, inappropriate extrapolation of
preclinical data to human trials, or poor clinical trial design.5,6 However, these
multiple failures and experiences can provide useful information to help guide new
translational approaches to stroke therapy. 

4.2 TYPES OF STROKES AND CEREBRAL ISCHEMIA 
EVENTS

Causes of ischemic stroke include extracranial or intracranial steno-occlusive disease
affecting large- or medium-sized arteries most frequently related to atherosclerosis,
embolization from a cardiac or arterial source, and occlusion of small intracranial
vessels.7 In up to 40% of cases, the cause is unknown or the stroke is due to multiple
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possible etiologies. Atherosclerosis occurs as a result of a complex series of pro-
cesses leading to arterial injury with cholesterol deposition. Atherosclerotic plaques
can provide a nidus for platelet aggregation and thrombus formation, or they can
rupture. They can then occlude the artery at the site of clot formation or lead to
emboli that can block a distal vessel. 

A variety of cardiac conditions can lead to embolization. They include arterial
fibrillation, valvular heart disease, ventricular or septal aneurysm, and cardiomyo-
pathies. Small vessel intracranial disease is most frequently associated with hyper-
tension and leads to ischemia in the distribution of penetrating arteries, resulting in
so-called “lacunar” syndromes. A large number of other less common conditions
including arterial dissection, nonatherosclerotic vasculopathies, hypercoagulable
states, and hematological disorders can also lead to ischemic stroke.

Temporary focal ischemia (transient ischemic attacks or TIAs) may also occur.
TIAs are traditionally defined as producing neurological symptoms lasting less than
24 hours, but most are far shorter. They are not only harbingers of ischemic stroke,
but may also reflect cerebral infarction with transient symptoms (i.e., stroke with
rapid functional recovery).8 Other less common causes of stroke include intracerebral
hemorrhage and subarachnoid hemorrhage (SAH).

SAH usually results from rupture of saccular aneurysms most commonly located
at branch points in major arteries at the base of the brain. SAH can cause the
subarachnoid space to fill with blood at nearly arterial pressure, resulting in direct
brain injury due to decreased perfusion of the brain. The presence of blood around
major vessels also can lead to delayed cerebral vasospasm (see Chapter 11), then to
delayed ischemic stroke due to vessel narrowing and lack of perfusion.9 

In contrast to focal ischemia caused by arterial occlusion, global ischemia can
result from other types of conditions, such as cardiac arrest, near-drowning, or
hypotension. Depending on its severity and on other factors, less than 5 minutes of
global ischemia can be tolerated before lasting damage occurs.10 Cerebellar Purkinje
cells, CA1 hippocampal pyramidal neurons, and layers 3 and 5 of the neocortex are
relatively more vulnerable to global ischemia than other areas of the brain.10

4.3 CELLULAR CONSEQUENCES OF STROKE

Although the brain only comprises 2.5% of body weight, it accounts for nearly 25%
of basal metabolism. Neuronal function and survival are highly dependent on aerobic
metabolism.11 When a cerebral artery becomes occluded, the lack of oxygen and
glucose rapidly leads to neuronal death unless blood supply is restored. However,
before this final stage takes place, a cascade of multiple biochemical events is
initiated and includes the interactions of a number of different cells in the ischemic
area, including neurons, mitochondria, astrocytes, fibroblasts, smooth muscle cells,
endothelial cells, and blood components.12–14 The process begins with the impairment
of energetics required to maintain ionic gradients (see Figure 4.1).15 With the loss
of membrane potential, neurons and glia become depolarized,16 which in turn
activates voltage-dependent Ca2+ channels. This activation leads to the release of
excitatory amino acids into the extracellular space. 
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Excitatory amino acids further accumulate because their presynaptic uptake
is energy dependent. This can lead to further injury in ischemic neurons that
otherwise might remain above the threshold of viability. Activation of excitatory
amino acid receptors leads to further sodium and calcium entry.17 Several different
types of excitatory amino acid receptors have been identified pharmacologically.
The N-methyl-D-aspartate (NMDA) receptors are gated channels that are highly
permeable to Ca2+. Ca2+ accumulation is also triggered secondarily by Na+ influx
through α-amino-ε-hydroxy-5-methyl-4-isoxazole-propionic acid (AMPA)-,
kainate-, and NMDA-receptor gated channels through activation of voltage-gated
Ca2+ channels and reverse operation of the Na+/Ca2+ exchanger.17,18

Na+ and Cl– enter the neurons via monovalent ion channels (such as AMPA- or
kainate-receptor gated channels) as a result of glutamate-mediated overactivation.

FIGURE 4.1 (See color insert following page 146.) Mechanisms of cell death. A typical
neuron is represented indicating a variety of perturbed physiological mechanisms leading to
cell death. These mechanisms include excess glutamate stimulation and secondary depolar-
ization (excitotoxicity); loss of substrate (oxygen or glucose); free radical formation, partic-
ularly following reoxygenation; apoptosis initiated by cytochrome C release from
mitochondria; and cell swelling induced by water influx.
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Inhibitory neurotransmitters (primarily gamma aminobutyric acid [GABA]) are
important to slow the excitatory cascade; these neurotransmitters result in chloride
flux into cells. The overall effect of these changes in Na and Cl ionic gradients is
the passive influx of water leading to cellular edema.

At the same time, K+ exits the neurons as part of the inhibitory currents following
action potentials. In conjunction with the accumulation of extracellular glutamate,
increased K+ levels can promote repeated neuronal depolarizations in the penumbral
regions (see later discussion). These “peri-infarct depolarizations” are closely related
to hypoxic spreading depression or anoxic depolarization.19 Frequent neuronal depo-
larizations result in increased metabolic demands because of severe neuronal mem-
brane depolarization, further worsening ischemic injury and increasing the zone of
frank infarction.19,20

The accumulation of calcium also initiates a cascade of processes leading to
delayed tissue damage. For example, calcium induces proteolytic enzymes, which
degrade cytoskeletal proteins. It activates enzymes that lead to the formation of free
radical species causing lipid peroxidation and membrane damage. Oxygen free
radicals can also promote inflammation and apoptosis. Mitochondria are significant
sources of oxygen free radicals that can damage mitochondrial membranes. Oxida-
tion impairs the function of mitochondrial proteins that participate in adenosine
triphosphate (ATP) production, electron transport, and H+ extrusion.21 Accumulation
of calcium and free radical formation in mitochondria favors the formation of
permeability transition pores that induce cell death.22 

Neurons permanently lose membrane potential when blood flow drops more
than 20% below normal for more than a very short period.23 This ischemic core
region is surrounded by an area known as the penumbra that is characterized by
more modest reductions in blood flow and associated with impaired neuronal func-
tion.24 Although the core of infarcted tissue is not salvageable, the ischemic penum-
bra partially preserves energy metabolism25 that may be either reversible or may
proceed on to infarction as a result of the cascade of processes including those
previously discussed.26

Programmed cell death (apoptosis) and excitotoxic necrosis can occur simulta-
neously in the ischemic brain.27,28 Apoptosis is a genetically regulated program in
which protein-cleaving enzymes known as caspases promote cell death. Caspases 1
and 3 seem to be the predominant proteins involved.26 Mitochondria release cyto-
chrome C, which induces apoptosis.29 Several factors determine whether apoptotic
or delayed excitotoxic cell death predominates. The factors include the maturity of
the neurons, the extent of the injury, the availability of trophic support, and the
intracellular free calcium concentration.30 

In addition to these mechanisms, the accumulation of free radicals and cal-
cium-activated intracellular second messenger systems produces inflammatory
mediators such as platelet-activating factor, tumor necrosis factor-α, and inter-
leukin-1β.13 These inflammatory mediators activate microglia and result in leu-
kocyte infiltration through an increase in endothelial adhesion molecules.26 As a
result of the interactions of complementary receptors on neutrophils and adhesion
molecules, the neutrophils adhere to the endothelium, travel through the vascular
wall, and enter the brain parenchyma. Post-ischemic inflammatory processes can
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also contribute to secondary neuronal injury and final infarct size31,32 through a
number of mechanisms including microvascular obstruction by neutrophils33 and
the production of toxic mediators. 

Zinc may also be an important mediator of secondary neuronal injury. Under
normal physiological conditions, zinc modulates the action of NMDA-receptor
gated calcium channels and is critical for the action of several metalloenzymes and
transcription factors. Zinc is variably released from excitatory nerve terminal ves-
icles upon normal synaptic functioning. During ischemia, zinc is thought to be
excessively released across the plasma membrane through a number of mechanisms
including: activation of voltage-gated calcium channels, NMDA-receptor gated
channels, transport exchange for intracellular Na+, and Ca2+-permeable AMPA
receptors.34 Zinc accumulates in neuronal cell bodies after its release from synaptic
terminals.35 The release of zinc causes apoptosis or necrosis, depending on the
extent of the exposure, possibly through direct inhibition of aerobic glycolysis and
depletion of energy.30 

Preclinical animal studies show that the time between initiation of ischemia and
the delivery of a putative neuroprotective drug is critical.36–39 Depending on exper-
imental conditions, neurons occupying the bordering areas of the ischemic territory
may be able to survive up to 48 hours following ischemic insult.40 However, the
therapeutic window is considerably shorter.

Understanding of the pathophysiological mechanisms involved in ischemic
injury led numerous research groups to develop possible treatments targeting various
steps of the cascade. Over the past 10 to 15 years, several animal models of both
focal and global ischemia have been developed in attempts to simulate the neuro-
pathological consequences of human stroke. The majority of the early treatments
sought to modulate the initial metabolic events following ischemia, in particular
excitotoxic mechanisms by using a variety of NMDA receptor antagonists and
calcium channel blockers.12,41 Free-radical scavengers, caspase inhibitors and GABA
agonists have also been evaluated. Although results in animal models are promising,
all attempts to translate these findings into an efficacious clinical treatment have
failed.42,43

4.4 PROBLEMS IN TRANSLATION OF STROKE 
TREATMENTS FROM BENCH TO BEDSIDE

Aside from the neuroanatomical, pathophysiological, pharmacokinetic, and genetic
differences among laboratory animals (in particular rodents) and humans, funda-
mental differences also exist in the designs of preclinical studies and clinical trials:44

(1) treatment window following stroke, (2) target area of the brain (gray versus white
matter), (3) duration of drug treatment, (4) pharmacokinetics, and (5) outcome
measures. Laboratory studies are tightly controlled; whereas, human clinical trials
involve heterogeneous subjects. Because no approach has yet been successful, the
type of preclinical studies that are sufficient to warrant proceeding to clinical trials
remains uncertain.
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4.4.1 ANIMAL MODELS OF ISCHEMIC STROKE

A variety of animal models have been used to study ischemic stroke to evaluate
potential therapies.45 The most frequently used models of global ischemia involve
either bilateral carotid artery occlusion in gerbils or bilateral carotid occlusion with
hypotension or four-vessel occlusion in rats. Models of focal ischemia have been
developed in a number of animal species and can involve transient or permanent
arterial occlusion.

The damage following permanent occlusion results in an ischemic core area
surrounded by a penumbral region of varying size. The middle cerebral artery (MCA)
occlusion model is among the most commonly employed.46 An intraluminal thread
is used to cause the vessel occlusion and can be withdrawn after 1 to 2 hours to
mimic reperfusion or can be left in place to cause permanent occlusion. Experimental
factors such as trauma, temperature regulation, stress, and anesthetic use (some of
which can have neuroprotective effects alone or in combination with experimental
drugs47) may complicate interpretation of the results.

Animal models have greatly aided our understanding of the ischemic penumbra
and other pathophysiological mechanisms of stroke.48 Although the results from
animal experiments have provided the principles guiding the design of human clinical
trials, the results should be used with caution.

Many laboratory animal models are intended to explain basic pathophysiological
mechanisms of ischemia and have not been validated for predicting drug efficacy
in humans. This is because of a number of important differences between animal
models and human strokes. For example, the infarct volume resulting from occlusion
in animal models is both uniform and reproducible, and therefore does not necessitate
the need for large sample numbers. Experimental conditions such as body temper-
ature, glucose levels, blood pressure, acid-base balance, and oxygenation are tightly
regulated and may alter an animal’s response to an ischemic insult. In contrast,
human stroke is a highly variable clinical condition as a result of differences in
location, cause, severity, and reversibility. Stroke types vary considerably in humans
(cortical, mixed cortical–subcortical, pure subcortical, white matter, or ischemic and
hemorrhagic strokes).

Most animal stroke models use lissencephalic species such as rodents (humans
are gyrencephalic). Animal models do not generally consider co-morbid disease
states such as diabetes, hypertension, and infections.44 Humans typically receive
a number of different drugs to treat co-morbid conditions that alter the underlying
milieu as compared to experimental conditions. In addition, animals used in stroke
models are most commonly young as compared to the typically aged human who
is afflicted with stroke. All these variables limit extrapolation from the animal
results, even when a study considers the same stroke type in preclinical and
clinical situations.

Changes in some of the methodology used in laboratory models can make them
more relevant to human stroke. First, the occlusion should be transient so as to
enable entry of the drug to the site of injury. This would also better reflect the
condition in humans in which varying degrees of perfusion are reestablished through
collaterals or clot lysis. Drugs should be evaluated in a number of animal species
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and models to support the generalizability of their purported effects. Allocation of
treatment and outcome assessment should be blinded or masked to avoid potential
bias. Experiments should be carried out in aged animals to match the human ages
commonly observed in stroke patients. Assessment of functional behavioral out-
comes in addition to structural outcomes, such as volume of infarction, is essential
because functional outcome is the basis of clinical trial assessment. Outcome assess-
ment should be delayed as long as feasible based on animal species. Human trials
generally conduct outcome assessments at least 3 months after stroke.

4.4.2 TIME WINDOWS OF TREATMENT

With the advent of thrombolytic therapy, stroke is now considered an emergency
condition with the same priority as acute myocardial infarction. Many hospitals have
developed acute stroke teams, and communities are being organized to facilitate the
rapid transportation of stroke patients to appropriate facilities. In addition, efforts
have been made to increase public and professional awareness of stroke. People at
risk of stroke and their families and friends should be alerted to the common
symptoms of stroke.49 

Unlike rigorously controlled preclinical studies, the time taken to arrive at a
hospital following stroke and therefore the time at which the patient is available for
treatment after the actual onset of ischemia varies. Between 1995 and 1999, the
median time to entry into an acute stroke clinical trial was 14.3 hours, compared to
a median permitted entry window of 12 hours.4 Past studies suggest that irreversible
focal injury takes place after only a few minutes and is complete after 6 hours.10

Although individuals may have salvageable tissue up to 6 hours or longer following
a stroke, the progression of damage varies among patients and depends on collateral
circulation and other factors.50

The failures of past neuroprotectant trials may have in part been due to the
administration of the putative neuroprotectants after irreversible injury had occurred.
Therefore, potential neuroprotectants must be tested at realistic time points in pre-
clinical studies, but at time intervals longer than minutes. A drug that is efficacious
in animal models only if given immediately after arterial occlusion is unlikely to
be of benefit. For example NXY-059, a novel nitrone, is effective when admin-
istered 3 to 6 hours following recirculation in transient focal MCA occlusion
models51 and at 4 hours in permanent focal MCA occlusion models.52 Therefore,
it would not be reasonable to initially test this drug in humans beyond 6 hours. 

4.4.3 EARLY VS. LATE OUTCOME DEFINITION

Preclinical studies have commonly used histological endpoints to assess therapeutic
efficacy. These histological outcomes (i.e., reduction in infarct size) have been
generally assessed between 48 and 96 hours. However, ischemic injury can continue
to develop for weeks or even months.53 As a result, early histological endpoints can
lead to erroneous conclusions. For example, MK-801 appeared to reduce infarct size
at 3 days following ischemic insult but the benefit was not significant after 4 weeks.54

A number of other drugs including SNX-111 (N-type calcium channel antagonist),
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NBQX (AMPA antagonist), and flavopiridol (cyclin-dependent kinase inhibitor)
showed potential neuroprotection 1 week following ischemia, but had no effect if
the assessment was carried out 4 weeks post-insult.55,56

In comparison to preclinical animal studies in which injury is assessed histo-
logically at early time points, clinical trials rely on behavioral and functional out-
comes at later stages (generally at 3 months following stroke)4,57 to assess the
effectiveness of intervention. Early behavioral assessments are suggested to be more
predictive than histological endpoints.58 For example, some drugs may be effective
in improving functional outcome but may not reduce the resulting infarct size,
suggesting that the drugs are acting via other mechanisms.

Such mechanisms may include stimulation of neuronal sprouting and protection
against retrograde neuronal death.59,60 Therefore, in addition to infarct size assess-
ments, preclinical studies should include functional measures of motor, sensory or
cognitive deficits in order to gauge the therapeutic efficacy.61,62 A large variety of
tests have been developed for this purpose (see Gladstone et al.44 for references).
Recent preclinical studies have employed complex behavioral tasks as endpoints for
determining whether the treatment in question will aid in the reduction of ischemia-
related disability.63,64

4.4.4 REGIONAL DIFFERENCES IN TARGET AREAS OF BRAIN

Preclinical neuroprotectant studies have targeted the ischemic penumbra. However,
in some patients the penumbra may only account for a small percentage of the total
infarct volume. To increase the likelihood of detecting a drug effect, clinical studies
should target patients with sufficiently large penumbrae.6,50 However, the optimal way
of detecting the penumbra in the context of a clinical trial has not been fully estab-
lished, and no treatment has been proven efficacious with the use of this approach.

Past clinical trials tended to treat stroke as a single disease entity. Only 62 (35%)
of the 178 published stroke trials specified a particular stroke territory (e.g., carotid
artery, MCA).4 The majority of drug therapies tested in animal models targeted gray
matter. In comparison to the rodent brain, the human brain contains a higher pro-
portion of white matter (including axons) that may not be salvageable using thera-
peutic agents that only target gray matter.65–67 Approximately a third of strokes
involve deep white matter and may not respond to neuroprotective therapy. It is
therefore possible that potentially successful neuroprotectants have failed due to the
inclusion of patients with white matter injuries in clinical trials. Clinical trials should
limit selection to patients most likely to benefit. This is particularly important for
Phase II clinical trials that provide data critical for a decision to proceed with or
defer a large Phase III efficacy study.5 

4.4.5 PHARMACOKINETICS, SAFETY ISSUES, AND APPROPRIATE 
DOSING

In order for a drug to be effective as a neuroprotectant, it must satisfy a number of
criteria. First, it must be able to reach the target region and cells within the brain.
Because the blood–brain barrier (BBB) is often damaged by the ischemia to variable
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extents at different times, some drugs normally excluded from the brain may still
be able to reach target tissue, but this is likely to be variable.

Drugs that can cross the BBB may in some conditions have preferred access,
depending on diffusion and vascular stasis; to cross the BBB, a drug must be lipid-
soluble and have a molecular weight below 500 Da.68 Recombinant proteins, mon-
oclonal antibodies, gene therapy, and antisense drugs, all of which could serve as
potential neuroprotectants, are too large to cross from the systemic circulation into
the brain and may require direct infusion into the brain for effective delivery. Because
no gene or drug targeting strategies are clinically available, drug testing is now
limited to small lipid-soluble drugs that represent only 2% of all potential candidates
for drug development.68

However, even this limited class of drugs may still exhibit poor access to the
critical brain regions targeted. Because of the vascular occlusion, access to the
ischemic region is likely to be reduced. Thus, directly sampling the area of brain
targeted for drug levels may be a critical control to evaluate whether access into
the critical region is possible. After this critical initial point is established, mech-
anisms of action may be thoroughly assessed by histological and behavioral
outcomes.

Dosing is another important consideration. The neuroprotectant dose of a drug
in animal models may result in intolerable toxicity in humans. Testing these drugs
at doses below those required for efficacy in animal models is less likely to be
successful in humans. Duration of treatment must also be considered. Although a
drug exhibits neuroprotective properties after a single dose, multiple doses over the
period in which the infarct is evolving may or may not increase its clinical effi-
cacy.69,70 The lengths of treatment have varied from a single injection, to continuous
infusions, to several doses extending 3 months after a stroke.69 Full dose response
studies must be performed to avoid problems associated with an inverted U-shaped
dose response curve.71

Several factors may influence the doses required for therapeutic treatment. If
given by constant intravenous infusion, a lipid-soluble drug will accumulate in the
cerebral tissues faster than a hydrophilic drug and will take longer to clear from the
tissues. This delay may lead to increased toxicity. Therefore, plasma-level calcula-
tions may overestimate the levels needed for in vivo activity. Other considerations
include the receptor-binding properties of the drug that will determine the loading
dose and the need for maintenance infusion, the clearance and volume of distribution
of the drug, and its therapeutic index.69 

The duration of therapy is also influenced by side effects the drug might produce
and pathophysiological changes following the stroke. For example, the more potent
NMDA antagonists produce psychomimetic effects that might preclude the drug
from administration over days to weeks.69 As a result of the loss of autoregulation
in acute stroke, drugs that produce hemodynamic effects may increase or decrease
cerebral blood flow which in turn could exacerbate edema or worsen ischemia.
Moderate increases in blood pressure, however, could be beneficial in improving
blood flow and local perfusion.69 In addition, these drugs may be used to increase
the initial time window during which longer lasting drugs may be administered.56
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4.4.6 CLINICAL OUTCOME MEASURES AND STATISTICAL ISSUES WITH 
CLINICAL TRIALS

A variety of measures have been used to assess outcomes in clinical stroke trials.
Less than half of the published clinical trials utilized validated outcome measures
and only 17% indicated primary endpoint.4 The choice of outcome measures can
play a fundamental role in whether a therapeutic agent is deemed successful.6,57,72

Outcome can be assessed at the level of impairment (NIH Stroke Scale), disability
(Barthel Index), or social handicap (Rankin Index). In addition, although they are
not yet widely employed, scales that incorporate quality-of-life assessment and
pharmacoeconomic analysis can be used as secondary outcome measures.73 Final
outcome assessments are generally carried out at least 3 months after stroke as
recovery has usually reached a plateau by that time. 

The use of a dichotomous division of a continuous scale may help determine
whether a patient has achieved a clinically significant benefit.73 Global statistics can
take into account multiple assessment scales and can be used to provide overall
assessments of benefits.74 The National Institute of Neurological Disorders and
Stroke’s rtPA trial75 utilized this approach. 

Statistical power is an important consideration for clinical trial design. Studies
must have sufficient statistical power to ensure that a lack of a treatment effect results
from a lack of biological effect of the intervention and is not due to insufficient
sample size. Kidwell et al.4 calculated the sample sizes required for a 5% reduction
in the proportion of patients dead or disabled at 6 months as 3148 (reduction from
60% to 55%; 80% power, alpha = 0.05). The mean sample size per trial of the 178
controlled clinical trials for acute ischemic stroke performed up until 1999 was 415
patients. The mean sample size for neuroprotective trials was 186 patients (median
69). Potentially efficacious drugs might have been abandoned because of a type II
statistical error.4 The Stroke Therapy Academic Industry Roundtable has developed
a series of recommendations for translating preclinical studies into clinical trials
based on these reviews and other considerations.5,6,76

4.4.7 CLINICAL TRIALS

Following successful outcomes in animal models, a drug may be assessed further
in human clinical trials that consist of three phases. Phase I trials are conducted in
healthy volunteers to determine whether untoward toxicity is present and to evaluate
the maximal tolerated dose. Phase II studies are performed in persons who have the
disease and include questions focused on dose finding, safety, and potential efficacy.
Phase III trials are large-scale studies with sufficient statistical power to assess
efficacy.73 

Phase I trials are often conducted in young healthy volunteers. In contrast, stroke
patients are most frequently elderly, where age-related changes in cerebral dynamics
and vasculature can significantly affect toxicity as well as pharmacokinetics and
regional cerebral blood flow. Therefore, the inclusion of healthy elderly patients in
Phase I trials may help avoid under-recognition of potential side effects in the
eventual target population.73 
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Phase II and III trials are sometimes combined to reduce the numbers of patients
who need to be included and save time.77 This results in having to use preclinical
and Phase I data to develop a protocol for clinical efficacy.73 Phase II trials are
sometimes divided into IIa and IIb studies.6 Phase IIa studies often focus on pro-
viding initial toxicity data and exploring dosing and pharmacokinetic issues. Phase
IIb trials are important for refining patient selection, dose, route, timing, duration
of therapy, and for better understanding of side effects, pharmacokinetics, and drug
interactions.6 

4.5 FUTURE POTENTIAL TREATMENTS AND 
OPPORTUNITY TIME WINDOWS 

The consequences of acute ischemic injury evolve over time, and drug treatments
corresponding to various successive events within the ischemic cascade may be
developed in the future. A “cocktail” of therapies may need to be developed and
tested to address these potential overlapping therapeutic windows.6 Combination
therapy may also reduce the dose-limiting toxicity encountered in the use of single
agents if multiple agents can be administered at lower doses. In some cases, the
administration of a second drug may improve the action of the first. For example,
the combination of a thrombolytic agent and a neuroprotectant may increase the
chances of the latter drug reaching the site of injury within the required time
window.73 

Combination therapy may also offer synergistic effects. For example, the admin-
istration of insulin with the noncompetitive NMDA antagonist, dizocilpine, in dia-
betic rats following ischemia resulted in additive neuroprotective effects.78 However,
testing combined administration of unproven drugs provides additional challenges
for clinical trial design.6 

Some stroke treatments are more appropriate at one time period in the evolution
of stroke than at others. Three time periods will be considered here. The first is
minutes to hours, the second is hours to days, and the third is days to months. 

4.5.1 POST-STROKE (TIME FRAME OF MINUTES TO HOURS)

Neuroprotective therapies in the ischemic core will be helpful only if the blood
supply to the ischemic brain can be reestablished. Hypoperfusion in the core and
penumbra accounts for a greater proportion of the resulting injury than the subse-
quent degradative processes that occur in the penumbral region.79 In addition to
avoiding relative hypotension, the primary treatment for hypoperfusion is the use of
interventions with the potential to restore flow, such as the use of a clot lysing drug
(tPA, for example).

Other approaches include mechanical clot disruption and the use of suction
devices, lasers, and ultrasound.80 Although intravenous rt-PA remains the only FDA-
approved thrombolytic drug therapy for stroke,75 other drugs including both long-
used and novel thrombolytics and glycoprotein IIb/IIIa receptor antagonists are being
evaluated.81 Even if the blood vessels can be reopened, there is a risk of hemorrhagic
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infarction following reperfusion into ischemic areas. Thus, early reestablishment of
blood supply is critical if possible. 

4.5.2 POST-STROKE (TIME FRAME OF HOURS TO DAYS)

4.5.2.1 Neuroimaging Techniques 

Positron emission tomography (PET), diffusion–perfusion magnetic resonance imag-
ing (MRI), and computerized tomography (CT) perfusion are now used to identify
patients with potentially salvageable penumbral regions. In one study, the penumbral
region accounted for 18% of the final infarct volume; the remaining 82% of the
affected brain tissure was critically hypoperfused (70%) or sufficiently perfused
(12%).79 PET, the “gold standard” is not logistically feasible to guide urgent clinical
treatment because it is not widely available and requires considerable set-up time.
MRI techniques such as diffusion–perfusion weighted imaging, MR spectroscopy,
and CT perfusion may prove more useful in detecting salvageable brain as part of
routine clinical practice.7,82 Because of person-to-person variations in collateral blood
supplies, the use of neuroimaging may also allow the use of treatments that are not
based solely on time since stroke onset.82–84

4.5.2.2 Receptor Antagonists, Calpain Inhibitors, and Free 
Radical Scavengers

Several other drugs intended to limit ischemic injury are being developed. The
combination of NMDA antagonists with AMPA or kainate receptor antagonists may
confer protection to oligodendrocytes and GABAergic neurons with Ca2+-permeable
AMPA receptors.30 Toxicity can severely limit the clinical efficacy of otherwise
useful treatment approaches. This applies to many drugs aimed at blocking excito-
toxicity. Developing more targeted drugs may limit side effects. For example, ifen-
prodil acts on NR2B-containing NMDA receptors and they are expressed in greater
proportions in the forebrain compared to the hindbrain.30,85 Therefore, it is anticipated
that its psychometric side effects might be reduced as compared to other drugs of
this class. 

Calpains are also receiving attention because they are proteolytic enzymes acti-
vated by calcium and may be potential targets for therapeutic agents. Calpains are
activated following ischemia and break down cytoskeletal proteins such as spectrin.
Calpain inhibitors including AK275, AK295, and MDL 28,170 are neuroprotective
following ischemia in rats.86–88 MDL 28,170 reduced infarct volume when adminis-
treed up to 6 hours following MCA occlusion.88

A number of potential therapeutic agents have been developed to reduce reper-
fusion-related injuries that involve the accumulation of oxygen free-radicals and
inflammatory cells. The agents include superoxide dismutase, catalase, glutathione,
iron chelators, vitamin E, alphaphenyl nitrogen (PBN), dimethylthiourea, oxypu-
rinol, and tirilazad mesylate. They may act by reducing cytotoxic and vasogenic
brain edema, aiding in Ca2+ homeostasis reestablishment, and antagonizing
glutamate excitotoxicity.80 Some have been tested in clinical trials, but none has yet
proven efficacious.
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One of the consequences of oxygen free radical formation is the destruction of
single-strand DNA. This leads to the activation of poly (ADP-ribose) polymerase
(PARP), a repair enzyme that depletes cellular nicotinamide adenine dinucleotide
(NAD+) and ATP.89 Studies that eliminated the PARP gene or administered PARP
inhibitors showed reduced infarction following ischemia.89 However, the PARP
enzyme may be important in DNA repair and genomic stability, particularly after
partial DNA disruption from ischemia. It has also been hypothesized that because
PARP activation involves NAD+ that then depletes the metabolic pool of NADH,
enhancing the pool of NAD+ may contribute to enhanced cell functioning. Several
papers have suggested that direct nicotinamide treatment may be effective at replet-
ing the pool of metabolic NADH and also facilitating the repair processes of PARP.

4.5.2.3 Anti-Apoptosis/Necrosis Agents

Drug therapies (cycloheximide and anisomycin) have also been developed to
inhibit apoptosis and have demonstrated neuroprotection in focal and global models
of ischemia.90,91 Thought to act through this mechanism, a caspase-3 inhibitor [N-
benzyloxycarbonyl-Asp(Ome)-Glu(Ome)-Val-Asp(Ome)-fluoromethylketone or z-
DEVD.FMK] reduced infarct size following transient ischemia.11

Neuronal apoptosis inhibitor protein (NAIP), a novel anti-apoptotic gene, is a
group II (3 and 7) caspase inhibitor that may be able to reduce apoptosis.92 Other
inhibitors such as N-benzyloxycarbonyl-Val-Ala-Asp-fluoromethyl ketone (Z-
VAD.FMK) and N-benzyloxycarbonyl-Asp-Glu-Val-Asp-fluoromethyl ketone (z-
DEVD.FMK) that are not caspase selective and also block cathepsins reduce behav-
ioral and cellular deficits as well as infarct volume following focal ischemia.33,93,94 

A combination of anti-apoptotic and antinecrotic therapies may be advantageous.
For example, the combined administration of dextrorphan and cycloheximide
reduced infarct volume following transient ischemia (MCAO) in rats by 87%, which
was greater than the reduction resulting from the use of either agent alone (~65%).95

Another example of combination therapy is the use of MK-801 and z-VAD.fmk,
which also reduced infarct size following ischemia.96 It has been suggested, however,
that if necrosis is reduced, apoptosis may become unmasked or promoted.44

4.5.2.4 Zinc Toxicity Treatment 

Zinc toxicity following stroke is another potential area of therapeutic application.
One consequence of zinc exposure is an increase in dihydroxy-acetone phosphate,
a glycolytic intermediate, that in turn causes a decrease in neuronal ATP levels. It
has been suggested that the administration of pyruvate, an energy substrate, can help
ease the ATP loss. It has been postulated that the failure of calcium channel antag-
onists may in part be due to perturbations in zinc levels following ischemic injury.
The reduction of zinc release from nerve terminals may be accomplished by a dietary
restriction of zinc.11 Other approaches to lessening the toxic effects of zinc could
include the upregulation of both metallothioneins and cellular zinc extrusion trans-
porters and the implementation of mechanisms that prevent energy metabolism
interference.30 Unfortunately, clinical trials targeting zinc have also failed.
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4.5.2.5 Anti-Inflammatory Treatments

Neurons have been the primary targets of neuroprotective strategies. However, white
matter and axons are also damaged following ischemia. Astrocytes may be injured
as a result of the release of inflammatory mediators following ischemic insult as
well as zinc toxicity.97 Axons and oligodendrocytes are thought to incur damage as
a consequence of calcium influx through the Na+/Ca2+ exchanger and AMPA receptor
over-stimulation, respectively.98 The release of glutamate via reverse Na+ -glutamate
transport may also contribute to oligodendrocyte damage.65 

Potential therapeutic targets may involve interfering with various steps of the
inflammatory cascades. For example, microvascular occlusion may be reduced
by the inhibition of leukocyte adherence to blood vessels in the ischemic area.
Other strategies include directing antibodies toward molecules such as intercel-
lular adhesion molecule-1 (ICAM-1)99 and inhibiting the release of proinflam-
matory cytokines from astrocytes and microglia such as interleukin-1β (IL-1β)
or tumor necrosis factor-α (TNF-α). The use of statins and estrogens may also
have the potential to reduce injury following ischemic insult through upregulation
of endothelial nitric oxide synthase100 and antioxidant and trophic mechanisms,101

respectively.
The use of growth factors may also be beneficial in treating ischemic injury and

promoting functional recovery. Exogenous compounds such as nerve growth factor
(NGF), brain-derived neurotrophic factor (BDNF), neurotrophins 4/5 (NT-4/5), basic
fibroblast growth factor, and insulin-like growth factor-1 (IGF-1) can all reduce
injuries in rats subjected to cerebral ischemia.30 One clinical trial of fibroblast growth
factor (FGF) was stopped because of toxicity.

The inflammatory response is initiated and regulated by the complement system
that consists of a number of cascades. The complement system causes injury in
animal models of ischemia through the production of anaphylotoxins C3a and C5a
and endothelial cell adhesion molecule upregulation.102 The complement cascade
offers several sites of potential therapeutic intervention. For example, soluble com-
plement receptor-1 (sCR1), a strong inhibitor of complement activation, reduced
neurological deficits and decreased platelet and polymorphonuclear leukocytes
(PMN) accumulations following MCAO and reperfusion in mice.103 

Protein kinase C increases both the vesicular release of glutamate and neuronal
excitability.104 Pretreatment with agents such as staurosporine, a broad-spectrum
protein kinase inhibitor105 and 1-(5-isoquinolinesulfonyl)-2-methylpiperazine dihy-
drochloride (H-7)106 decreased neuronal cell death following global cerebral
ischemia and the accumulation of extracellular glutamate, respectively.

The mitogen-activated protein (MAP) kinase pathways may also be activated
during ischemia. These include the c-Jun NH2-terminal kinases (JNKs), p38 kinases,
and extracellular signal-regulated kinases (ERKs). The p38 inhibitor, SB203580,
administered as a pretreatment reduced neuronal death in a global model of
ischemia.107 However, following transient focal ischemia, it was not effective.108 The
PD98059 ERK inhibitor also given as a pretreatment decreased the volume of
infarction following transient focal ischemia.108 
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4.5.2.6 Hypothermia

In addition to the plethora of pharmacological agents that may provide therapeutic
benefits following stroke, physiological variables can be manipulated to confer
protection. Hypothermia has been studied for the past 50 years because of its
protective benefits109 and has been used to protect organs during cardiovascular and
neurosurgical procedures. In the case of stroke, reduced body temperatures in
patients admitted to hospitals resulted in both lower mortality rates and improved
functional outcomes.110,111 Among the potential mechanisms by which hypothermia
offers protection are: reduction in metabolic rate, thereby delaying the depletion of
high-energy phosphates, inhibition of excitatory neurotransmitter release and oxygen
radical production, decrease in intracranial pressure and anti-convulsant activity, and
suppression of initiation of spreading depression (see Clifton et al. and Bernard and
Buist112,113 for references).

Temperatures of 32 to 34°C have been demonstrated in animal models to be
safe and produce a minimum number of side effects.112,114,115 In patients who suffer
hypothermic side effects such as platelet dysfunction, rebound hyperthermia, and
pneumonia,116 a combination of more modest reductions in temperature (2 to 3°C)
with neuroprotective drug therapies may be more effective. The efficacy of hypoth-
ermia seems to depend on the length of its application following ischemic injury.
Hippocampal CA1 cells are protected when the duration of hypothermia is increased
from 12 to 24 hours.117–119 The time window between the onset of ischemia and
irreversible cell injury increases as the duration of hypothermia is increased.120

Preliminary clinical trials of hypothermia are promising.121,122

In contrast to hypothermia, any increases in brain temperature above normal
(37°C) following stroke can exacerbate ischemic injury.123,124 Hyperthermia in stroke
patients is associated with increases in morbidity and mortality rates.125,126 Hyper-
thermia has also been shown to interfere with the actions of therapeutic agents such
as MK-801 and thrombolytic treatments.127 Fevers must be treated aggressively in
patients with ischemic stroke.7

4.5.2.7 Hyperglycemia Treatment

Hyperglycemia, another physiological variable that can be manipulated in the
clinical environment, has been associated with poor outcomes following strokes
in animal studies and clinical trials. The multicenter Trial of ORG 10172 in Acute
Stroke Treatment (TOAST) found that higher blood glucose levels resulted in worse
outcomes (odds ratio: 0.82 for every 100 mg/dL increase in glucose; p = 0.03).128

Hyperglycemia increases cerebral lactate concentrations, causes neuronal and glial
damage, and increases infarct volume.129–131 Pre-ischemic hyperglycemia also
increases extracellular glutamate concentrations during ischemia, which results in
exacerbated cell damage in the neocortex.132 In contrast, relative hypoglycemia in
the presence of permanent focal ischemia results in a smaller infarct volume as
compared to severe hyperglycemic conditions.130 Insulin was neuroprotective in a
number of animal studies following global and focal ischemia (see Kagansky et al.133

for references). IGF-1 has also demonstrated neuroprotective properties.134
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The Glucose Insulin in Stroke Trial is examining the potential protective effects
of the combined administration of glucose, potassium, and insulin (GKI) in stroke
patients with mild to moderate hyperglycemia. Results from the pilot study indicate
a slightly lower mortality rate in GKI patients compared to controls (28 versus 32%).*

During the first 24 hours of hospitalization following stroke, hyperglycemia should
be avoided by excluding the administration of dextrose-containing solutions. By
consensus, the upper limit of glucose concentration range in all patients should be
maintained at ≤300 mg/dL.7

4.5.3 POST-STROKE (TIME FRAME OF DAYS TO MONTHS)

A number of therapeutic approaches can be employed in the days or months after
stroke.49 In addition to drugs aimed at secondary prevention, orally active drugs may
eventually be developed to confer long-lasting neuroprotection in persons at risk for
recurrent stroke.69 Pharmacological strategies designed to facilitate the recovery
process are also under investigation. For example, amphetamine enhances sensory
and motor function following ischemia.135 Other drugs such as yohimbine,136 phe-
nylpropanolamine,137 and methylphenidate138 enhance motor recovery following
brain injury as a result of their effects on norepinephrine.

However, drugs that decrease norepinephrine release such as clonidine hydro-
chloride (α2-adrenergic receptor agonist), prazosin, and phenoxybenzamine (α1-
adrenergic receptor antagonists) interfere with motor recovery following brain
injury.139 Therefore, the use of certain drugs given for nonstroke morbidities should
be avoided because they may interfere with long-term stroke outcomes.139

Other novel approaches aimed at improving post-stroke recovery include stem
cell transplantation and gene therapy (see Chapter 2). In rat models of stroke, the
transplantation of cultured neuronal cells improved motor and cognitive deficits and
was safe.140,141 An initial trial was conducted in humans. Cultured neurons (human
precursor cell lines differentiated into neurons) were injected into the area of inf-
arction. No major adverse consequences appeared as long as 12 to 18 months
following transplantation, but clinical benefit remains uncertain.142 

Physiotherapeutic approaches are central in reducing mortality and improving
long-term outcomes. Patient mobilization can also help to reduce the occurrence of
pneumonia and secondary thromboembolic events.143 A variety of new physiother-
apeutic approaches are under investigation including constraint-induced therapy,
robot-assistive training, and supported treadmill training.144

4.5.4 SURGICAL TREATMENT OPTIONS

Although this discussion has focused on medical interventions, surgical treatments
are also being explored for stroke treatment. For example, hemicraniectomy (removal
of the skull and dura on one side of the head for decompression of the brain) may
be useful in patients at risk for herniation after nondominant hemisphere stroke.121

Intensive care management of patients with acute ischemic stroke is also evolving
(see Chapter 13). For example, the potential impact of monitoring physiological

*  Internet Stroke Center: www.strokecenter.org.
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parameters such as brain tissue oxygenation are being explored, together with aggres-
sive hyperdynamic therapy to enhance blood flow into ischemic regions and collat-
eral formation. 

4.6 CONCLUSIONS

Stroke remains one of the leading causes of death and disability worldwide. Attempts
to develop effective drug therapies for stroke-related brain damage have been fraught
with difficulties. A number of issues must be addressed before successful results
from preclinical studies can be translated to the treatment of stroke patients. Valuable
lessons learned from past failures can be used to increase the chances of producing
efficacious drug therapies for stroke. Many promising avenues of stroke treatment
remain, but enhancing their delivery to the vascular-compromised brain remains a
further challenge for the future.
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5.1 INTRODUCTION

Optical imaging (OI) is a functional imaging method that measures changes in
nervous tissue light reflectance or transmission. OI has been used to study brain
functions in both normal and pathophysiological states. In addition to identifying
brain function in a way that is not possible with single photon emission computed
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tomography (SPECT), positron emission tomography (PET), and functional mag-
netic resonance imaging (fMRI), OI has provided a greater understanding of the
physiologic mechanisms underlying these imaging methods. This chapter will
present overviews of different imaging techniques, principles of optical imaging (see
Figure 5.1), various studies performed at different levels of brain analysis, and finally,
human open optical imaging studies.

5.2 OVERVIEW OF FUNCTIONAL IMAGING TECHNIQUES

Conventional anatomical imaging techniques such as x-ray radiography and com-
puter assisted tomography (CAT) rely upon a photon source that is generated as
electrons strike an anode (Bremstrahlung effect). The attenuation of these photons
as they pass through tissue and strike silver nitrate film or a fluorescent screen reveals
underlying anatomic structures within the interrogated tissue volume. To detect
function rather than simply reflecting anatomic structures, functional imaging tech-
niques in general rely upon similar principles and utilize various energy sources and
detectors. Functional related changes in nervous tissue trigger water movement into
or out of cells or alter the uptake of glucose or other tracers that are indicative of
cellular metabolism. 

FIGURE 5.1 (See color insert following page 146.) Optical imaging at brain and neuropil
levels. Two types of optical imaging approaches: at macro (whole brain) level (left) and at
neuropil (micro) level (right). In intact brain, incident light is more or less scattered or absorbed
by tissue and its contents, with the resulting scattered light detected by an optical system. At
the micro level, scattering occurs in distinct elements that include the neuropil (that has its
own intrinsic optical signal), and either oxyhemoglobin or deoxyhemoglobin within the blood
vessels. Separate absorption and scattering characteristics appear, depending on the relative
content of oxyhemoglobin and deoxyhemoglobin.

Scattered Light
from Cortex to
Optical Detector

Incident Light

Brain - Neurons
and Glia

Veins:
Deoxyhemoglobin 

Arteries:
Oxyhemoglobin

Scattered Light
from Neuropil and
Hemoglobin to
Optical Detector
© 2005 by CRC Press LLC



5.2.1  FUNCTIONAL MRI

Magnetic resonance imaging (MRI) relies upon an externally generated magnetic
field gradient with local radiofrequency-induced disruption. The electromagnetic
radiation emitted from the hydrogen dipoles as they reorient from high energy
disorganized states to lower energy organized states within the gradient are measured
by the detector. Functional MRI (fMRI) uses fast imaging techniques to indirectly
detect active neuronal circuits based on relative increases in oxyhemoglobin. This
physiological phenomenon results from a local increase in oxygenated blood delivery
during neuronal activity. The local increase in oxygenated blood outstrips the gen-
eration of deoxyhemoglobin by active tissue, indicating a drop in oxygen extraction
by the tissue. The relative decrease in deoxyhemoglobin is detected by blood oxygen
level-dependent contrast magnetic resonance imaging (BOLD MRI) “downstream”
from the metabolically active tissue.1 An increasing amount of attention has focused
on the initial negative “dip” in the BOLD MRI signal that may indicate transient
relative tissue hypoxia before blood flow to the active tissue is increased. 

Some studies have compared fMRI directly to cortical electrical stimulation
mapping (ESM) performed via open craniotomy or grid stimulation for motor,
somatosensory, and language mapping and have demonstrated a correlation between
the two methods.1–7 Significant discrepancies and sources of error, however, mitigate
optimistic conclusions that these two modalities are highly correlative. For example,
compared to sites identified by ESM, sites of increased activity on fMRI are con-
siderably larger. The radial cortical projections of subsurface fMRI signals used to
create functional cortical maps for computer-assisted surgical navigation may not
correspond to cortical surface ESM-identified sites.8 Additionally, due to brain shift
during the craniotomy, precise fMRI localization may be prohibitively difficult.

The fMRI areas activated by motor tasks may identify nonessential motor cor-
tex.9 Differences in language tasks, imaging techniques, data analysis, and brain
shift associated with craniotomy have made language mapping particularly difficult
to corroborate with ESM results.4,6,7,10,11 Language tasks that prove to be essential
based on intraoperative ESM seem to be best activated on fMRI with semantic
decision and verbal fluency tasks; multiple language tasks seem to provide greater
sensitivity than any single task.2,4,10,11 However, limiting fMRI language activation
to only essential sites is heavily dependent upon the method of statistical data
analysis.7 According to available evidence, fMRI is subject to errors by (1) identi-
fying areas that are not essential to neurological function, thus potentially limiting
the resection unnecessarily; and (2) failing to identify areas that could cause post-
operative deficits if resected. In its current state of development, fMRI should be
used only as an adjunct to ESM for functional mapping.

Regarding its ability to predict postoperative deficits, one study of sensorimotor
cortex in patients undergoing lesion resections demonstrated a correlation between
the size of the margin between the lesion (not the resection margin) and area of
fMRI activation and the presence of postoperative neurological deficits.12 However,
detailed analysis correlating postoperative deficits to the margin between the resec-
tion cavity and the area of functional activity is necessary.
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Functional MRI has also been used to lateralize language function and several
authors have compared fMRI directly to the Wada test (intra-arterial pentobarbital
or IAP). Although many studies show promising results, no consensus has yet been
reached about which language tasks best correlate with language measures used
during IAP or methods of image acquisition and data analysis. Thus, fMRI may be
limited in its predictive capability for postoperative deficits.

5.2.2 POSITRON EMISSION TOMOGRAPHY

Positron emission tomography (PET) scanning detects photons generated after
nuclear decay from the annihilation of positrons with electrons. The photon
detectors often consist of bismuth germinate or scintillators coupled to photo-
multiplier tubes to convert the photons into an electrical signal. PET can be used
to detect neuronal activity based on metabolically dependent increased glucose
utilization or associated increases in regional cerebral blood flow. The increase
in metabolism is detected by fluoro-deoxyglucose (FDG-PET) and blood flow
changes are detected by 15O water PET.13 Due to the limits of radiation dosing,
the use of FDG-PET has been limited to mapping primary sensory and motor
areas whereas 15O water PET can be infused several times, making it suitable for
mapping higher cognitive functions.13–16

PET scanning has undergone comparisons to ESM. As with fMRI, studies have
shown that compared to essential language sites identified by ESM, sites of language-
associated increased PET activity are considerably larger and they may identify
language sites where ESM does not disrupt language. The PET-activated sites may
be up to 1 cm from the site identified by ESM. Depending upon which tasks are
combined to produce activation maps and the method of statistical analysis, PET
may fail to identify essential language cortex. Although PET seems inaccurate and
unreliable for language localization, it may be adequate for language lateralization.
When PET was directly compared to IAP, a study demonstrated a positive predictive
value for language lateralization in 80 to 91% of patients, depending on the method
of image analysis.16

5.2.3 SINGLE PHOTON EMISSION COMPUTED TOMOGRAPHY

Single photon emission computed tomography (SPECT) is related to PET but
does not require short-lived isotopes. It most often utilizes Technetium-99m (Tc-
99m)-labeled pharmaceuticals. The radiolabeled drugs deposit in neural tissue
where positrons are emitted. The emitted positrons release photons (gamma rays)
as they annihilate with electrons. The gamma rays are detected by a scintillation
counter rotating about the patient’s head. SPECT scanning has been used to
detect pathologic increases and decreases in regional blood flow. Compared to
PET, the spatial resolution of SPECT is inferior, but it provides a convenient
method of assessing regional cerebral perfusion. This estimate of regional per-
fusion is highly limited by the large voxel sizes and the static nature of the
imaging process, so generally it has been limited to studies of brain death when
it is used to detect an absence of cerebral blood flow.
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5.2.4 OPTICAL IMAGING

Optical imaging (OI) is one of the most recently developed functional mapping
techniques for the identification of epileptic foci and eloquent cortical regions.17–20

Similar to most conventional imaging techniques, OI relies upon photons and their
interactions with tissues to measure changes in a tissue’s optical scattering and
absorption from one physical state to another (see Figure 5.1). Unlike the higher
energy photons generated by Bremstrahlung and positron annihilation, the photons
used in OI are generated by light within the near-infrared (low frequency) to ultra-
violet range, and are therefore of considerably lower energy. They may be captured
by various forms of optical detectors and lens systems including a video camera,
charge-coupled device (CCD) camera, single photodiode, photodiode array, or the
observer’s retina.

When the light frequency is changed through filtering, specific physiological
properties coupled to neuronal activity can be measured, including regional cerebral
blood volume changes at the capillary and venous levels, blood oxygenation changes,
cytochrome redox states, and cellular, extracellular, or organelle swelling due to ion
gradient changes. These properties can be measured across a broad range of spatial
resolution from microscopic neuronal populations to macroscopic cortical regions,
depending on the type of microscope and lens system used. In addition to excellent
spatial resolution versatility, the temporal resolution is superior to fMRI and PET
scanning, making it ideal for imaging epileptiform and functional activity. At near-
infrared wavelengths, this technique allows for the added benefit of noninvasive
monitoring.18–21 

5.3 PRINCIPLES OF OPTICAL IMAGING

Optical imaging encompasses several subsets of analysis, including direct reflectance
or transmittance imaging (at the same wavelength of light, to detect scattering or
absorption), fluorescence imaging, and near-infrared imaging of hemoglobin. Addi-
tionally, the scale of analysis varies considerably, from single cell resolution to
imaging larger regions of brain for functional activation.

5.3.1 OPTICAL PROPERTIES OF NEURONAL TISSUE

Electromagnetic radiation (i.e., photons) interacts with targeted tissue substrates in
different ways. The principal interactions between photons and neural tissue relevant
to optical imaging are scattering and absorption. 

Scattering: Light scattering in neural tissue is a combination of phenomena.
Rayleigh scattering is a scattering of light by objects that are small in comparison
to the incident light wavelength; the scattering flux density is proportional to the
fourth power of the incident light frequency. Thus, high frequency, short wavelength
light at the blue end of the visible spectrum is scattered about 10 times more intensely
than low frequency, long wavelength light at the red end of the spectrum. This makes
near-infrared light more suitable for noninvasive optical imaging through skin and
bone, compared to higher frequency light, as less energy is lost to scattering.
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When light travels from one medium to another, a portion of the light will be
reflected away and part will pass through at a refracted vector, as described by
Snell’s law. This submicroscopic process is due to the compositions and densities
of scattering molecules at, for example, lipid membrane–cytoplasm interfaces where
light reflection and refraction are altered by physiological processes that change the
chemical composition or geometry of the interface. Scattering also occurs intracel-
lularly at the organelle/cytoplasm boundaries (mitochondria, nuclei, etc.).

Light may be reflected or refracted from a moving particle (e.g., erythrocytes,
albumin) and undergo a frequency shift (Doppler shift). By focusing light on blood
vessels, Doppler shifts may be used to calculate changes in blood flow. When the
incident light is polarized, intracellular, membrane, and extracellular macromole-
cules may exhibit different refractive indices depending upon the orientation of
polarized light. This effect is referred to as birefringence. Birefringence can provide
information about intermolecular associations within cell membranes and nerve
fibers. In an electric field, molecules may become birefringent. This phenomenon,
known as the “Kerr effect,” can be seen during changes in transmembrane electric
potential gradients. For example, axonal membrane molecules with dipole moments
can change orientation in a highly ordered fashion during depolarization. This
reorientation results in transient birefringence until electric potential gradients are
reestablished. 

Absorption: Light entering tissue may be either reflected or may pass through
after refraction. However, some of the light entering will not pass through the tissue
and is therefore said to be absorbed. After the energy is transferred to other mole-
cules, the excited recipient molecules eventually return to their more stable ground
states. Because energy is conserved, the energy from the absorbed light must be
converted and may be dissipated as fluorescent emission, thermal energy, or phos-
phorescence. For example, the reduced form of nicotinamide adenine dinucleotide
(NADH) exhibits intrinsic fluorescence whereas NAD+ does not. Investigators have
taken advantage of this difference to use fluorescence as a sensitive measure of
intracellular oxidation states. 

In addition to the light scattering and absorption properties intrinsic to neural
tissue, photons may interact with a variety of structurally or functionally partitioned
dyes to produce phosphorescence or fluorescence. While this can augment imaging
based on a tissue’s intrinsic optical properties, the advantage of imaging the intrinsic
optical signal alone is that it obviates the need for administrating optically active
chemicals. A tissue’s optical properties in the absence of optical dyes are referred
to collectively as intrinsic optical properties. The resulting signal is referred to as
the intrinsic optical signal (IOS). 

5.3.2 PHYSIOLOGIC PROCESSES UNDERLYING THE INTRINSIC 
OPTICAL SIGNAL

Several physiologic processes have been shown to alter the intrinsic optical proper-
ties of neural tissue and may be divided into blood-independent and blood-dependent
events or processes.
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Blood-independent processes: A blood-independent IOS is generated primarily
by cellular processes (the interface between outer membrane and extracellular space)
and intracellular interfaces. Cellular events contributing to the IOS have been inves-
tigated in neurons and axons in isolation and in brain slices, free from the influences
of blood volume and blood oxygenation changes.22,23 Evidence suggests that neurons
and their subcellular organelles including the nuclei and mitochondria swell to
varying degrees at different levels of brain activity or injury.23

Cellular and organelle swelling in response to transmembrane ion gradient
changes may lead to intrinsic optical changes in more than one way. A decrease in
the concentration of light-scattering particles results in decreased light scattering
and increased light transmittance. Changes in the cellular membrane geometries
during swelling lead to changes in light reflectance relative to the angle of the
recording device (i.e., CCD camera). Finally, changes in the refractive indices across
the membranes that accompany changes in concentration gradients lead to changes
in light refraction. Non-neuronal cells in brain tissue also show IOS changes. For
example, MacVicar et al. (2002) demonstrated that IOS changes in glia during
stimulation are also in part explained by NA/K-2CL cotransporter-induced astrocyte
swelling.24 

Intracellular events other than those attributable to volume changes also contrib-
ute to the IOS. Cytochrome C oxidase (Cyt-Ox) is the terminal electron acceptor of
the mitochondrial electron transport chain and the energy generated in this process
is used to synthesize adenosine triphosphate (ATP). Early studies of Cyt-Ox and
NADH redox states in isolated mitochondria demonstrated transient oxidation during
increased cellular activity.25 Using a modified Lambert–Beer law, the light absorption
changes accompanying changing Cyt-Ox redox states may be used in vitro and in
vivo to measure transient cellular energy metabolism changes associated with brain
activity.26 

Blood-dependent processes: Optical imaging in vivo adds the additional dimen-
sion of vascular changes, making the interpretation of IOS changes more complex.
Frostig et al. postulated that activity-related vascular IOS changes represent changes
in blood oxygenation and volume.27 Similar to Cyt-Ox, oxygenated hemoglobin
(Oxy-Hb) and deoxygenated hemoglobin (Deoxy-Hb) have characteristic absorption
spectra and, based on a modified Lambert–Beer law, changes in their concentrations
contribute to the IOS. Blood volume changes have been postulated as contributing
to the IOS in that changes in total hemoglobin (Oxy-Hb + Deoxy-Hb) reflect changes
in corpuscular blood volume.27,28

Finally, changes in a tissue’s optical parameters occur with differing latencies.
A fast component (onset of 2 to 3 seconds) correlates with neuronal membrane
electrical potential changes and a slower component (onset of 3 to 6 seconds and
resolving about 20 seconds after the stimulus is removed) that may be associated
with cellular and organelle volume changes.28

5.4 OPTICAL IMAGING METHODS 

Since their initial use by Hill and Keynes, several investigators have developed OI
methods for in vitro and in vivo animal models. Over the past decades, further
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technical advances have led to OI use in humans. Current methods include specific
techniques for brain slices, open cortical mapping, stereotactic surgery, and transc-
ranial imaging. The following is a brief overview. 

5.4.1 BRAIN SLICES 

Lipton was the first to investigate the effects of membrane depolarization on light
scattering in cerebral cortex slices.29 Lipton observed that optical reflectance
increased when the superfusate osmolarity was increased, and reflectance decreased
when the osmolarity decreased below baseline conditions. Assuming that cell vo-
lumes increase with decreasing extracellular osmolarity, it was concluded that cell
volume changes were inversely related to reflectance changes. Electrical stimulation
across the tissue or exposure to high potassium concentrations caused decreases in
reflectance, indicating that stimulation also led to increases in cell volumes.

MacVicar and Hochman were the first to apply digital imaging methods to obtain
high-resolution synaptic-evoked changes in light transmission through hippocampal
brain slices.30 Specifically, pyramidal CA1 neurons were imaged concurrently with
microelectrode recordings during Schaffer collateral bipolar stimulation in the CA3
region. The authors used this method to conduct a sequence of experiments designed
to determine the physiological mechanisms underlying optical changes. Aitken et
al.31 identified four subtypes of physiologic processes leading to IOS responses
consisting of:

1. Synaptic activation 
2. Hypoxia 
3. Spreading depression in the presence of normoxia or hypoxia 
4. Extracellular osmolarity changes 

In addition to studying normal physiology, brain slice OI holds promise in
uncovering mechanisms underlying epileptiform activity. Hochman et al. demon-
strated that optical changes are associated with epileptiform burst discharges.32 Using
furosemide, the authors were able to block the optical changes and epileptiform
activity without blocking synaptic transmission or reducing the hyperexcitable
response to electrical stimulation. It may be inferred that optical changes are more
closely related to epileptiform activity through synaptic hypersynchronization, rather
than hyperexcitability. Also, the intrinsic optical signal changes seen in brain slice
preparations may reflect mechanisms critical for the generation of synchronized
activity (i.e., seizure activity). This last hypothesis suggests the possibility of apply-
ing brain slice OI to screening anti-epileptic drugs.19 

5.4.2 OPEN BRAIN MAPPING 

The open OI mapping technique became feasible when Blasdel and Salama
employed a television camera (120 × 120) to improve the spatial resolution previ-
ously achieved with standard photodiode arrays (12 × 12).33 Blasdel went on to apply
OI for in vivo functional mapping by augmenting the IOS with voltage-sensitive
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dyes to image ocular dominance columns and orientation preferences in nonhuman
primate visual cortex. Grinvald, Frostig, Ts’o, Lieke, and colleagues were later able
to identify similar functional regions in primate visual cortex without using voltage-
sensitive dyes by directly imaging the IOS changes associated with cortical surface
optical reflectance.27,34–36 Haglund and colleagues were the first to employ OI intra-
operatively in humans. They obtained OI maps of somatosensory, motor, and lan-
guage cortex in patients undergoing awake craniotomies for intractable epilepsy.37

Subsequently, Haglund and a handful of investigators employed OI to study sen-
sorimotor,37–40 language,37,41,42 and cortical regions subserving higher cognitive func-
tions such as face matching and short-term memory.40

Optical imaging represents a significant breakthrough for the study of functional
and epileptiform cortical activation. The author’s current intraoperative setup allows
investigation of microscopic neuronal populations with a spatial resolution of about
60 µm to cortical regions as large as 5 × 5 cm. We image with a temporal resolution
of 200 milliseconds. These benefits allow greater accuracy in intraoperatively delin-
eating Rolandic and language cortex, identifying interictal epileptiform discharges,
pinpointing the onsets of ictal events with precise localization, and directly observing
the pathways by which seizure activity spreads. Because OI relies upon physiological
cortical activation rather than direct stimulation from external electrical currents, it
can facilitate and enhance the intraoperative identification of cortical regions sub-
serving cognitive functions.

Several sources of artifacts can make the IOS difficult to discern; successful
intraoperative OI requires minimizing patient movement, dampening physiologic
brain pulsations, and uniform cortical surface illumination. One of the most
critical strategies during OI is to minimize movement. Brain pulsations associated
with hemodynamic and respiratory patterns cause spatial shifts during image
acquisition making frame-to-frame IOS analysis difficult.38 This artifact can be
overcome during image acquisition with mechanical dampening and during image
analysis with image “warping” algorithms. Mechanical dampening is achieved
by placing a glass plate (4, 9, 16, or 25 cm2) over the cortical surface in the area
of interest. The glass plate is mounted to an adjustable mechanical arm mounted
to a skull clamp. This rigid construct has become particularly important during
awake craniotomies and during imaging of seizure activity when image acquisi-
tion is continuous over 1 or 2 minutes. 

The brain surface is uniformly illuminated using a stable tungsten halogen
light source. The incident light is filtered to the desired wavelength (typically
using a 695-nm long-pass filter) with the operating theater darkened to minimize
artifacts from ambient light sources. By selecting different wavelengths of light
through filtering, differential aspects of the IOS, and therefore specific physio-
logical processes, may be emphasized. For example, imaging through a 610- or
695-nm filter, as reported in human studies, emphasizes changes in hemoglobin
oxygenation.38,39,41–43

A CCD camera is mounted on the operating microscope. To further minimize
movement artifacts, the microscope is mounted to the operating table by a modified
microscope base. Initially, a low-power objective is selected to allow for visualization
of a relatively large cortical area (25 cm2). During seizure focus localization or
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functional mapping, images are collected at a rate of about 50 Hz over a period of
1 minute. Using software developed by Daryl Hochman, image analysis can then
be performed intraoperatively within 2 minutes.

Images are analyzed by subtracting a baseline image (i.e., prior to cortical
activation) from all subsequent images, yielding data that reflects changes in the
IOS from baseline. During analysis, statistical algorithms are applied to align
successive images in order to compensate for residual microscopic movement
artifacts. This is particularly important when images are acquired through a high-
power objective where small movements are magnified. Each series is viewed
intraoperatively to evaluate epileptiform or functional activity. Despite efforts to
minimize movement, ambient light, and thermal artifacts, a small amount of noise
in the processed images is difficult to avoid. While open OI has been successfully
performed in humans, it remains a research tool and will require further reliability
testing and technical modifications before it can become feasible for routine
clinical use. 

5.4.3 STEREOTACTIC APPROACHES 

In 2000, Giller et al. introduced an optical imaging method to aid the identification
of border zones between deep nuclei and their surrounding white matter tracts during
stereotactic pallidotomy, thalamotomy, and placement of deep brain stimulators.44

The stereotactically implanted fiberoptic probe consisted of a central light-delivering
fiber (tungsten light source) surrounded by six light returning fibers. Light emitted
from the probe was scattered by the surrounding brain tissue (target tissue morphol-
ogy and volume estimated as a ¼ sphere with a 100-micrometer diameter) and
delivered to a spectrometer through the six light detecting fibers.

Their earlier investigations utilized light in the near-infrared range between 500
and 1000 nm. The range was later changed to 350 to 850 nm to match hemoglobin’s
absorption peaks.45 With each incremental (1 mm) advance of the probe, reflectance
was recorded and plotted with respect to wavelength. The normalized data obtained
from each resulting graph were validated using postoperative MRI or CT scans
merged with preoperative MRIs to assess the probe’s trajectory and the structures
it passed through at each depth.

The measured slopes obtained from reflectance wavelength plots were signifi-
cantly greater in white matter (mean of 2.5) compared to those of gray matter (mean
of 0.82). The authors demonstrated that stereotactic near-infrared imaging could
detect subcortical white matter–gray matter interfaces during stereotactic localization
of deep brain nuclei. This may prove a reliable and technically simple alternative
to currently used localization methods, including microelectrode recording. 

Optical coherence tomography (OCT) was developed to provide high-resolution
tomographic images of the retina and anterior eye.46 This technique has been used
in combination with endovascular catheters and endoscopes to image internal organ
systems, including cardiac vessel lumina, gastrointestinal lumina, and genitourinary
lumina. In principle, it is similar to Giller’s fiberoptic probe, with the exception that
the tip of the probe rotates at various frequencies through 360 degrees to provide a
cross-sectional view. More recently, its utility in detecting functional activity by
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measuring light scattering changes during propagation of action potentials has been
demonstrated in the sea slug abdominal ganglion. With stereotactic techniques, it
may be possible to adapt OCT to study functional activity in deep brain nuclei. 

5.4.4 TRANSCRANIAL TECHNIQUES

Near-infrared spectroscopy (NIRS) provides a less invasive alternative to the optical
imaging methods described earlier. In 1977, Jöbsis was the first to demonstrate the
feasibility of transcranial cortical tissue spectroscopy.47 Unlike open optical imaging
that detects light absorption and scattering changes, NIRS makes the assumption
that light scattering is relatively constant and therefore relies on light absorption
changes within a range of 650 to 950 nm. Most currently used NIRS systems monitor
absorption changes associated with changing hemoglobin oxygenation states during
cortical stimulation.28,48

Two wavelengths of light are used to differentiate changes in Oxy-Hb and
Deoxy-Hb. Most imaging systems consist of 20 to 30 source-detector pairs. Since
each detector may receive light from multiple sources, light sources are either
sequentially switched on and off at high frequency or the incident light from each
source is frequency encoded. Each source-detector pair defines a pixel and, through
interpolation algorithms, the pixels are smoothed to form a coarse image. To date,
most NIRS studies have involved cognitive tasks including different language par-
adigms. NIRS studies of primary motor, somatosensory, and visual areas have shown
that the technique is a feasible alternative to invasive open imaging and other
functional imaging techniques. Seizure activity has also been investigated with the
NIRS technique in comparison to SPECT/EEG localization and magnetic encepha-
lography (MEG) focus. 

5.5 RESULTS OF OPEN HUMAN OPTICAL IMAGING 
STUDIES

5.5.1 SOMATOSENSORY CORTEX

The ability to map somatosensory, motor, and language cortex using OI was first
demonstrated by Haglund et al. in patients undergoing awake craniotomies for
intractable epilepsy.37 Initially, tongue and palate sensory areas were identified with
intraoperative ESM by evoking subjective tingling in those areas. Patients were then
instructed to move their tongues from side to side within their closed mouths. During
three trials with OI, tongue movements produced the greatest IOS changes within
the tongue and palate somatosensory areas as identified by ESM. These IOS changes
were similar to those associated with cortical activation after bipolar stimulation,
indicating that they reflected somatosensory cortical activation most likely from
sensory feedback associated with tongue movements. Motor cortex associated with
face movements (as identified by ESM) demonstrated IOS changes in the negative
direction during tongue movement. Similar shifts in the IOS of motor cortex were
observed during overt speech.40
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It is tempting to suggest that these negative IOS changes represent decreased
neuronal activity in face primary motor cortex during these simple movements. An
alternative explanation is that the increased blood flow associated with somatosen-
sory activation caused a shunting of blood flow away from primary motor cortex.
We are currently investigating the relationship of blood volume and electrophysio-
logical changes to determine which mechanism underlies this phenomenon.

Others have corroborated the IOS changes observed with somatosensory activa-
tion.38,39 Cannestra et al. elicited somatosensory cortical activation with median nerve
transcutaneous stimulation or 110-Hz finger vibration.39 A close spatial correlation
between cortical evoked potentials and IOS changes was noted. Similarly, Shoham
and Grinvald elicited somatosensory cortical activation with electrical and tactile
peripheral stimulation in 15 patients undergoing brain tumor or AVM resections under
general anesthesia.38 Optical imaging was accompanied by surface evoked potential
recording. Due to the presence of optical signal artifacts, they were unable to draw
definitive conclusions. However, they were able to obtain reproducible high-resolution
somatosensory IOS maps from the hand area in nonhuman primates. The observed
IOS changes associated with peripheral tactile stimulation correlated closely with
single and multiunit cortical recordings. These findings confirmed the association of
positive IOS changes and somatosensory cortical activation. 

5.5.2 LANGUAGE CORTEX

Intraoperative ESM under local anesthesia during object naming is a safe, effective
way to identify essential language cortex, particularly with the use of modern
intravenous propofol anesthesia and local scalp anesthetic block.49 Stimulation map-
ping using other, infrequently tested language-related measures such as naming in
another language (including American Sign Language), sentence reading, or recent
verbal memory have demonstrated dissociation in their cortical representation50–52

and, under some circumstances, localizing and sparing these other language-related
sites are important in avoiding postoperative deficits.52

However, mapping many different language functions, particularly when recent
memory is included, is quite lengthy. Intraoperative OI may provide greater effi-
ciency and detail during the functional localization of multiple cognitive and lan-
guage functions.37,40–42,53

Haglund et al. performed OI in the inferior frontal language area (Broca’s area)
and somatosensory cortex of patients undergoing dominant hemisphere temporal
lobe resections under local anesthesia.37 Optical imaging was performed while
patients silently viewed blank slides and named objects displayed on slides presented
every 2 seconds.

Images obtained during naming showed activation of the premotor cortex, while
the sites identified with ESM as demonstrating speech arrest and palate tingling
yielded IOS changes in the opposite direction. The area that showed the greatest
positive IOS changes during tongue movement was clearly different from the active
area in the naming exercise. The premotor cortical areas from which IOS changes
occurred during the naming exercise were similar to those identified on PET images
obtained during single-word processing studies.54,55 The IOS changes were greatest
in the anatomical area of cortex classically defined as Broca’s area (posterior portion
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of the inferior frontal gyrus) and not as expected in areas where electrical stimulation
caused speech arrest. 

Further topographical definition of Broca’s area was demonstrated by Cannestra
et al.44 Broca’s area was defined by ESM in five patients undergoing craniotomy
under local anesthesia for the resection of brain tumors and vascular malformations.
After identification of Broca’s area, OI was performed during object naming (n =
5), word discrimination (n = 4), auditory responsive naming (n = 4), and orofacial
movement (n = 3) tasks. Two distinct subregions (anterior and posterior) within
Broca’s area were identified. Both auditory and visual object naming paradigms
were associated with increased IOS changes in both the anterior and posterior
Broca’s subregions. In contrast, word discrimination produced IOS changes only in
the posterior subregion.

The authors concluded that this functional heterogeneity may represent subspe-
cialized cortical networks within Broca’s area, with anterior regions subserving
semantic functions and posterior regions subserving phonological functions. Similar
to the findings of Haglund et al., they noted incomplete agreement between ESM
identified language sites and IOS changes because ESM and IOS changes overlapped
only in the posterior subregion of the OI defined Broca’s area.37

Optical imaging of posterior, peri-sylvian essential language sites (i.e., Wer-
nicke's area) demonstrated findings similar to those in Broca’s area. Haglund et al.
demonstrated that in posterior temporal cortex, IOS changes during object naming
originated from the general region where ESM elicited naming errors.37 Similar to
findings in Broca’s area, the IOS changes covered a somewhat wider surrounding
area compared to essential areas identified during ESM localization. All IOS changes
were observed in areas near sites where ESM altered naming. The IOS changes
appeared within 2 to 5 seconds of initiating naming and disappeared over a slightly
longer time following the termination of naming.

Cannestra et al. demonstrated similar findings among six patients undergoing
awake craniotomies for tumor or vascular lesion resection.41 IOS changes were
observed from all ESM-defined peri-sylvian language areas and from adjacent cor-
tex. As in Broca’s area, they were able to identify subregions subserving different
functions. Object naming (n = 6) activated the central and anterior–inferior Wernicke
subregions; whereas word discrimination (n = 5) preferentially activated the central
and superior subregions. Auditory-responsive naming preferentially activated the
central, anterior–inferior, and superior regions. Additional task-specific activations
were observed in the inferior–posterior subregion. 

Optical imaging of inferior frontal and posterior peri-sylvian language areas has
consistently shown that IOS changes are more diffuse than ESM-identified regions.
Cannestra et al. demonstrated that these surrounding regions may represent task-
specific subregions.41 This more diffuse cortical language representation identified
by optical imaging may account for the occurrence of deficits following resection
of cortex within 1 cm of ESM-identified essential language sites.56 In one case, the
temporal resection was performed very close to an ESM-identified posterior temporal
essential language site while testing language, and stopped when naming errors
occurred. As often occurs under similar circumstances, the patient’s language
returned to baseline soon after surgery. Interestingly, the resection extended to the
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margin of the region of IOS changes, suggesting that OI can provide the reliable
localizing information needed to plan safe cortical resections.

5.5.3 COGNITIVE FUNCTION

In more than 20 patients undergoing temporal lobe resections for intractable epilepsy,
we studied dominant and nondominant temporal lobe neocortical IOS activation
associated with several cognitive tasks.40 During dominant hemisphere resections,
we found that IOS changes associated with short-term memory tasks localized to
the posterior–superior temporal gyrus (STG). In these patients, IOS changes asso-
ciated with object naming overlapped with ESM identified essential language sites.

IOS changes associated specifically with the memory task, however, were imme-
diately anterior to the essential language site. Furthermore, activation with memory
input occupied a discrete region that was immediately surrounded by positive IOS
changes associated with memory retrieval. In a subset of patients undergoing non-
dominant hemisphere temporal lobe resections, we performed OI during face match-
ing, complex figure matching, and facial expression interpretation tasks (paradigm
described in detail by Ojemann et al).57 We consistently identified negative IOS
changes within the posterior MTG and STG during the tasks. 

5.5.4 EPILEPTIFORM ACTIVITY

Optical imaging can be used intraoperatively to study seizure and interictal activ-
ity.37,58 Prior to imaging, surface EEG is used to roughly localize foci of epileptiform
activity. Once localized, the electrocorticogram (ECoG) electrodes are removed from
the cortical surface and a glass plate is placed over the site of interest together with
an array of recording electrodes about the periphery and a pair of centrally located
stimulating electrodes. In addition to imaging spontaneous activity, evoked interictal
and seizure activity can be generated through bipolar stimulation at currents above
the afterdischarge (AD) potential threshold.

In five patients undergoing surgery for intractable epilepsy, Haglund et al. dem-
onstrated that the IOS intensity, spread, and duration occurring during epileptiform
activity evoked from bipolar stimulation correlated with the duration of electrical
AD activity.37 The stimulus was delivered via electrodes separated by 1 cm at an
intensity just above the AD potential threshold and the IOS was compared to
simultaneous surface EEG recordings. Each stimulation was followed by epilepti-
form AD activity characterized by varying degrees of intensity and duration.

The spatial spread of the IOS was greatest when associated with long durations
of AD activity (12 to 16 seconds) and less when assocaited with short durations of
AD activity (<4 seconds). The area of peak IOS intensity during the shorter seizure
episode was more limited compared to the much greater spatial extent of IOS changes
during the more intense seizure episode. Furthermore, the duration of IOS changes
correlated with but lasted longer than the duration of electrical activity. In addition
to a greater spatial extent and duration of IOS changes, longer seizure episodes were
also associated with a greater magnitude (i.e., greater intensity) of IOS changes. Of
interest, but still without a clear mechanism, are the negative IOS changes in the
areas surrounding the focus of epileptiform discharges. More detailed studies are
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needed to determine whether these negative IOS changes represent surround inhi-
bition, shunting of extracellular fluid, shunting of blood volume toward active cortex,
or changes in blood oxygenation. 

Further analysis, involving comparisons of IOS changes and surface EEG activ-
ity during different stages of seizure activity, reveals that the magnitude and direction
of IOS changes appear to correlate with changes in electrical activity. IOS changes
and surface electrode activity were measured simultaneously at baseline prior to
stimulation, after stimulation during the seizure, during postseizure quiescence, and
after return to baseline. During baseline activity, the region surrounding the recording
electrode demonstrated neutral IOS whereas during the seizure episode this area was
clearly activated in the positive direction. During the postseizure period when the
electrical activity was quiescent compared to baseline, the area surrounding the
recording electrode showed a negative IOS that gradually returned to near baseline.
These preliminary observations pointed toward a correlation between the direction
of IOS changes and electrical activity where positive IOS changes closely correlate
with increases in electrical activity, and negative IOS changes correlate with below-
baseline electrical activity.

5.6 UTILITY OF OPTICAL IMAGING

Optical imaging may become a reliable alternative to conventional mapping tech-
niques (e.g., ESM, fMRI, and PET) and may provide a means to better understand
the physiologic processes underlying these techniques. However, it requires full
operative exposure of the brain. As described in previous sections, fMRI and PET
have not yet proven to be reliable alternatives to ESM. The maps generated by OI,
on the other hand, demonstrate better colocalization with ESM-generated functional
maps compared to those determined by BOLD contrast.59 Our initial experiences
with OI of language and higher cognitive functions indicate that OI will become a
valuable means of mapping and precisely pinpointing cortical representations of
higher cognitive processes and assessing the temporo-spatial relationships associated
with cortical processing during cognitive tasks. To date, mapping these functions
with ESM has been difficult at best and is often limited to functional imaging
methods often associated with localization errors. 

Noninvasive OI (NIRS) is a promising technique, but several limitations must
be overcome. For an excellent review of this subject see Obrig and Villringer.28 In
summary, the authors have identified limited spatial resolution, lack of depth reso-
lution, interference artifacts from extracranial oxygenation changes and systemic
hemodynamic changes, and lack of adequate statistical data analysis in the majority
of published studies. The stereotactic OI method introduced by Giller et al. may
ultimately provide a more convenient alternative to identifying deep nuclear struc-
tures based on microelectrode recordings. Optical coherence tomography may pro-
vide valuable insights into the functions of deep brain nuclei. However, their routine
clinical use will have to await further clinical investigation.

Although OI is not yet ready for routine clinical use, it continues to provide
insights into normal and pathological cortical function. Furthermore, it has provided
insight into the meaning of fMRI BOLD contrast. For example, OI studies show
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that increases in Deoxy-Hb occur within 2 to 3 seconds after stimulus cessation and
may represent the initial negative “dip” seen with decreased BOLD contrast during
fMRI. Increases in Oxy-Hb are slower and likely correlate with increased BOLD
contrast (decreased Deoxy-Hb). The early IOS changes seen with increased Deoxy-
Hb (negative BOLD dip) may be temporally and spatially more localizing than the
delayed IOS changes corresponding to the increased Oxy-Hb. Evidence suggests
that IOS changes associated with increased blood volume in the vicinity of active
neuronal tissue correlate well with stimulus-induced activation compared to IOS
changes associated with increased Deoxy-Hb and BOLD contrast. 

5.7 CONCLUSION

The clinical utility of OI ultimately depends on the continued development of
noninvasive approaches, if at all possible, to avoid the current requirement for open
brain exposure. As discussed earlier, noninvasive OI techniques have not yet achieved
the specificity and reliability of alternative noninvasive techniques and several tech-
nical obstacles remain. Early experiences with intraoperative OI, on the other hand,
have demonstrated a combination of spatial and temporal resolution that may be
optimal for intraoperative functional mapping and seizure focus localization com-
pared to standard techniques. 
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6.1 TYPES OF EPILEPSY AND INITIAL TREATMENTS

Mechanisms of epilepsy have been explored through a variety of animal models as
well as detailed human studies, for more than 70 years.1–3 Through the animal
models, a large number of contributing factors leading to epilepsy have been dem-
onstrated, including conditions that lead to the intermittent, enhanced synchrony
leading to partial or generalized seizures. While animal models still have only
moderate predictive validity for anticonvulsant therapy development, the mecha-
nisms may potentially apply to the human situation. However, in general, most
animal models involve acute seizure development, mirrored in humans as acute
convulsions, usually due to systemic or CNS irritants or toxins. For example, a
classic convulsion may be seen with an overdose of penicillin or meperidine, and
convulsions are characterized by a high degree of neuronal electrical synchrony
throughout the brain. 
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In contrast, most human seizure disorders are intermittent (i.e., a few seizures
a month), potentially have irregular or variable starting locations, and may involve
relatively large “epileptic” zones. The concept of an epileptic focus in humans has
come under considerable scrutiny, and a minimum volume of cerebral cortex appears
necessary for seizure onset. Once a seizure starts, inherent mechanisms within the
brain can either constrain or enhance the spread, often into a generalized tonic–clonic
convulsion. Such seizure pathways include the substantia nigra reticulata (SNr),
which may be responsible for one part of the generalization. Additionally, the
thalamus may enhance synchrony between the two frontal lobes.

Two basic types of spontaneous seizure disorders are recognized: partial and
generalized.1 Partial seizures emanate from specific regions of the brain, for example,
partial motor seizures arise from the motor cortex. Partial seizures may be either
simple (awareness and memory are maintained) or complex (awareness and memory
are lost for a period of time).

Mesial temporal or frontal structures are thought to be involved during a complex
partial seizure. A partial seizure may secondarily generalize, resulting in a general-
ized tonic–clonic seizure, often with versive head or eye movements. The operational
definition in epilepsy surgery of the volume of brain important in seizure onset has
been defined as how large a brain area must be resected to significantly decrease
seizure frequency. For mesial temporal origin seizure disorders, most of the temporal
lobe must be resected, including the central gray matter such as amygdala, entorhinal
cortex, and hippocampus, for adequate seizure relief.

For neocortical partial seizures, the area may be smaller or difficult to define,
depending on the region of cortex involved. However, many partial seizure disorders
can be treated by surgical resection if a specific location can be found for the seizures,
the area is resectable without too many neurological burdens (speech difficulties,
weakness, memory loss) for the patient, and the seizures are not bilateral in origin.
Only a small percentage of patients with refractory partial seizure disorders are
amenable to resection or are referred at an appropriate age for resection.

The second type of seizure disorder is generalized and is thought to arise from
the entire brain simultaneously. These seizures are more common in children and
may represent diffuse abnormalities in many regions of the cerebral cortex. For
example, some childhood epilepsies may result from subtle (but pervasive and
widespread) changes in ion channels regulating inhibition, particularly potassium
channels. Many of these channel abnormalities are due to gene mutations, and thus
may be hereditary. They may also be developmental in the sense that as the channels
change with development, other channels may substitute, so the seizures resolve
spontaneously. This type of epilepsy is called an idiopathic generalized seizure
disorder. Other types of generalized seizure disorders are designated symptomatic
generalized and are due to widespread brain damage; much of the cerebral cortex
is diffusely involved, giving rise to multifocal seizures or multiple seizure types.
The seizures may worsen with time or respond to various treatments.

Drug treatment is the mainstay of therapy in epilepsy. Many patients take at
least one medication. All the available anticonvulsants act primarily to suppress
seizures, and none is known to prevent the formation of the epileptic condition, such
as epilepsy after a head injury or central nervous system insult. However, most drug
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treatment interferes with fine cognition, particularly memory and complex thinking
skills during growing and learning, thus inhibiting social skills and acquisition of
learning skills. Additionally, many patients (potentially as many as 25%) fail to have
their seizures controlled by drug treatment and are considered refractory to medical
therapy. Even a single occasional seizure prevents activities such as driving a vehicle
or pursuing many occupations. 

The goal of therapy is to have rare or no seizures, if possible. Therefore, surgical
treatment for intractable patients should become a consideration usually when they
are children or young adults, when it is beneficial to increase participation in society,
and it is clear that medical therapy is not successful. For most epilepsy surgical
centers, surgical candidacy is considered after a patient has failed adequate trial with
two or more standard medications and had seizures for 2 years or longer. Initial
considerations for surgery are detailed localization of seizure onset and laterality
and determination of the types of seizures to investigate the feasibility of localizing
and removing an epileptogenic zone within the brain.4

6.2 SURGICAL TREATMENT

Surgical treatment for seizures began with tumor and obvious lesion resections to
remove the irritating sources. However, in many instances the cortex generating the
seizures was at a distance from a lesion such as a tumor, so the seizures did not
necessarily improve with lesion resection. After the electroencephalogram (EEG)
and direct electrocorticogram (ECoG) of the surface of the brain were developed,
this technique provided a method to determine localization of brain function, as
opposed to structural lesions. By the early 1930s, abnormal areas in the brain could
be determined by EEG before the procedure and by ECoG during surgery, and
resections of the functionally abnormal areas of the brain could be performed. This
technique of preoperative or intraoperative localization of an epileptogenic zone
based on an abnormal EEG still constitutes the standard form of epilepsy surgery,
including temporal lobectomy procedures and neocortical resections. 

A large number of patients present difficult localizations (too diffuse or in a
critical area of eloquent cortex, not amenable to resection) or bilateral (multifocal)
localization of seizure onset and abnormality. In addition, surgical resectioning of
brain areas, even if abnormal, invariably leads to new deficits, however subtle. For
many years, numerous attempts have been made to devise alternative surgical pro-
cedures that may be less invasive or may achieve benefits in patients not amenable
to traditional EEG-guided resections.

These novel treatments fall into two main categories: (1) past treatments, many
of which have now been abandoned, and (2) new translational treatments, still in
the process of testing and development. Many of these treatments have underlying
hypotheses of action not necessarily proven valid in a treatment sense.

Most current medical and surgical treatments for epilepsy are empirical in that
they were not hypothesis-based at the time of human application.1 Drugs are still
screened with a basic convulsion model (electroshock therapy in rodents) used to
assess ability to prevent death (ED50 dose). Many current surgical treatments such
as vagus nerve stimulators have no known mechanisms of action.5–7 The mechanisms
© 2005 by CRC Press LLC



of action of most anticonvulsants were studied after their utility in humans was
demonstrated, so standard anticonvulsants such as phenytoin, lamotrigine, and car-
bamazepine, for example, change the properties of the sodium channel involved with
action potential generation to favor single action potentials over bursts or groups of
potentials. While vagus nerve stimulation appears to have a mild effect on seizure
suppression (rather than complete seizure prevention), its mild effect fortunately is
balanced by a very low risk profile.

Resective surgery (such as temporal lobectomy) is based on the hypothesis of
removing an autonomous, epileptic zone so that abnormal output from the zone
cannot influence the remainder of the brain as a result of removing the epileptic
influence. Presumably over time more information may be realized about the mech-
anisms of action of empiric treatments.

6.3 PAST SURGICAL TREATMENTS

One interesting approach stemmed from a basic neuroscience observation: while
recording single neurons from nonhuman primate cortex, any neuron could be trained
by the animal to respond at a certain rate of neuronal action potential firing.8 This
rate-training capability through biofeedback is now a well-known capability of the
brain and it has been extended to EEG biofeedback training. Since neurons in
epileptiform regions in the brain tend to have too-high firing rates and fire in
abnormal patterns or bursts, considerable effort was made to try to alter the firing
rates (and hence suppress the tendency toward seizures) using biofeedback tech-
niques in nonhuman primates with induced seizure disorders.

Although the hypothesis was excellent, the afferent pathways to these abnormal
neurons appear to have been altered by the process of seizure disorder induction.
Thus, less brain control (and hence less biofeedback control) can be exerted over
neurons in epileptic zones. The concept was foiled by the nature of the epileptic
process, although much was discovered about afferent denervation in epilepsy from
this research. Since then, the concept that an epileptic region is autonomous from
normal brain control has developed.9

Other observations about epilepsy include the efficacy of a ketogenic diet,
usually for childhood epilepsy. A ketogenic diet is characterized by enhanced ketone
bodies in the blood stream and decreased glucose. Interestingly, ketone bodies are
taken up into the brain via one form of a monocarboxylate transporter (MCT). MCT
transporter levels fall rapidly after the neonatal period and weaning because a
mother’s milk has a high content of ketone bodies and lactate, both requiring MCT-
based transport. Thus, in early childhood, uptake of ketone bodies into the brain is
lower; the uptake can be upregulated over time on the ketone diet. The mechanisms
of the moderate suppression of the ketogenic diet on epilepsy still remain elusive
although a switch in central nervous system (CNS) metabolism, possibly to enhanced
gamma aminobutyric acid (GABA) levels, may be critical.10

Additional conceptual treatments include focal cooling because direct brain
cooling at the time of a craniotomy may successfully abort seizures. Other local
factors important in suppressing or aborting seizures include enhanced sensory input.
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Patients may occasionally be able to abort focal motor seizures by increasing sensory
input to the affected part of the body, which may suppress the motor cortex through
increased inhibition. 

One treatment approach that evolved over time is stimulation therapy with
electrical current or magnetic flux applied directly to the brain or across the skull.
Although cortical stimulation (particularly in regions of hyperexcitable brain) can
initiate seizures, cerebellar surface stimulation was suggested initially as a treatment
for cerebral palsy and abnormal movement disorders.11 This technique followed the
partial effects of destructive lesions of the dentate nuclei of the cerebellum in cerebral
palsy. However, although cerebellar surface stimulation applied to the anterior lobe
and placed under the tentorium had little effect on movements, it was noted to have
a partial effect on reducing the rate of generalized seizures. 

While this effect was empirical initially, numerous stimulators were implanted
through the 1970s. Although a randomized trial published later showed minimal
clinical benefit, the concept was established that CNS stimulation had potential to
improve seizure control.11 Follow-up nonhuman primate studies showed that the
primary effect was on enhancing alertness, and was a direct stimulation effect
equivalent to enhancing brainstem reticular system function. Because many seizures
occur in a hypnagogic state (toward sleep onset), enhanced alertness may exert a
mild anticonvulsant effect. This is an example of a purely empirical treatment (with
many advocates), with some insight into potential mechanism of action achieved
through basic science studies. It is the complete opposite of a translational approach
where ideally the hypothesis is developed first and treatment is second.

Direct cerebellar stimulation waned after demonstration of lack of efficacy (as
happens with many empirical clinical treatments), but the concept that nonspecific
brainstem stimulation may result in a mild, anticonvulsant effect persisted. Another
technique to promote such stimulation is vagus nerve stimulation, which was tested
and approved by the U.S. Food and Drug Administration (FDA) based on the earlier
concept.7,12 Although the mechanism is not known (and presumably relates to the
same type of nonspecific brainstem effect seen for cerebellar surface stimulation),
this empiric treatment has little risk and is well tolerated. However, vagus nerve
stimulation is not likely to make an intractable patient seizure-free. It may merely
decrease the number of seizures and perhaps their severity. Investigations regarding
the relative worth and specific indications for vagus nerve stimulation are ongoing.
Despite mild efficacy and lack of a specific hypothesis, the technique has numerous
advocates.

6.4 NEW SURGICAL TREATMENTS IN CLINICAL TRIAL 
OR PRECLINICAL EVALUATION

The vagus nerve stimulator is an example of an open-loop system that is constantly
stimulated (at some rate, frequency, and periodicity) without conscious or subcon-
scious feedback from the patient to indicate whether the stimulation is effective.12

Several other open-loop systems are now anticipated and are in clinical trials,
particularly subthalamic nucleus (STN) stimulation and thalamic stimulation.13–18
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The success of the standard, open-loop deep brain stimulator (DBS) systems
from Medtronics for tremor and Parkinson’s disease led to many other conceptual
uses of the device. STN stimulation may lead to SNr suppression; the SNr is
important as a common mediatory for the motor output of a generalized seizure.
Thus, constant STN stimulation has been suggested and tested, similar to the type
of stimulation used for Parkinson’s disease.13 However, very little is known about
the EEG and cortical effects of STN stimulation or its role in mediating seizures in
patients that will require study with implanted EEG electrodes. This type of study
has been performed with vagal nerve stimulation.19,20

Although STN stimulation may result in acute cortical and possible seizure
suppression, chronic stimulation may actually result in circuitry changes that are
potentially proconvulsant. Thus, intermittent stimulation may be critical, highlight-
ing the sparseness of knowledge about effective stimulation patterns for various uses.
Theoretically, an STN system may work best in demand mode, in which some event
(e.g., the patient senses an aura or seizure prelude) may trigger the stimulation to
prevent a seizure.21

Other regions suggested as showing anticonvulsant effects with open-loop stim-
ulation include several areas of the thalamus. The thalamus is known to aid propa-
gation from one hemisphere to another, in other words synchronizing seizures,
particularly frontal lobe seizures. Anterior thalamic lesions were suggested to
improve generalized (frontal lobe-based) seizures. Following in this vein, DBS of
anterior and medial thalamus is now in initial clinical trials to analyze whether any
anticonvulsant effects arise within different regions.16,17,21,22

Hippocampal stimulation has also been suggested for partial complex seizures
of hippocampal origin. These treatment sites use some form of intermittent (but still
open-loop or constant) stimulation, theoretically blocking seizure throughput. It is
unclear whether thalamic projections to the cortex may also result in some form of
long-term suppression of a seizure tendency in the cortex as well.

Other types of treatment in clinical trials include stereotactic radiosurgery for
temporal lobe seizures.23 The dose of the radiation in this case is similar to single-
dose treatments for tumors and produces some initial irritation of the brain areas
and perhaps mild destruction without necrosis. This treatment is currently in clinical
trials at several epilepsy centers; the trial format compares the new treatment to the
standard current clinical treatment of temporal lobectomy. Other types of clinical
trials also include various approaches to temporal lobectomy, and optimal methods
to manage childhood seizures. A number of treatments, particularly for temporal
lobe-mediated seizures, are not in small initial clinical trials. 

6.5 CLOSED-LOOP OR DEMAND EPILEPSY FEEDBACK 
SYSTEM

A need still exists to develop alternative methods for controlling chronic epileptic
seizures. The concept of an unsupervised method for detecting and treating
epileptic activity automatically, in other words a demand system, has been widely
proposed.13,21,24–27 In many ways, such a system is equivalent to a demand for a
heart pacemaker or defibrillator. This visionary event-controlled approach is rad-
© 2005 by CRC Press LLC



ically different from and inherently more powerful in scope and application than
any current treatment for chronic epilepsy.

A seizure feedback system could be an effective treatment scheme for focal
seizure disorders, or potentially even for more diffuse generalized seizures, if applied
to an output system that controls diffuse propagation. Such a system would function
with an afferent limb able to sense the pre-ictal state in a local region of the brain,
using either implanted or surface EEG electrodes or multiple single-unit electrodes.
Clearly the seizure detection arm would require evaluation of the best area for
electrode placement, similar to current invasive schemes. Once the pre-ictal state is
reliably detected and processed, then an efferent limb in the region of the seizure
can be used to cancel or convert an early pre-ictal rhythm into a less synchronized
state.28–33

The clinical applicability of this type of system depends on detecting the pre-
ictal state before any clinical manifestations occur and converting the state locally
into one less likely to lead to seizure occurrence, in other words preventing the
seizure from developing. Additionally, this type of system should not introduce any
conscious awareness of the efferent treatment effect, such as pain, which would
preclude general usefulness. The clinical applicability and current state of develop-
ment of this type of system will be reviewed.

6.5.1 DEMAND EPILEPSY TREATMENT SYSTEM: IMPLEMENTATION

A definitive treatment scheme21,34,35 involves three main parts (Figure 6.1): 

1. A method to detect pre-ictal activity that is representative (specific and
sensitive) to the pre-ictal epilepsy state for any patient, usually with
implanted electrodes on the surface of the brain or within the brain 

2. A technique to process information from these electrodes and generate
an output signal with a threshold to indicate a possible seizure state in
development 

3. An efferent or control method to take the output signal and generate a
subconscious effect that would abort or stop the seizure in germination
so that it would not occur 

The critical aspect of these aims of an ideal system is that the patient should
not know about the detection or treatment; if a seizure occurs, the system is a clinical
failure. While it is much easier to detect a highly synchronized seizure event, once
a seizure has started treatment is too late because the patient has already lost
awareness and the clinical implications have already occurred. However, in some
seizure states, the goal is not necessarily to prevent all seizures; the goal may be to
reduce the number significantly, similar to vagus nerve stimulation.

The need for a demand or feedback control system remains controversial, par-
ticularly because several (completely empirical) open-loop stimulation studies in
humans (constant anterior or medial thalamus stimulation, constant or intermittent
STN stimulation, and vagus nerve stimulation) are currently in progress. The con-
sensus is that constant stimulation is theoretically much less effective than some
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form of intermittent stimulation because the networks excited by the stimulation
may become refractory and may not provide the necessary inhibition sufficient to
prevent seizure development. However, a demand system requires the hypothesis
that the development of a seizure may be both detectable and also critically inter-
rupted during the build-up period, before an inter-ictal hyperexcitable occurrence
generalizes to include more and more cortex. These aspects will be individually
reviewed.

6.5.2 DETECTION SCHEMES AND ELECTRODES

EEG and ECoG analysis paradigms have been more or less successful in detecting
pre-ictal activity, particularly increased synchronization and decreased level of com-
plexity of the EEG signal (i.e., less chaotic). 24–26,36–40 However, many of these have
not been tried in significant animal models or on humans and the effects of noise
and extraneous signals have not been adequately included. The location of such
electrical recordings depends upon the level at which ictal activity is to be interrupted.
For example, if a seizure is already generalized throughout much of the cortex and
is bilateral, almost anywhere over the scalp or deep structures may be sufficient
because the signal is highly propagated. However, at this late stage, the brain has

FIGURE 6.1 (See color insert following page 146.) The critical elements of a demand or
feedback system for epilepsy include three major components: (1) a sensing arm or group of
macro (EEG) electrodes on the brain surface or implanted near the maximally abnormal area
that are critical for detecting both the pre-ictal state and the transition into seizure; (2) EEG
processing for the detection of the pre-ictal state, usually considered optimal when the seizure
is still building and the state can be interrupted in a subconscious fashion; and (3) stimulation
or medical treatment to interrupt the seizure. The final component may be most efficient if
administered near the origin of the seizure, but could also be a systemic injection, for example.

EEG Processing in Implanted
Chip to Detect Pre-Ictal State
Prior to Seizure Occurrence

Interruption of Pre-Ictal Seizure
State by Focal Treatment within
Critical Brain Region, Using
Implanted Electrode/Catheter

Implanted Brain
EEG Electrodes
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already been significantly involved with the seizure and will undergo interruption
of ongoing function and post-ictal changes.

The more desirable detection would reside in a region close to the hyperexcitable
zone, such as hippocampal depth electrodes for mesial temporal lobe complex partial
seizures. An event should be detected before the patient becomes aware that a seizure
is starting, and the detection method should abort even local seizure propagation.
This would allow more subtle methods to be used to control or terminate an event
(since less brain is involved), particularly at the subclinical level. These detection
algorithms clearly need analysis and assessment. 

The critical issues to be resolved for individual patients include electrode place-
ment and how to determine optimal placement, particularly for invasive, implanted
electrodes, because all of the envisioned systems would be required to be completely
internalized (but with some external remote control possible, similar to current DBS
systems). Because epileptogenic zones are often difficult to localize to small regions
of the brain, the localization of sufficient electrodes to bracket areas of the brain
critical for ictal onset is a continuing challenge.

Detection depends on monitoring sufficient areas of the brain so that all possible
pre-ictal states may be recorded, particularly in patients with multiple seizure types.
This localization approach is radically different from current epilepsy monitoring,
where the point is to localize an epileptogenic zone to a sufficiently small region
that a resection may be feasible. These seizure detection electrodes would optimally
be near a hyperexcitable region associated with seizure onset (as determined by
surface or depth electrodes). For permanent purposes, an implanted depth electrode
located near the zone of seizure origin (Figure 6.1) and optimized for EEG detection
or stimulation (or both combined in one electrode set) would be ideal. 

6.5.3 PROCESSING SYSTEM 

Processing and detection systems are commonly linked to a variety of dynamical
approaches where changing ongoing activity slightly may deter the system from
proceeding to seizure.21,25,26,28,31,33,36,38,39,41 The disadvantage of most systems is that
the processing time to detect a pre-ictal state is too long for real-time use. In many
cases, realistic human data (usually from invasive recordings) has not been used to
analyze how successful the various algorithms may be. However, a large variety of
approaches, depending on the baseline and ictal activities in particular regions of
the brain, may be chosen.

Detection systems may have to cope with a wide variety of pre-ictal and ictal
onset patterns, many of which are already well characterized in EEG studies. For
example, in many cases temporal lobe seizures involve a desynchronized state before
the highly synchronized ictal state appears and many other variations may also exist.
This variability in pre-ictal onset, depending on location in the brain and type of
seizure, and the likelihood of noise added to any EEG/ECoG system, may contribute
to difficult pre-ictal or seizure detection. However, both Litt and Iasemidis suggested
that a seizure state may actually be developing for several hours, which may provide
sufficient opportunity for perturbing this ictal development at an early stage.25,37,38

Although may reports have focused on direct ictal detection and subsequent seizure
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disruption,28,29,30 some comparative studies are trying different algorithms to assess
relative efficacies of seizure detection schemes.24,26 

Further developments may require multiple detection algorithms employed
within a single system. Although it is proprietary, the current Medtronics system in
clinical trials uses alternative detection schemes with an external processing box
because of the space required for the computer. However, it is anticipated that an
internalized system will be critical, although the types of computer processor and
algorithm to be used have not yet been confirmed. Clearly, the simpler the algorithm
(and the more likely to function in real time), the more likely it will fail or not be
applicable to a wide range of pre-ictal states. Thus, the development of small, totally
implantable computer systems that can handle these challenges will require sophis-
ticated biomedical engineering support.

6.5.4 METHOD OF SEIZURE TERMINATION

Many modes of electrical feedback have been applied in both slices and in vivo
cortex to try to terminate seizures, which usually involve invoking some form of
surround inhibition or reversing polarity of an ongoing event. These work far better
on a local basis instead of on larger areas of brain.28–32 Any form of stimulation can
also trigger a seizure because the stimulation is usually anticipated to be applied to
an epileptogenic zone. Thus, gradients of stimulation current sufficient to disrupt an
ongoing ictal build-up and too small to generate a seizure may be required. Local
stimulation with a clearly defined regional onset may be most beneficial to smaller
regions of brain. Stimulation may also be patterned in such a way as to minimize
seizure onset and to maximize seizure disruption, if possible.

There is a large question of the importance of the SNr in the motor output of
a generalized seizure, but the effects of stimulation of this region on cortical areas
responsible for the seizure or involvement of the cortex in general are unclear. It
may be less than helpful to suppress only the motor output of a seizure if the
entire cortex has already become involved in a generalized seizure; this will not
improve cortical functioning and may only serve to limit damage. This is similar
to the role of corpus callosotomy, following which individual cortical areas remain
active and undergo ictal events but cannot generalize due to the lack of commis-
sural connections. Cortical functioning (i.e., memory, cognitive functioning) does
improve even though safety may not improve due to persistent (and more focal)
seizure activity.

Likewise, several areas now suggested for stimulation to prevent seizure are
highly nonspecific. Older studies of cerebellar and brainstem stimulation were shown
only to heighten awareness via reticular activation. Vagus nerve stimulation may
also function in this manner (although it is not well elucidated). Anterior thalamic
stimulation may primarily serve to prevent commissural spread in the frontal areas;
how it will affect cortical functioning remains unclear. Does a need exist for further
empiric studies on alternative nonspecific sites that may lead primarily to mild
suppression of diffuse cortical dysfunction? Pursuing a specific therapy that may
function on a subclinical level with a feedback or demand loop would seem to be
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more logical, particularly with the goal of arresting a local positive feedback loop
before a significant region of the brain is involved. 

Methods to arrest local development of a seizure could also include local paren-
chymal, intracerebroventricular or system delivery of drugs although few drugs are
approved for intrathecal or parenchymal delivery and diffusion is limited.41,42 The
proposed and patented Ludvig system involves local detection and local drug appli-
cation in a demand sense but, of course, any direct brain delivery of medication will
require rigorous study for FDA approval.41 Systemic delivery of a drug may be
effective but would also produce generalized effects. Electrical stimulation of a focal
region is attractive, but it would exert a limited field of effectiveness, and if ill-timed
could heighten hyperexcitability and thus aggravate seizure activity.

Cardiac demand systems in current clinical use appear to be highly effective at
detecting abnormal rhythms and generating sufficient electrical pulses to abort abnor-
mal rhythms and restart more normal beats. It is tempting to suggest that some of
this technology could also be applied to pre-ictal detection of seizures. Other modes
of diffuse stimulation could include cranial nerve inputs such as trigeminal30 or the
current vagus nerve stimulation, but in intermittent stimulation mode. Magnetic
stimulation to some regions may also be inhibitory, as may many of the current sites
in thalamus, STN, or hippocampus. Many proprietary systems in development, which
are neither publicized nor published, may overcome some of these difficult chal-
lenges. However, many of these systems may not become general knowledge unless
they are effective or FDA approval is gained.

6.6 REQUIREMENTS FOR CLINICAL APPLICABILITY

One approach is to use current patients who are undergoing video EEG monitoring
and add various stimulation sites for short-term assessment of efficacy and cortical
effects of a feedback system. This would allow testing of all three aspects of a
demand system. Many patients undergoing video EEGs also have implanted depth
electrodes, and stimulation of the depth electrodes is currently underused as a
possible method for seizure control.

Such research studies would have to be added after sufficient clinical information
is garnered to localize seizures. However, pre-ictal detection could be determined
post hoc with application of known algorithms to optimal EEG or depth electrode
signals. The cortical effects and clinical effects of stimulation or medication at
different sites could also be determined on a short-term level, with possible targets: 

1. Near the seizure initiation zone, such as in the hippocampus 
2. The subthalamic nucleus with unilateral or bilateral implanted electrodes 
3. The trigeminal nerve if a suitable location could be found for stimulation

within or adjacent to the nerve 
4. Rapid systemic medication delivery

In addition to short-term studies, a combination of detection, processing, and
suppression methods could be tested using a number of types of seizures. It is difficult
now to argue for long-term implantation of stimulation electrodes at any of these
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sites until short-term data on clinical effects and side effects can be obtained. In
addition, the stimulation level at which seizures can be suppressed will be critical
as will the feasibility of suppression prior to clinical expression of a seizure in a
subconscious pre-ictal state.

Clearly, one long-term goal is to design, develop, and clinically test an “intelli-
gent brain-pacemaker” device to detect neural activity preceding clinical manifes-
tations of an epileptic seizure and disrupt this pathological brain state through
intermittent electrical stimulation of a brain region or a peripheral cranial nerve.34,35

Like a modern demand heart pacemaker, a brain pacemaker would operate autono-
mously to interrupt the development of an epileptic seizure at a critical early time
period without intervention from the patient, physician, or other individuals. 

6.7 CONCLUSIONS

A number of advances in epilepsy treatment are already in development or are
undergoing clinical trials at a time when a large number of new drugs that may
decrease the need for new surgical interventions are also available. Additionally,
childhood and neonatal seizures and status epilepticus are more aggressively treated
early now, as better protocols for status are now in use.

As episodes of febrile seizures and status decline, significantly fewer patients
may experience later complex partial seizures because in many instances mesial
temporal sclerosis appears to have arisen from early episodes of febrile seizures that
terminated in status epilepticus. Thus, better early medical treatment may prevent
the development of later intractable epilepsy, and could eventually decrease the
population for whom surgical therapy of any type is considered.

Despite a number of new modalities of treatments on the horizon, an ideal system
would consist of pre-ictal seizure detection in a critical area of the brain, and then
a counteracting influence (local or systemic drug injection, local or diffuse electrical
stimulation, etc.) to prevent ictal onset completely. From a clinical perspective, the
only effective surgery is one that completely prevents seizure, avoids social stigmas
attached to patients with the disorder, and maintains optimal neurological function-
ing.
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7.1 INTRODUCTION

Neuroprosthetics encompasses a wide variety of interfaces with the nervous system,
usually considered in the context of clinical abnormalities or disease. The concept
stems from clinical concerns about functional independence and integration of indi-
viduals into society and far-reaching visions of direct interactions of the brain and
mind and external events. 

Conceptually, all devices such as typewriters and cars can be considered
brain–machine interfaces (BMIs). The mind controls the machine via buttons, pedals,
or wheels. The interface is inherently inefficient. Brain output must be translated
into motor movements and then mechanically transmitted to the device. In many
disease situations, the brain is preserved but its output mechanisms in the periphery
are neither functional nor attached, making interaction with the outside world impos-
sible. Reestablishing a means of interacting with the world by directly connecting
to the source — the brain — is the essence of BMI development.

Because all nervous system interaction with the environment normally depends
upon both peripheral sensory input and motor output, mind control of action and
direct channeling of sensory information into the brain are tantalizing concepts
because of the enormous possibilities of control inherent with a more rapid and
scalable interface. This visionary approach is rooted in a large number of treatises
in the literature, many of which view both positive and negative aspects of “mind
control” and particularly suppression of free thought and action.

Current and potential technologies appear rooted in the alleviation of subnormal
interactions with the environment in disease conditions, and ethical views of how
to apply technology remain highly varied. All aspects of human behavior inherently
possess both constructive and destructive sides, including use of extremities for
gathering food and participating in combat. An important question is whether tech-
nology should be suppressed, solely to prevent ethically inappropriate actions, in
spite of potentially significant enhancements to society overall.

This issue is not resolved and should continue to be debated, but the decision
as to how to implement technology always rests on individuals who can exert
choices. The continuing hope is that ethical considerations can maintain pace
with technology advances. For example, ethicist Arthur Caplan argues that
enhancing brain function is a natural extension of our human tendency to improve
ourselves, in many cases with prosthetics. However, the principles of individual
choice without coercion should always be preserved along with freely available
access.1

In a variety of medical conditions, for example, spinal cord injuries, strokes, or
degenerative neurological diseases such as amyotrophic lateral sclerosis (ALS),
patients may lose their abilities to use their arms or communicate. They frequently
remain alert and maintain cognition, but in many ways they are unable to convert
their thoughts into actions. For example, an upper cervical injury patient with
quadriplegia needs to activate devices to promote action for activities of daily living
such as eating, using a wheelchair, and entering data into a computer. Patients with
communication deficits arising from severe left hemisphere infarcts may not be able
to signal intents or basic needs to caregivers.
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In these situations, cognition and most or all of the cerebral cortex and subcortical
structures are intact, but peripheral control has been partially or completely lost.
While a large variety of prosthetic aids currently available can enhance function,
very few prosthetic devices that can be controlled using existing output channels
are available to this group of patients.2–4 Obviously, the ideal output channel would
be a direct bidirectional data stream to and from the patient’s brain that would bypass
all the inefficiencies associated with today’s prosthetic devices. Thus, development
of new capabilities for enhanced interaction with the environment and treatment of
clinical conditions are high clinical priorities pushing neuroprosthetic developments.

As part of this clinically driven need, a variety of neuroprosthetic devices are
available, but in general they are unidirectional and do not take full advantage of
brain encoding algorithms for optimal implementation. These devices include
cochlear prostheses, deep brain stimulating (DBS) devices for tremor and Parkin-
son’s diseases, and visual (retinal and cortical) and auditory prostheses in develop-
ment, along with peripheral prostheses for functional electrical stimulation.5–7

Technology advancements now in progress, however, may eventually lead to far
more complicated brain–machine interactions that could lead to a direct link between
a patient’s brain and an actuating device, leading to highly efficient and effective
ways for certain groups of patients to interact with the world.8–13 This chapter will
initially review current devices and then discuss implementation of conceptual
devices for enhanced brain–machine interactions.

7.2 CLINICAL CONDITIONS APPROPRIATE FOR 
NEUROPROSTHETICS

A large population of individuals must deal with reduced interaction with the envi-
ronment, for example, because of sensory deficits such as blindness and deafness,
motor output limitations such as those caused by ALS, quadriplegia, and severe
cerebral infarcts, and communication and speech deficits. All of these factors or
conditions prevent full and normal environmental interactions, and in many cases,
gainful employment and participation in activities of daily living. 

These conditions can be roughly categorized into two groups. The first includes
situations in which the supratentorial central nervous system (CNS) is intact but is
damaged at either the brainstem or spinal level. The cerebral cortex and cognition
are functional (as they are in a quadriplegic or patient with ALS), but the central
representation of the periphery is altered due to drastically changed sensory input.

The most severe situation is the “locked-in” patient with a brainstem stroke or
damage that has left him or her with normal cortical functioning, but who has virtually
no residual interface with the environment except for perhaps eye movements.4,14,15 

In the second group are patients whose supratentorial CNS suffered damage, as
in the case of stroke accompanied by aphasia or hemiparesis. This group includes
patients who have impaired communication with the environment and often consid-
erable reorganization of function within the cortex to accommodate the damage.16,17

Both groups of patients have profound needs for enhanced communication, interac-
tion with the environment, and control of external devices to maintain quality of
life, independence, activity of daily living, and output of creative thought.3,8,11,13,14
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Most current prostheses depend on residual peripheral control, for example, eye
movements or residual limb movement, to activate external devices. The devices are
highly limited in bandwidth, in terms of ability to transmit effective information
between the brain and the environment. For this reason, considerable interest has
developed in a direct brain–computer interface that will allow direct brain control
of external devices or natural limbs. The potential for this type of interface includes
a higher bandwidth and more natural control by using signals generated by the brain
to interact with the environment. 

7.2.1 SENSORY DEFICITS

Deficits in sensation include both special sensory functions (vision, hearing, vesti-
bular function) and somatic sensation. These deficits can include both inadequate
sensation, such as partial or total blindness or the distorted or altered sensation that
can occur in various pain syndromes. Clearly, severe deficits arise from blindness
and hearing deficits, leading to impetus for development of augmentative devices
such as cochlear prostheses. Other approaches to enhancing individual functioning
include sign language and Braille communication.13,15,18

Some patients also experience distorted or enhanced somatic sensation from a
variety of sources (usually referred to as dysesthesias) that commonly result in states
perceived as uncomfortable, for example, pain associated with root compression
such as radiculopathy and sciatica, neuropathy, benign chronic pain states, and spinal
cord injuries. These conditions are highly bothersome to the affected individuals.
Even though the conditions are neither life-threatening nor significant in terms of
loss of function, patients commonly seek treatments for relief. For example, periph-
eral nerve, spinal cord and midbrain/thalamic stimulation have been used commonly
for more than 30 years for the relief of pain, in part driven by patient suffering and
need for treatment.

7.2.2 MOTOR DEFICITS

Motor deficits include those arising from CNS sources and those from peripheral
lack of control. For example, patients with hemisphere or brainstem strokes may
show hemiplegia (inability to move on one side), while patients with spinal cord
injuries commonly have upper or lower extremity impairments or both. While lower
extremity impairments interfere with walking, the inability can often be overcome
by simple use of a wheelchair or other assistive device. Attempts to achieve com-
puter-generated walking through direct muscle stimulation (known as functional
electrical stimulation or FES) have shown some ability in aiding muscle movement.
Upper extremity and hand function deficits are much more devastating and preclude
most tasks; they also have minimal rehabilitation potential and usually require
significant assistance even for activities of daily living.

Another type of deficit is caused by ALS, a disease that may also affect the
brainstem and upper cervical spinal cord, resulting in intact cognition but impaired
speech and hand motion — a severely debilitating combination for interactions with
the external world. Cerebral palsy, a severe motor syndrome, affects the basal
© 2005 by CRC Press LLC



ganglia. Patients often have intact cognition with almost complete inabilities to
express themselves. Peripheral injuries and congenital defects, including lack of
upper extremities (iatrogenic or traumatic amputation, for example) may also prevent
translation of thoughts into actions. For all these conditions, a residual peripheral
output such as a small muscle contraction could be useful for device control, but
only in a highly limited format and with minimal information transfer for complex
output of thoughts.

7.2.3 COMMUNICATION DEFICITS

Communication deficits (in the presence of intact cognition) can vary from direct
brain limitations (such as expressive aphasia) to lack of peripheral output (such as
a brainstem stroke with a locked-in syndrome) to abnormal peripheral output such
as dysarthria. These conditions are all very common. Because most human interac-
tions consist of speech and vocalization, persons with communication deficits may
have severe problems defining and stating even their basic daily living needs.

Most current approaches to enhancement of communication problems depend
on residual output such as muscle contractions that can then trigger devices to achieve
external speech or virtual choice output, but such devices are highly limited in terms
of letter and word throughput.18 Theoretically, the information coded into speech —
intentions, thoughts, and opinions — must be neurally coded and could potentially
be gathered directly from brain output. However, speech is inherently inefficient.
The right word to express thoughts does not always exist. Conceivably, a highly
efficient, more direct connection among people could bypass the need for vocaliza-
tion altogether. 

7.2.4 ENHANCEMENT OF NORMAL FUNCTION

In addition to applications for clinical conditions involving reduced interactions
with the external environment, many individuals are interested in augmenting
normal functions. Augmentation beyond normal innate human function has been
a common thread in the entire history of human development. Tools and devices
were designed to improve on normal human sensation and motor function. For
example, eyeglasses, laser keratotomy, microscopes, and telescopes all enhance
vision beyond normal ability. Hearing can be augmented by speakers, micro-
phones, and other paraphernalia.

Most plastic surgery procedures, joint replacements, and other medical
approaches are not always performed only to treat medical conditions; they are
intended to improve function beyond what a patient normally experiences. The
difference between ordinary augmentations and neuroprosthetics lies in using
devices to mimic inherent brain signals for enhanced or direct sensory input into
the brain, and decoding of normal brain signals for alternate channeling of motor
output function.

Although a variety of methods have been utilized, many current (and projected)
neuroprosthetic devices are implanted directly into the brain. Implantation has the
advantage of bypassing peripheral inputs and outputs, hence decreasing the time
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between signal and brain response. For example, a motor output could be channeled
directly to a device for enhancing motor control on a microscopic, macroscopic, or
larger-than-human level, resulting in considerable scaling of effort, far beyond the
capabilities of the ordinary human motor system. Additionally, the time to response
could be far less with direct inputs and outputs into the brain by speeding up a reflex
loop, assuming the brain can keep pace with such external devices. 

Time and physical scaling enhancements have obvious practical importance for
extending human control to environments that are hostile to biological tissue or, for
example, aiding space exploration by decreasing delay in transmission. As argued
in a recent article by noted ethicist Arthur Caplan,1 such augmentation is a natural
extension of the long human interest in tool use and extends our understanding of
the universe beyond our meager physical senses and motor capabilities although it
potentially requires brain implants to access the nervous system directly.

Implants in other areas of the body, for example, breast implants, are well
tolerated by society. The main limitations of a scheme for enhancing brain function
are deciphering inherent brain encoding of sensation and motor function and achiev-
ing a stable interface between electrodes and the nervous system at a sufficiently
small level to be meaningful for brain components, particularly axons and neurons
on the micron scale. Excessive stimulation or recording interfaces may lead to
unrealistic stimulation of multiple nervous elements, resulting in less-than-specific
responses or noise and ranging across too many neural elements for decoding of
neural output.

Since enhancement of human performance and nervous system function are
commonly employed now, how would such system be perceived and used in a wider
arena? Clearly, the ethical issues point to self-determination and use, in other words,
coercion to use a device would argue strongly against self-determination and free
choice, particularly for implantable devices. Another ethical aspect to consider is
universal access to such self-enhancements to prevent unfair advantage. Of course,
most current self-enhancement advantages (expensive colleges, SAT preparation
courses, etc.) already have limited access, usually based on cost. Whoever applies
augmentation technology should bear these ethical principles in mind, particularly
for implantable devices, to avoid coercion (as with other types of medical care),
maintain individual self-determination, and allow the widest access possible.

7.3 CATEGORIES OF NEUROPROSTHETIC DEVICES

Categories of neuroprosthetic devices are determined by the nature of their interac-
tions with the nervous system. For example, unidirectional sensory stimulation of
the nervous system has been used for many years to control pain at the thalamic,
midbrain, spinal cord, and peripheral nerve levels; cochlear implants are more recent
innovations. Unidirectional control for seizures has also been available for many
years. Stimulation of the cerebellum was initially used and vagus nerve stimulation
is more recent. Both techniques are used regardless of inter-ictal or ictal state.
However, most devices could be improved by expanding the degree of control
provided by feedback, which will be discussed in subsequent sections.
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7.3.1 UNIDIRECTIONAL SENSORY NEUROPROSTHETIC DEVICES

The development of neuroprosthetic devices has only recently become feasible
through advances in many aspects of the required technology. Stimulation of somatic
sensory axons at the peripheral nerve, spinal cord, or brain level has been used in
a nonspecific fashion to relieve pain for more than 30 years. The decoding of normal
sensation has not been attempted, particularly for a complex signal.

Pain stimulation involves the insertion of an abnormal signal (usually perceived
as a buzzing feeling, like an electric razor). This abnormal signal, if perceived in
the somatopic area of discomfort, can mislead the nervous system into removing
the uncomfortable sensation. Other types of sensory neuroprosthetic devices include
vagus nerve stimulators for epilepsy. These devices do not rely on conscious per-
ception of a stimulus, but rather subconscious brainstem stimulation, similar to the
predecessor device, cerebellar stimulation (see Chapter 6 regarding demand seizure
treatments).

An example of a more complex sensory device is a cochlear prosthesis in which
microstimulation via platinum/iridium (Pt/Ir) contacts leads to direct activation of
the cochlear nucleus, producing “sounds” that can eventually be discriminated by
patients after some training. Direct brainstem stimulation of the cochlear nucleus is
also being attempted, but the decoding of the input is much more difficult for the
patient because natural sensory channels are not directly activated. Other complex
unidirectional sensory stimulation devices in development include retinal visual
prostheses that stimulate the optical nerve head directly at the back of the retina and
direct visual cortical stimulation. These complex sensory stimulation systems clearly
require high degrees of specificity of stimulation and considerable training to enable
patients to perceive such stimuli. 

7.3.2 UNIDIRECTIONAL MOTOR NEUROPROSTHETIC DEVICES

Although they were developed initially for pain control, deep brain stimulator
(DBS) implants were removed from the U.S. market in the 1980s. However,
Medtronics developed a new version of the DBS electrode and received FDA
approval for use in movement disorders in 1999.7 Currently, DBS is approved
for tremor control, Parkinson’s disease and more recently, dystonia (on a com-
passionate basis). Because of the common availability of the DBS device and a
simple, unidirectional stimulator system (basically, the same types of device
control that are available for pain sensory stimulation devices), many additional
experimental applications using this device for more than motor control are
discussed later.

The current generation of DBS appears to produce motor control through
constant stimulation of abnormal motor circuits, similar to the way the common
lesions such as thalamotomy (for tremor) and pallidotomy (for control of dysk-
inesias in Parkinson’s disease) worked. The DBS system has now become a
common template for considerations of other types of brain implants because of
the direct brain electrodes and associated circuitry and telemetry required for
external control.
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7.3.3 OTHER UNIDIRECTIONAL NEUROPROSTHETIC DEVICES

The availability of the DBS system has led to its reconsideration for use in psycho-
surgery. Previous applications of brain surgery to control disorders of the mind and
thought usually involved coercion (i.e., frontal lobotomies performed at mental
institutions) and permanent lesions, with high risks of unexpected side effects and
death. DBS is usually considered to offer a reversible effect that the patient can turn
on or off at will, thus introducing the patient autonomy made possible with medical
treatments. The low risk of DBS (approximately 6% total implant risk) also is a
considerable improvement over the often brutal forms of frontal lobotomy and
psychosurgery previously performed. Thus, DBS may be an excellent alternative for
some psychiatric disorders in which medical treatment has failed, particularly in
comparison to electroconvulsive therapy (ECT), because of low implant risk and
reversibility.19

The two most common surgical sites to be considered are the cingulum, in
contrast to the lesion-based cingulotomy, and the anterior limb of the internal
capsule. The disorders currently being assessed for DBS treatment include obses-
sive–compulsive disorder (OCD) and severe depression. Both conditions severely
interfere with patients’ functioning. Depression can lead to suicide risk, which will
extend hospitalization. DBS may be a significant improvement over older lesion
surgery to treat both conditions because the stimulation can be tailored better and
can be simply turned off by the patient if unwanted side effects appear.19

Other new applications of currently available DBS systems include constant
stimulation for epilepsy, currently in clinical trial as anterior thalamic and substantia
nigra reticulata (SNr) stimulation (see Chapter 6 for a detailed discussion). Both
types of stimulation appear to affect seizure frequency although the mechanisms are
not yet clear. However, both appear to cause tachyphylaxis or loss of stimulation
efficacy with constant stimulation, possibly due to plasticity in the circuits stimu-
lated. These early results suggest that a demand stimulation system with intermittent
controlled stimulation may be better overall (see Chapter 6).

These devices are all examples of one-way systems. They allow only one-way
communication with the CNS without direct capability for feedback.5,6 Current
neuroprostheses utilize indirect channels into the CNS via either microstimulation
or macrostimulation of a region or a nerve or motor output detection. The examples
discussed illustrate many of the problems and issues of direct interfaces with the
nervous system and the need in many instances to provide some form of training to
improve the performance of the device. 

7.3.4 BIDIRECTIONAL OR FEEDBACK NEUROPROSTHETIC DEVICES

A feedback system allows a neuroprosthetic device to self-adjust for ongoing cir-
cumstances and provides demand control as needed. For example, for seizures, a
system would sense a pre-ictal or ictal state and then initiate an anticonvulsant or
anti-epileptogenic action (electrical stimulation, drug injection, etc.) rather than
provide constant stimulation (see Chapter 6). For motor applications, this would
take into account a natural training effect, critical for motor learning, by exerting
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visual, tactile, or combined control of the device, similar to how motor learning
occurs with natural limbs (Figure 7.1). Such feedback is crucial to adjust for different
loads, for example, and improve accuracy with motor learning. 

7.4 DECIPHERING NERVOUS SYSTEM INFORMATION

Information in the nervous system is primarily routed in action potentials that serve
as communication media. Processing of these action potentials occurs at many levels,
including presynaptic, postsynaptic and glial–neuronal interactions.20–25 In some
cases, neurons aggregate spatially, leading to common extracellular summation of
their individual action potentials if synchronized. These extracellular reflections of
hundreds or thousands of neurons occur typically in regions with closely packed

FIGURE 7.1 (See color insert following page 146.) Summary of critical aspects of
brain–machine interface. The sensing or afferent arm consists of multiple single neuron
electrodes implanted into cortical or subcortical structures. The electrodes detect neuronal
single-unit activity (right) that is then sorted for spike occurrence and processed for spike
timing information. This more limited data can then be sent via telemetry from an implanted
system to a local processing computer where the signals are then converted into a prediction
for future action. The third part of the system is the actuator driven by the predictions and
honed with visual or sensory feedback to improve functioning on subsequent trials. The
actuator may be a real device (robot arm or wheelchair) or a virtual device (computer for
speech synthesis or keyboard control).

Spike Processing
and Telemetry

Prediction Algorithm to
Reconstruct Future Action
From Past Spike Events

Real (Robot) or Virtual (Computer)
Action for Motor or
Communication Augmentation

Visual
and Sensory
Feedback

Implanted
Brain Electrodes
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neurons arranged in arrays, such as the hippocampus and cerebellum.26 Evoked
potentials are also synchronized by a common stimulation event leading to a recog-
nizable waveform, for example, with auditory evoked potentials.27 Synchronous
activities of even larger groups of neurons are evident as electroencephalogram
(EEG) signals that can be obtained from the surface of the brain and the surface of
the scalp. 

However, averaged signals such as evoked potentials and EEGs are only
external reflections of brain events.4,13,15,26–29 These external signals suffer con-
siderable information loss because the control signal is derived from thousands
or millions of neurons averaged across time and space. For example, an EEG can
lead to control of approximately six or seven characters per minute on an opti-
mized keyboard for a short period, but this is very limited for most communication
purposes.13 A large variety of devices and approaches to neuroprosthetics are
available but none involves a robust control signal that can be derived directly
from the brain to lead to fast, reliable conversion of thoughts into actions.5,6

Although information in the brain is conveyed between neurons in reliable packets
or action potentials, decoding their information content has proven very difficult,
even for motor signals.30 Intuitively, the highest level of information content in
the brain is at the action potential levels of single neurons, but the recording and
decoding of these signals to generate a signal for external control and events has
proven highly challenging.3,8,12,14,25,31,32

The challenge leads to two problems: (1) a high throughput reliable control
signal to directly link the brain with external devices for translation of thought and
communication into action,5,6 and (2) the inherent understanding of what packets
of action potentials mean to the brain and how information is transmitted throughout
the brain via this common signal, particularly the understanding of concurrent
streams of action potentials from multiple neurons as parallel signals between
regions. This challenge can be posed from two different angles — the clinical
treatment domain of using a control signal (regardless of its meaning if it works)
to actuate an external event, and the research domain of interpreting brain coding
and networks of neurons involved in coding to explain mechanisms of brain func-
tioning.

7.4.1 SENSORY ENCODING AND STIMULATION

Sensory encoding appears to be specific to sensory modality and proximity to
the primary receptor. For example, auditory encoding is complex and remains
highly controversial, even though many receptors and much of the cochlear nerve
are clearly tonotopic. At the peripheral level, many receptors (pressure or tem-
perature receptors) can be measured as having monotonic responses to their input,
leading to frequency encoding of the sensory modality. However, at the thalamic
level, somatosensory encoding appears to be much more complex due to the
processing at intermediate levels. Such processing may also reflect abnormal
sensory or pain states, as has been demonstrated in a few patients by thalamic
recordings made while they underwent treatment for pain.20 For many intended
motor neuroprosthetic functions, activation of thalamic sensory feedback may be
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critical to perceive proprioception and sensation for tactile encoding, which may
improve motor learning. For example, tactile perception may aid device perfor-
mance where visual perception fails, for example, objects with different weights
and the same appearance.

7.4.2 MOTOR ENCODING AND RECORDING

Electroencephalography has been used to drive devices intended to replace lost motor
function.29 However, the massive summation of electrical activity recorded as an
EEG is so general that the output remains unable to generate clinically useful motor
movements. Many other techniques exist for studying the output of the brain,
although they may not be ideal for use in a BMI designed for use as a human
prosthetic. Functional magnetic resonance imaging (fMRI) focuses on blood flow
changes that result from metabolic activity areas of the brain. Optical imaging
provides information about the activities of neurons by virtue of an intrinsic optical
signal generated when neurons are electrically active through changes in tissue
swelling (see Chapter 5).

Although these techniques have the advantage that they are noninvasive to the
brain, the temporal and spatial resolutions of such techniques preclude their utility
in a real-time BMI, where information must be updated at least 10 times per second.
For a BMI to demonstrate sufficiently rapid motor output for real-time motion
requires at least a 10-Hz response. Also the instrumentation involved with such
techniques does not lend itself to something that could be adapted for permanent
use by humans. These limitations preclude their effective use for providing a control
signal. 

7.4.3 IS INFORMATION ENCODED AS AN ENSEMBLE?

Measuring the electrical outputs of individual neurons in the brain has been the main
technique used by neurophysiologists to study the brain for nearly a century. Since
the first implantation of an electrode in the brain by Adrian in 1926, the considerable
utility of this technique has been recognized and its use in neurophysiology has
blossomed. The benefits of sampling multiple neurons at the same time from a
research subject are now more appreciated, and over the past 20 years led to the
development of the multielectrode recording technique.21,23,33,34

The capability to make such recordings also led to questioning of the older
concept of labeled line theory — that an understanding of the functioning of the
brain can be traced back to the properties of individual neurons. Rather, the
multielectrode technique emphasized the role that populations of neurons play
with simultaneous parallel activities. These techniques led to the study of neuronal
ensembles and the ways in which multiple neurons participate in generating
behavior. Such groups of neurons may be spatially clustered or spread throughout
the brain in a functional circuit. The number of neurons involved in naturally
encoding even a simple task remains unknown, but preliminary estimates for
motor control have suggested more than 500 neurons may form an aggregate that
can specify control accurately.5,6
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7.5 IMPLEMENTATION OF MOTOR 
NEUROPROSTHETIC DEVICE

Intense ongoing research is focused on understanding the complexities of the
mechanisms by which neuronal firing translates into motor activity. It is generally
agreed that multielectrodes constitute the most promising technique for acquiring
raw data that could be used to drive a useful motor BMI.21 The resolution of the
raw brain signals provided by this technique appears to show the essential
attributes of sufficient time resolution (greater than 10 Hz) through interpretation
of action potential occurrences. The downside remains that direct implantation
of electrodes within the brain is required, with all the inherent risks of any
neurosurgical technique including neurological injury, bleeding, and infection (as
indicated in Figure 7.1). 

Obviously, a noninvasive technique would be ideal, but no suitable candidates
for such an externally recorded signal exists. For reasons mentioned above, the
multielectrode technique is currently the most suitable for developing a BMI that
could be implantable in humans in the near future. Indeed, single neuron versions
of such a human BMI using implanted neurotrophic electrodes were implemented
and published by Kennedy and Bakay.14,35 The reason for using a multineuron output
requiring an implanted electrode array within the brain instead of an external signal
such as an EEG is that information within the brain is specifically relayed through
a complex combination of outputs from individual neurons (in the form of action
potentials). This goal of real-time multineuron recording has become possible only
recently, with the advent of very fast, real-time multiple channel amplification and
processing of multineuronal signals to allow updating of the output control stream
at up to 100 Hz.

7.5.1 RECORDING TECHNIQUES AND LOCATIONS

Based on the recent emphasis on studying more neurons in awake and behaving
subjects, a multitude of electrode designs have emerged that could potentially be
adaptable for use in a BMI. The key factors in electrode design for use in a human
brain–machine interface include: 

1. Quality and stability of the signal obtained 
2. Longevity of signals after the electrode is implanted 
3. Number of neurons that can be sampled 
4. Sizes of electrodes and biocompatibility of electrode material 

Many different approaches to address these issues are underway. The two main
types of electrode designs used for research today that could conceivably be adapted
for use in a BMI application are microwire arrays and printed circuit silicon micro-
electrodes. Microwire arrays consist of individual wires made of stainless steel,
tungsten, or Pt/Ir, with diameters of 15 to 80 µm. The wires are arranged in a
configuration ranging from sixteen to several hundred wires per array. The wires
are coated with insulation and the tips are cut bluntly so that the actual recording
surface is only the tip of the wire.
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Blunt tips have been shown to provide the best long-term recordings, unlike
sharp electrodes intended for acute recordings. However, blunt tips do not penetrate
the coverings of the brain (pia and arachnoid), in contrast to traditional sharp tungsten
microelectrodes. This problem can be overcome for deep (subcortical) recordings
by opening the pia surgically and inserting the electrodes through a cannula or guide
tube. Surgical opening of the pia can also remove critical blood vessels, irritate the
cortex, possibly lead to seizures, and sufficiently damage the underlying cortex that
it may be difficult to obtain recordings even from cortical layer V. Thus, how to
suitably pass blunt microwires into the cortex remains a challenge. The recording
wires are then attached to a connector which, after implantation, is attached to a
headstage where amplification, filtering, and processing of the action potential
signals begins. 

Using the microelectrode wire arrays, each microwire can record up to four
single units with an overall yield of approximately one unit per electrode
implanted.34,36 By implanting large arrays across different areas believed to be rel-
evant to generating motor movements, more than 100 neurons have been recorded
simultaneously in awake and behaving nonhuman primates. The recordings remained
relatively stable with only minimum decay in the number of individual neurons
identified over a period of months to years.36 While the overall number of single
cells decays slowly, it appears that the exact same neurons are not recorded each
time. This fact becomes important in analyzing and transforming the data stream
into a useful output that can adapt itself with a minimum of time and effort on the
part of the patient. If different neurons are active daily, does the BMI have to be re-
trained daily or is the ensemble information sufficiently stable that the overall
population retains training information?

Many versions of silicon and biologically inspired electrodes for detecting output
signals from single or multiple neurons have been developed but their stability over
time and local brain damage have been questioned.14,21,31,35 Simple microwires have
been used successfully for chronic recordings in humans37 and animals2,23,34 for many
years. The microwires have the advantage of low resistance and ability to detect
multiple neurons simultaneously because of their relatively large surface areas.

 Pt/Ir microwires show inherently minimal damage at the electrode–brain inter-
face even with constant stimulation and have a long-term history of low toxicity
with Medtronics’ DBS electrodes.7 The typical size of these microwires is 30 to 40
µm; they usually have Teflon insulation, and the ends or cut surfaces represent the
electrode surfaces.37

Whether cortical or subcortical targets would be better for electrode implantation
is still unclear. Many years of neurophysiology research generated a large body of
knowledge about the motor cortex and related areas, perhaps due to their surface
location and availability.30 This research supports the idea that information about
motor control of limbs is coded in the outputs of cortical neurons. Equally compelling
data indicate that subcortical locations such as nuclei of the basal ganglia, and
particularly the thalamus, contain the information necessary to coordinate motor
movements of the extremities.20,22,24

Neurosurgeons have decades of experience in passing electrodes to various
targets in the thalamus and basal ganglia, including making recordings for the
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purpose of treating movement disorders. Such procedures have a known track record
of minimal morbidity and mortality (only a few percent). In fact, passing electrodes
to deep brain targets is now a standard procedure, usually performed for DBS
placement.7 Logistically, it is also easier to place electrodes precisely in a deep brain
target compared to the cortex, as a deeply placed electrode must pass more tissue
that effectively acts like an anchor. While deep brain targets may be technically less
challenging, most research paradigms that could be adapted to a BMI have arisen
from work focusing on the cortex, making the cortex a target as likely as the
subcortical region for a human BMI. 

The ideal location for cortical electrodes is also unclear. Neurons in M1 (Brod-
man’s area 4) are known to be broadly tuned to a variety of different motor move-
ments.30,34,36 M1 has an expanded layer 5 with large Betz cells making targeting with
electrodes easier. Premotor cortical areas involved with motor planning have smaller
cells that are more difficult to record from, but are theorized to contain more pertinent
information for driving a BMI.34 Posterior parietal areas involved with associating
motor and sensory information are also of interest.

These and other regions have been studied extensively and shown to be
important for generating motor commands that produce reaching movements.
Wessberg et al. showed that information regarding motor movements is widely
distributed across the cortex.34 However, certain parts of the cortex such as
premotor areas apparently contribute a greater amount of information based on
their functional specialization.34

The emerging picture seems to be that while motor information is widely
distributed, certain areas of the cortex would be better for implantation of a BMI
in the sense that more information is encoded in these areas or that the BMI may
be easier to train. Additionally, most motor information is carried through the
thalamus prior to reaching M1, including the output of large motor loops from
the basal ganglia (presumably for directing initiation and overall motor plan
selection) and the cerebellum (for error correction during the motion), which
converge on the motor thalamus. Thus, the thalamus may provide an excellent
recording area for a BMI.

Adult human cortical reorganization occurs as a result of deafferentation and
motor learning.16,17,38 The properties of the cortical neurons of a sensory-deprived
human such as a spinal cord injury patient or someone suffering from ALS may
change and that could impact the ability to extract useful signals from such cortex.
It is also known that cortical reorganization can take place based on learning or
practice of fine motor tasks of the fingers in terms of expansion of the cortex
dedicated to the fingers involved in the motor task.

Rhesus monkeys can intentionally modify the firing rates of single neurons.39

This ability was confirmed in humans with the implantation of two neurotrophic
electrodes in a single ALS patient who was able to modify the firing rate of the
neurons on 10 occasions.14,35 These data lend further support to the idea that an
implanted human subject can learn to use a device connected to the central nervous
system through training-related modification of cellular properties. 

An interesting study suggests that after learning to use tools to reach for items,
rhesus monkeys showed changes in visual receptive field firing correlating to
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incorporation of the tools into their body schemata.36 Taken together, all these lines of
investigation suggest that humans could potentially learn to use new prosthetic limbs
connected to their CNSs and incorporate such devices into their body schemata so that
the devices would feel like natural extensions of their bodies.

It remains unclear how much effort or training will be required to achieve this.
Also, only humans can determine whether the effort to learn to use and manipulate
a device would be worth the final function, in other words, determining whether a
device is useful for enhancement of their motor or communication functions.1,13,18,33,35 

7.5.2 SIGNAL PROCESSING AND ACTION POTENTIAL PROCESSING

After a stable multineuron signal can be recorded and amplified, a method of
combining or interpreting the signals is required (Figure 7.1). For a motor neuro-
prosthesis, this requires combining or translating the multineuron signals into a
robust motor control signal such as three-dimensional arm movement in space that
can be replicated on a robot.2,3,32,34,36 Various approaches to such processing of spike
data into a desired target control data set have included linear combination algorithms
and recurrent neural networks. However, this final control signal must be translated
with sufficient detail that a peripheral device is capable of understanding and acting
on the signal.

The presence of visual feedback provides a more rapid training path toward such
a virtual task to allow direct feedback on the performance.12,32 Continued work on
action potential processing is needed to resolve critical issues such as spike sorting,
spike detection, and whether binning of spikes is desirable. Additionally, knowing
whether an adaptive signal processing component is needed to adjust to changing
task demands will be critical as opposed to allowing innate brain plasticity to
integrate motor and sensory signals into motor learning.

7.5.3 MOTION IMPLEMENTATION

Communication with and activation of an external device are required for a motor
neuroprosthesis. An appropriate motor control device such as a robot arm with a gripper
to be controlled by a brain–computer interface is needed to perform tasks such as
eating.5,6 Many virtual tasks are also of great relevance, for example, an optimized
keyboard will allow rapid transmission of characters for communication.40,41

Using this paradigm of direct visual feedback, a complex arm movement task
can be duplicated using a robot arm and the animal will not have to move its own
extremity. The task can be duplicated at a distance, as evidenced by an Internet
demonstration of robot arm movement.34 Convincing preclinical studies indicate the
feasibility of a direct brain-to-machine interface using multineuron recording arrays
in the cerebral cortices of nonhuman primates. This robust demonstration in nonhu-
man primates strongly indicates sufficient feasibility to proceed with initial human
studies for a similarly designed motor prosthesis. Serious questions remain regarding
how many neurons will be required to produce fine motor movements that could
replace the functions of fingers. This factor will ultimately decide the utility of such
devices and their long-term success. 
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Several additional aspects of brain–computer interfaces have also been inves-
tigated in nonhuman primates. Techniques for electrode array (16 to 128 elec-
trodes per array, each electrode a microwire) implantation into the cortex have
been devised; the electrode recordings are stable up to 2 years.21,36 The microwires
provide excellent long-term, multiunit neuronal recordings with typical extracel-
lular triphasic profiles.

Multichannel systems have been devised for recording from a large number
of channels (up to 512 currently), using a commercially available system from
Plexon (Dallas, TX). These systems include amplification (usual gain of 10,000
larger signal), filtering (300 Hz to 5 kHz), analog-to-digital conversion (12 bits,
40 kHz per channel), spike detection, and spike sorting. The output from the
Plexon System focuses on captured waveforms (1 to 2 msec in duration) together
with timing; using the captured waveforms allows off-line improved sorting
based on waveform detection and clustering algorithms. The timing of these
sorted neuron spike waveforms then can be transmitted in real time (usually at
10 Hz updating) to a processing computer that uses past and current neuronal
behavior to predict the position of the arm in space. The accuracy of this
prediction can then be compared to the real motion in initial studies in which
the arm can be directly measured. This comparison shows excellent fidelity of
predictions to actual position.

An external actuator including a small robotic arm device (Sensable 1.5 Phan-
tom) or a large robust robotic arm for heavier tasks has been developed. The accuracy
of the predictions using a linear algorithm has been excellent, ranging up to 90%,
and this entire scheme continues to be updated frequently. Thus, in practice, a
nonhuman primate can rapidly learn to control the external device using the brain
interface directly, if sufficient visual feedback is provided to properly clue the
animal.5,6,34 

7.5.4 SENSORY FEEDBACK

For motor learning, some form of visual or tactile feedback is critical to assess
performance. For the nonhuman primate studies, the feedback form can be a video
screen with a cursor or a real device that can be visually followed (i.e., a robot arm).
For actually gripping and picking up objects, some form of tactile perception related
to the object is also needed to enable the user to gauge weight and mass.

Counter-pressure must be placed on the gripper to counteract gravity, depending
on the weight of the object, for example a cup containing liquid. Thus, a combination
of tactile and visual feedback may lead to more optimal performance. How to
introduce this tactile feedback is unclear, but variable pressure on a preserved
dermatome (i.e., over the neck or scalp) has been suggested. However, a direct input
into a sensory area such as the thalamus may be the critical technique needed,
provided that sensory encoding can be deciphered and an appropriate stimulus
generated, such that the patient can use this stimulus as representing gripper pressure.
The complex integration of the motor output and the visual and tactile inputs into
the brain will require considerable plasticity on the part of the brain, clearly requiring
significant training for use.
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7.5.5 CLINICAL APPLICABILITY AND DESIGN QUESTIONS 

What would a motor neuroprosthetic device look like? Several typical examples are
common in the literature, one of which is an electric wheelchair control.12 A wheel-
chair could be controlled to move forward or in other directions at a certain rate,
mimicking an external joystick with direct brain control, with perhaps audio feedback
for collision detection when near an object not otherwise visible.5

Another example is a robotic arm for enhancing independent eating to aid a
patient with quadriplegia and minimal hand or arm function. The common aspects
of such a device include a brain electrode array implanted in one or more areas of
the brain with detection and sorting of the action potential data from the electrode
array. These data can then be combined in a linear, nonlinear, or other optimized
format into a device output stream, for example, a set of coordinates (X, Y, Z) for
delivery to the robotic arm to control motion. This type of device has been shown
to work well in nonhuman primates for control of an external device such as a robotic
arm (Figure 7.1). In addition to motor neuroprostheses, communication aids are also
critical for compassionate needs of individuals with disabilities.13–25,29,35,40 Most
communication aids connect to a computer for a virtual screen output or a synthe-
sized speech output, for example.18,42

The size and shape of a final, implanted product would likely resemble the
current version of Medtronics’ DBS electrode that is commonly implanted into brains
to control tremors and Parkinson’s disease.7 This DBS electrode currently includes
a brain electrode (1 mm in size, 4 contacts), an electrical extension, and a control
unit (implanted in the chest wall, similar to a pacemaker).

A likely neuroprosthetic system would include a 1-mm, 64-contact array of
microelectrodes with independent microwires implanted into the cortex or a subcor-
tical structure (such as the motor thalamus). An implanted system would then connect
to a chip containing preamplifiers and spike sorting, then processed via a chip
encoding a motor algorithm and transferred via radio telemetry on a regular wireless
computer network frequency to an external device for actuation. Important engineer-
ing questions remain regarding the step at which to transmit signals outside the body.

The more processing occurs in vivo, the simpler telemetry becomes. However,
in vivo signal processing has an obvious disadvantage of requiring more complex
implantable electronics. An initial system would include visual feedback to identify
the accuracy of the intended response and allow correction on subsequent trials. A
more sophisticated system could include direct sensory feedback to allow, for exam-
ple, detection of weight and other properties to enable more sensitive tasks to be
performed. This envisioned system would be close to the size, degree of invasiveness,
and compassionate use of the DBS system already common in clinical practice. The
device is well accepted by patients and presents relatively low risk of untoward brain
complications.

Researchers have considerable impetus to work toward a fully implantable
system for eventual human application. However, many unknowns remain regarding
the needs of such a system for current implementation. For example, the specifica-
tions of implanted electrodes — configuration, location, optimal number of
microwires — are not known. Other needs include fully implantable amplifiers,
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filters, and spike sorting devices that can serve as parts of an implantable system.
For example, a 96-channel amplifier, filter, and spike sorting circuit could then be
routed to a processing chip (possibly a DSP) that would extract a movement code
relevant to the task at hand from the spike train data. Finally, the results of this
movement code extraction would be broadcast via a standard 802-11b/g wireless
computer network to a local computer for control of an external device. 

This goal is very different from those associated with other types of neuropros-
theses, such as functional neuromuscular stimulation devices intended to recreate
artificially a pattern of muscle stimulation for a functional purpose (such as arm use
or walking). Rather than attempt to reactivate the body’s own musculature that may
lack internal nervous system control through disease or injury, the goal of a motor
neuroprosthesis is to develop a direct, high-bandwidth signal channel between the
brain and the external world. This signal channel could carry intention and commu-
nication messages and direct functional motor tasks using an external device (such
as a robot arm). While such a signal could eventually be used to reactivate the body’s
own limbs, this is far from reality, whereas control of an external device is feasible
immediately and of significant clinical relevance. 

Achieving a fully implantable system is a stepwise goal. The first step is
surgical. Electrodes with the appropriate configuration and hardware must be
developed and tested intraoperatively until a working prototype is achieved. Much
experience in this regard has been gained from experiments with nonhuman pri-
mates. Once intraoperative recordings can be made, the next step is to demonstrate,
as was done in primates, that long-term stable recordings can be made from human
cortex or subcortical structures. Most likely, the first implants will be temporary,
connected outside the body via wire connections that can be maintained for weeks
in an inpatient setting.37 Such a setup will answer many important questions such
as neuronal yield, stability of signals, and the applicability of previously developed
decoding algorithms to these signals. The first generation of actuating devices
could also be tested and patient effort and training necessary to use them assessed.
Based on such experience, fully implantable designs including telemetry could be
conceived. 

7.5.6 INCORPORATION OF DEVICE INTO BODY SCHEMATA 
WITH TRAINING

In addition to providing information on the technical aspects of device control and
adequacy of the signal output from the multineuronal electrode, a considerable
intangible component of this project will be further understanding brain function.
For example, one concept of brain functioning is that an ensemble of neurons is the
critical unit of processing, but the size of such an ensemble is unknown. Another
concept to be evaluated is how widespread over the brain the signals representing
even a simple motor function may be, both before and after training.5,6,34

If a large area of the brain is involved with motor processing, even remotely,
then it may be much easier to tap into control signals in many different locations
including traditional nonmotor areas such as the frontal lobe and subcortical regions
involved with motion. Additionally, motor learning by definition involves incorpo-
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ration of a device into an extension of the body so that control of the device becomes
subconscious.36 For example, learning to ride a bicycle involves a progressive capa-
bility to understand stability, speed and direction, which ultimately becomes auto-
matic. Motor learning by nature is disrupted by conscious thought of the activity.
Therefore, a critical aspect to be investigated is whether incorporation of the motor
function of a neuroprosthetic device occurs at the subconscious level and becomes
a more or less automatic control (similar to a limb). 

7.6 IMPLEMENTATION OF A NEUROPROSTHETIC 
COMMUNICATION DEVICE

In addition to patients with motor dysfunctions, a large group of patients have
difficulties with communication.13,18 In cases of cortical damage, the difficulty could
be expressive or receptive aphasia, for example, whereas cerebral palsy involves a
global difficulty with motor output and hindrance of voice communication. Cur-
rently, such patients often rely on minimal residual motor function for output, such
as using a toe for typing or elbow motion to make choices, for example, from a
yes/no dichotomy.

An established array of devices using binary choices for speech and activity
selection, virtual keyboards, and other computer uses is already available.40 How-
ever, the devices (such as virtual typing on an optimized keyboard) could function
far better with improved control signals from the nervous system. Thus, a
brain–computer or BMI has been long sought for communication disorders. The
first brain implants of single channel electrodes were intended to improve com-
munications in highly disabled patients, those with severe strokes and locked-in
syndromes.14,35

The goal of the implants in such cases was to offer improved communication
output through virtual keyboards and control of computer cursors, and the devices
had some success. Thus, a more complex multineuron BMI may offer a more
substantial signal throughput to enable more sophisticated communications and
integration into society. All the schemes discussed earlier for multineuron implants,
signal processing, and connection to external devices apply equally to communica-
tion disorders and motor disorders.

7.7 FUTURE DIRECTIONS AND CONCLUSIONS

Development of neuroprosthetic aids follows a clear hypothesis that multineuron
outputs can offer improved signals for external device control if decoding of the
signals from appropriate brain regions can be accomplished. Thus, neuroprosthetics
by and large offers a glimpse into translational neuroscience and neurosurgery,
particularly development of devices. Many laboratories have convincingly demon-
strated that the goal of an effective motor neuroprosthesis can be accomplished in
nonhuman primates, and one group has successfully taken this effort to human
application.43
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Ethically, offering enhanced functional motor or communication independence
to a patient deprived of such abilities appears to be a more compassionate goal than
relieving tremor, for example, yet brain implants are commonly done for the latter,
with excellent patient acceptance.1 A large number of neuroprosthetic devices are
now in common clinical use and many more sensory and motor aids have been
conceptualized or are in various stages of development. The technology for increas-
ing sophistication of these implanted devices continues to rapidly grow, anticipating
in the near future possibilities for both effective motor control as well as sensory
enhancement.
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8.1 INTRODUCTION

Disorders of movement represent the frontier of understanding of brain function in
that the basic mechanisms underlying normal (and abnormal) movement can be
ascribed to individual brain structures, but the detailed functions of these structures
and their interactions are not well understood.1–7 The clinical treatment of movement
disorders, particularly through neurosurgery, highlights the evolution in understand-
ing nervous system function. In many instances, incompletely proven hypotheses,
serendipity, and simple trial-and-error have led to advances in patient treatments
prior to a full mechanistic understanding of the disease process or the treatment
effect.

For example, the basal ganglia represented completely unknown territory in the
1930s when Russell Meyers began neurosurgical extirpation of the caudate and
putamen for various movement disorders. This fascinating history extends to the
present day, as radio frequency lesion generation, deep brain stimulation (DBS), and
other approaches to disorders of the basal ganglia are proposed and tested in patients
with movement disorders.1,6,8

Several factors profoundly influence the development and improvement of
treatments for movement disorders. First, the neural systems likely to subserve
motor control (basal ganglia, globus pallidus, and ventral thalamus) are still only
loosely integrated into schemes that can account for normal motor control,
although lesions of these structures are clearly associated with pathological
disorders of movement.5 Second, one of the many critical lessons in the treatment
of movement disorders is that the functional effects of particular therapeutic
interventions may be far different under pathological conditions than they are
under normal conditions. Therefore, the impact of many proposed therapies may
be somewhat unpredictable.

This chapter provides an overview of the spectrum of movement disorders,
discusses the functional connectivity of basic motor-associated circuits in the brain,
and reviews current surgical treatments of movement disorders. We hypothesize that
the next generation of movement disorder treatments will involve a number of new
approaches including more sophisticated sensing and stimulation systems, novel
medical delivery systems, new medications, and gene therapy.1-3,7,8 This chapter
introduces several preclinical and clinical investigations along these lines, suggesting
that clinical applicability of such therapies may potentially follow within the next
few years. 

8.2 SPECTRUM OF MOTOR ABNORMALITIES

Traditionally, motor disorders are classified into two main groups of abnormalities:
those in which movement is hypokinetic or less than normal, and those in which
movement is hyperkinetic or greater than normal. Parkinson’s disease is the classic
hypokinetic disorder, with bradykinesia and rigidity as hallmarks, although pill-
rolling resting tremors are also common.5 This peculiar mix of decreased capability
for motion together with tremor produced the historical term paralysis agitans or
shaking palsy, still used as a clinical code.
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Hyperkinetic movement disorders include tremor, cerebral palsy, chorea, and
hemiballismus. Interestingly, in patients with Parkinson’s disease who have been on
long-term L-dopa therapy, almost all forms of hyperkinetic movement may also be
observed. These treatment-related dyskinesias are relatively newly discovered phe-
nomena, noticed only in the past 20 years when patients have remained on L-dopa
therapy for longer periods.5,9,10 Dyskinesia includes any type of dystonic posturing
or choreoathetotic movement and may be identical to the hyperkinetic features of
primary and secondary dystonias or cerebral palsy. This crossover from a predom-
inantly hypokinetic to a predominantly hyperkinetic movement disorder solely due
to treatment effects has blurred the traditional distinctions among movement disor-
ders. As understanding of the genetic basis of movement disorders increases, a more
proper classification scheme for movement disorders may become available. Partic-
ularly for the dystonias, Parkinson’s disease, and parkinsonian syndromes, this
evolution is already taking place.7,12

8.2.1 PARKINSONIAN SYNDROMES AND PARKINSON’S DISEASE

James Parkinson published his observations on shaking palsy in 1817.5 The chief
clinical symptoms of parkinsonian syndromes are tremor, rigidity, bradykinesia,
postural instability, autonomic dysfunction, and frequently cognitive impairment.
Parkinsonian syndromes can be the result of Parkinson’s disease or manifestations
of many other nonspecific conditions collectively referred to as secondary parkin-
sonism. Most patients with Parkinson’s disease initially respond to L-dopa therapy;
whereas many patients with parkinsonism do not. From this feature arises one initial
means of classification for this group of diseases.5 In both Parkinson’s disease and
parkinsonism, many axial symptoms such as freezing and nonmotor symptoms such
as autonomic dysfunction are resistant to current medical interventions.1,7,12

The pathological hallmark of Parkinson’s disease is a loss of cells within the
pars compacta of the substantia nigra and the presence of Lewy bodies in a fraction
of the remaining cells. The clinical features of parkinsonism arise in a wide variety
of degenerative disorders including striatonigral degeneration, progressive supranu-
clear palsy, corticobasilar degeneration, and Shy–Drager syndrome. Classically,
parkinsonism has been observed as a postinfectious manifestation of von Economo’s
encephalitis, a disease that peaked in Europe and North America in the early 1920s.
Parkinsonism may also result from toxins such as carbon monoxide, methanol,
mercury or MPTP from stroke or from head injury.

Initial therapy for a Parkinson’s disease patient can include amantadine, an
antiviral agent thought to augment the release of dopamine from striatal neurons;
selegiline, a monoamine oxidase inhibitor that slows the intracerebral degradation
of dopamine; pergolide, a synthetic ergot derivative that stimulates dopamine recep-
tors; and occasionally vitamin E, an antioxidant.2,5,10,12 As the disease progresses and
the efficacy of these treatments wanes, L-dopa is added to the regimen. L-dopa (or
levodopa), a metabolic precursor of dopamine, is the most effective agent for the
treatment of Parkinson’s disease. It is typically given with the dopamine decarbox-
ylase inhibitor carbidopa to prevent degradation of L-dopa in peripheral tissues.
After 8 to 12 years of levodopa–carbidopa (Sinemet) therapy, patients may begin to
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experience the long-term side effects of these medications, including dyskinesias,
and may be considered for DBS.1,3,8 Stimulating electrodes are placed into the globus
pallidus pars interna (GPi) or the subthalamic nucleus (STN). DBS appears to allow
a long-term reduction in Sinemet dosage, reducing the severity of medication-
induced dyskinesias.3,13–15

Responses to therapies such as surgery are very different for Parkinson’s disease
and the other forms of parkinsonism. As a result, the identification of patients with
characteristic histories of Parkinson’s disease, including slow progression and L-
dopa responsiveness, is very important to the choice of therapy. In addition, not all
features of Parkinson’s disease, including eye movement abnormalities and demen-
tia, are responsive to surgical intervention.1,7,15 Therefore, patients with predomi-
nantly treatment-resistant symptoms must be excluded from surgery.

Despite incomplete responses to therapy, the wide range of medical and surgical
interventions attempted in the treatment of patients with parkinsonism or Parkinson’s
disease suggests the high level of motivation for treatment present in both the patient
and physician populations. Furthermore, the resistance of many symptoms to both
medical and surgical therapy, including speech impairments, abnormal postures, gait
and balance problems, autonomic dysfunctions, cognitive impairments, and psychi-
atric disturbances provides goals for the development of new forms of treatment.7

8.2.2 TREMOR

Tremor is defined as oscillatory movement about a joint. Normal physiologic tremor
occurs in a range of 8 to 12 Hz in all muscle groups. Pathological tremor occurs in
a range of 4 to 7 Hz and preferentially affects particular muscle groups, such as
distal limbs. Pathological tremor may be subclassified into two main categories:
action (or postural) tremor and rest tremor.5 Action tremor is present during voluntary
movement and is absent when limbs are at rest. By contrast, rest tremor is present
in repose and suppressed during voluntary movement.

The most common form of action tremor is essential tremor. Such tremor often
arises in the second decade of life, may worsen with age, and is most pronounced
during attempts to maintain a fixed posture. It typically affects the upper extremities
and spares the lower extremities. The tremor is typically worsened with emotion,
fatigue, or caffeine and is generally improved with alcohol. Pharmacological thera-
pies for essential tremor include the beta-blocker propranolol and the anticonvulsant
primidone. Other forms of action tremor may occur with neurological disorders such
as multiple sclerosis or meningoencephalitis.

Rest tremor is commonly noted in Parkinson’s disease.5 The coarse 3- to 5-Hz
tremor occurs in the distal upper extremities during rest and is absent during sleep.
The tremor subsides with action such as lifting a cup, but immediately resumes when
the hand is still, such as when a cup is held close to the mouth. In Parkinson’s
disease, a mild tremor may be the principal manifestation for many years, with few
other manifestations of the disorder. The tremor may respond to pharmacological
therapy with the phenothiazine derivative ethopropazine (Parsidol) or the anticho-
linergic trihexyphenidyl (Artane). Other forms of rest tremor may occur with other
parkinsonian syndromes or Wilson’s disease. 
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 For patients with either action or rest tremor, the condition may be highly
disabling. Hence, many patients pursue treatment specifically for the tremor. DBS
has been approved for both essential action tremor and parkinsonian rest tremor.
The thalamus is the most common target of stimulation.1,3,11

8.2.3 GENERALIZED, FOCAL, AND HEMI-DYSTONIA

Dystonia is a tonic co-contraction of agonist and antagonist muscles in one region
of the body, resulting in a transient or persistent extreme of posture.16 Dystonia may
involve a focal group of muscles such as an eyelid (blepharospasm), the head and
neck (spasmodic torticollis), a hand (writer’s cramp), one side of the entire body
(hemi-dystonia), or the entire body (diffuse bilateral dystonia). Manifestations of
dystonic conditions may be progressive, initially appearing as mannerisms, and later
becoming more persistent.

Many forms of dystonia are idiopathic. However, dystonia also occurs secondary
to metabolic disorders such as Wilson’s disease, degenerative disorders such as
Huntington’s disease, drug toxicity such as haldoperidol intoxication, or cerebral
hypoxia. No clear pathologic changes are consistently associated with dystonia. A
severe form of heritable, generalized dystonia has been associated with mutations
of the DYT1 gene. This disorder, termed torsion dystonia of childhood, involves
progression from intermittent and focal involuntary movements to persistent contor-
tions of the entire body. In some instances, dystonia may be occupationally related,
such as spasms of the hand (writers), spasms of the hand and neck (violinists), and
spasms of the lip (trombonists). 

Although L-dopa, bromocriptine, benzodiazepines, and other pharmacological
interventions may be helpful in some cases, few dystonia patients generally
respond to medical management. In many cases of focal dystonia, therapy consists
of transient disruption of muscle function with botulinum toxin. In the past,
stereotactic lesioning of the ventrolateral thalamus or the pallidum resulted in
substantial improvements in axial symptoms for some patients.11 Recently, pallidal
DBS has been applied to the treatment of generalized dystonia.16 Stimulation of
the GPi has been observed to improve dystonia, presumably through effects on
pallidal afferents and connections to brainstem nuclei. Interestingly, such pallidal
stimulation requires a considerable period before showing treatment effects. Unlike
the DBS treatment of tremor or Parkinson’s disease, in which symptoms begin to
abate within seconds to minutes of DBS lead activation, the symptoms of dystonia
may only begin to improve after days to weeks of pallidal stimulation. This slow
onset suggests that considerable motor circuitry reorganization is required to
achieve observable effects. The mechanisms and motor circuits involved remain
unknown.

8.2.4 CHOREA AND CHOREOATHETOSIS

Chorea suggests dance-like rapid, involuntary, short-distance movements that vary
from simple to quite elaborate. Athetosis refers to a slow, writhing motion resulting
from an inability to maintain a fixed position in space. Chorea and athetosis are
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observed in Huntington’s disease, post-infectious Sydenham’s chorea, kernicterus-
associated basal ganglia injury, and L-dopa associated dyskinesias.5,7,9 Patients with
choreoathetosis often attempt to incorporate the involuntary motions into voluntary
movements, giving them a bizarre, dramatic character. Medical therapies for chore-
oathetosis are limited. Haldoperidol, a dopamine antagonist, demonstrates some
improvement of abnormal movements associated with Huntington’s disease.
Although many stereotactic surgical lesions have been proposed as treatments,
pallidal lesions and DBS have been the only effective treatments for Parkinson’s
disease-associated symptoms.1,3,11,15

8.3 BRAIN CIRCUITS CONCERNED WITH MOVEMENT

Multiple regions of the cerebral cortex, basal ganglia, thalamus, cerebellum, and
brainstem are involved in the control of movement. In addition, neuronal circuits
within the spinal cord contribute to complex motor control. The roles of these
multiple, interacting regions to motor control have been roughly delineated,5 but the
details of the functioning of these regions, particularly of the basal ganglia, remain
highly controversial. In general, physiological studies observed the activities of
various parts of the brain during the performance of specific, stereotyped two- and
three-dimensional movements.

The relationship of regional neuronal activity to the initiation of movement
and to the direction and type of motion was then observed across multiple trials.
It became apparent that primary motor cortex (M1) activity plays a pivotal role
in movement and is highly correlated with subsequent action. However, several
other motor areas also contribute to movement including pre-motor cortex (Area
6), posterior parietal cortex (PP), and the supplementary motor area (SMA).17,18

Two major loops modifying the cortical control of movement include the cor-
tex–basal ganglia–thalamus–cortex loop and the cortex–pons–cerebellum–thala-
mus–cortex loop reviewed next; brainstem control of axial motion is also exam-
ined. 

8.3.1 CORTEX–BASAL GANGLIA–THALAMUS–CORTEX LOOP

Among the basal ganglia, the putamen is more involved in motor control than the
caudate nucleus, and is tightly linked to the globus pallidus and thalamus. The circuit
from cortex to putamen, pallidum, STN, substantia nigra pars reticulata, back to
thalamus, and then to the cortex, is clearly involved in motor control. The circuit
has an inhibitory effect upon the motor thalamus leading to the theory that the circuit
tunes in certain desired actions while suppressing undesired actions. In Parkinson’s
disease, the depletion of dopamine in the putamen results in altered output from this
loop, significantly slowing movement.5,6 

Treatment with L-dopa leads to normalization of movement velocity by correct-
ing the disordered control effect of this loop upon thalamic and cortical outputs.
However, a lesion within the GPi for treatment of Parkinson’s disease11,15 that
theoretically should block the output from this loop actually enhances motion. This
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indicates that a reorganization of normal motor control circuits must occur in Par-
kinson’s disease so that motor output is subserved via alternative parallel pathways.

It is hypothesized that a decrease in dopaminergic input to the striatum in
Parkinson’s disease results in reduced direct inhibition of the GPi. In addition, the
lack of GPi inhibition of the STN leads to overexcitation of the GPi, particularly
because cortical excitatory input to the STN is preserved.6,15 With less inhibition
from the putamen directly upon the GPi and increased excitation of the GPi from
the STN, inhibitory output from the GPi to the thalamus is markedly increased,
resulting in a suppression of movement output from the thalamus. This model of
basal ganglia function suggests that GPi lesions may improve parkinsonian symp-
toms and thalamic lesions should not. However, thalamic lesions help reduce par-
kinsonian tremors, suggesting that this model may be incomplete. 

8.3.2 CORTEX–PONS–CEREBELLUM–THALAMUS–CORTEX LOOP

Cortical efferents from multiple regions project upon ipsilateral pontine nuclei. These
nuclei then project into the cerebellum. Cerebellar outputs project to the lateral and
posterolateral thalamic nuclei that, in turn, project upon the primary motor cortex.
This loop is thought to be important in motor control, particularly during motion.
In functional MRI studies comparing real and imagined motions, the cortex and
basal ganglia are active in both situations; whereas the cerebellum is only active
during real motion.19

The inputs to the cerebellum from the periphery are proprioceptive fibers, acti-
vated during motion. Many physiological studies suggest that the cerebellum stores
motor learning for sequential actions and serves to compare the stored plan for
intended movement with the proprioceptive evidence of actual movement. If an error
or deviation from the desired action occurs, the cerebellum is proposed to help to
restore the intended path by modulating the activity of the motor thalamus.

The cerebellum particularly coordinates multijoint movements. Hence, cerebel-
lar dysfunction is associated with ataxic movement, decomposition of movement
into single-joint components, and reduced correction of movement errors. No phar-
macological treatments for cerebellar disorders currently exist. The neurotransmitters
involved (glutamate and gamma aminobuteric acid or GABA) are highly nonspecific
and serve the entire CNS. Furthermore, little improvement of function follows
cerebellar injury, unlike neocortical injury. Cerebellar lesions therefore often result
in permanent ataxia and gait abnormalities.

8.3.3 BRAINSTEM CONTROL OF MOVEMENT

Both the basal ganglia and cerebellar loops impact motor output through motor
thalamic projections to the cortex. By contrast, brainstem nuclei have much more
direct effects. The motor cortex (particularly M1) has major direct efferents that
project to multiple brainstem and spinal cord nuclei. These brainstem nuclei are
particularly important for axial motor control. The red nucleus gives rise to the
rubrospinal pathway, the reticular nuclei of the pons and midbrain give rise to the
reticulospinal pathway, and the lateral vestibular nucleus gives rise to the
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vestibulospinal pathway. The pedunculopontine nucleus lies in a region whose
stimulation elicits walking movements. Brainstem lesions result in unwanted flexor
and extensor reflex posturing. Such posturing is believed to result from unbalanced
brainstem nuclei inputs to the spinal cord, without sculpting and control by the
cortex. Lesions of the cortex, basal ganglia, or thalamus result in maintained
extremity movement and reduce volitional movement. It appears, therefore, that
the brainstem is critical to the maintenance of unconsciously maintained antigrav-
ity tone. 

Due to complex interactions with the brainstem, abnormalities of axial move-
ment such as dystonia, are more resistant to treatment.16 Thus, one of the current
frontiers of understanding motion is defining the relationship between the cerebral
cortex and the brainstem nuclei and explaining how the contributions of these two
regions combine and influence spinal cord activities.1,7,15 Among the cortex, the
globus pallidus, and the thalamus, the globus pallidus is thought to have a greater
influence upon motor control. GPi therefore becomes the primary site to treat axial
abnormalities associated with dystonia. However, considerable further research is
required to assess whether direct interventions in brainstem areas might prove more
effective for the control of axial movement.

8.4 CURRENT SURGICAL TREATMENTS

Surgical treatments of movement disorders have varied widely over time, offering
a fascinating history of hypothesis-driven surgical therapy and the evolution of
effective therapeutic targets.1,6,15 Early surgical treatments of movement disorders
consisted of ablative procedures of the known motor system, ranging from ventral
rhizotomy to precentral corticectomy. For example, beginning in 1932, Bucy per-
formed subpial resections of the precentral cortex for the treatment of choreoathetosis
and tremor. In 1939, Meyer performed a transventricular ablation of the caudate
head and body to treat a patient with parkinsonian tremor. Later, Cooper, in attempt-
ing to perform a mesencephalic pedunculotomy for parkinsonian tremor, inadvert-
ently tore the anterior choroidal artery. Although the procedure was halted, the patient
awoke from anesthesia free of tremor. This led to the discovery that ablation of the
medial globus pallidus could relieve parkinsonian tremor.5,11,15

Along with extirpation of the ansa lenticularis, the abolition of abnormal move-
ments through lesions of the basal ganglia represented a major advance because
patients were spared the hemiparesis that accompanied corticectomy, mesencephalic
pedunculotomy, lateral cordotomy, and ventral rhizotomy.

8.4.1 LESIONS: THALAMOTOMY AND PALLIDOTOMY

With the advent of stereotactic localization techniques in the late 1940s, lesions
could be made in the basal ganglia without the risks of open craniotomy. Lesions
were produced through freezing with liquid nitrogen cryoprobes or thorough heating
with microwave radio frequency probes. Until the early 1950s, the globus pallidus
was the stereotactic target of choice for the treatment of parkinsonian tremor. In
1954, Hassler and Riechert reported dramatic improvement of parkinsonian tremor
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following placement of a lesion in the ventrolateral thalamus.5,11 Over subsequent
years, the thalamus replaced the globus pallidus as the stereotactic target of choice
for Parkinson’s disease. Until the early 1990s, the primary surgery performed for
any type of movement disorder was thalamotomy, the placement of a lesion in the
motor thalamus.11 However, Leksell continued to place lesions in the ventral–pos-
terior pallidum for Parkinson’s disease. Eventually these patients were studied as a
group, sparking a resurgence of pallidal stereotactic surgery in the 1990s. Laitenen
then recognized that the posterior aspects of the pallidum are more important in
Parkinson’s disease than the anterior aspects that are more involved in cognitive and
frontal lobe function.11,22

The exact target coordinates of a stereotactic lesion depend on treatment purpose
(tremor or rigidity) and surgeon preference.1,11 Because the radiological landmarks
used in stereotactic surgery do not bear a constant relationship to the target nuclei,
most surgeons employ physiological monitoring to locate targets. Although some
lesion placement is guided by changes in tissue impedance or the effect of transiently
cooling tissue, most surgeons monitor involuntary movements, paresthesias, and
tremor suppression resulting from transient electrical stimulation.

Outcome studies demonstrate excellent results of lesion surgery in the relief of
tremor.8,11 In one study, 72% of patients were nearly free of tremor. However, one
quarter experienced transient or minor complications including worsening of speech
(1.3%), transient contralateral hypotonia (7%), subjective finger or mouth numbness
(12%), transient confusion (12%), transient neglect or ataxia of hand (5%), and tran-
sient foot dystonia (3%). Radiofrequency lesions carry a risk of hemorrhage, particu-
larly in patients with preexisting hypertension where damage to the vessels of the basal
ganglia and thalamus may exist prior to surgery. Leksell reported that stereotactically
placed lesions in the posteroventral pallidum produced good long-term mitigation of
tremor, bradykinesia, and rigidity in 19 of 20 parkinsonian patients (95%) followed
for 1 to 5 years.20 In 1992, Laitinen reported a series of 38 patients who had undergone
the Leksell posteroventral pallidotomy, monitored postoperatively for 2 to 71 months.
At follow-up, 34 (89%) were improved and 92% noted relief of hypokinesia.20 Inter-
estingly, patients experienced relief of bilateral symptoms from unilateral lesions.
Adverse effects included central homonymous visual field deficits in six patients and
transient facial weakness and dysphasia in one patient. Based upon these data, poster-
oventral (GPi) pallidotomy became the procedure of choice for Parkinson’s disease,
particularly because it improved L-dopa-induced dyskinesias.11

Intraoperative high-frequency stimulation during lesion surgery resulted in tran-
sient suppression of tremor. This inspired the development of chronic DBS for tremor
and Parkinson’s disease.1–3,11,15 Enthusiasm for DBS as a treatment of movement
disorders increased after the late 1990s, primarily due to perceived lower risks of
placement and the possibility of reversibility, compared to the permanent lesions
used in thalamotomy and pallidotomy. Despite the general trend away from lesion
surgery, however, it should be noted that a randomized trial of pallidotomy versus
best medical therapy was stopped early due to the higher than expected efficacy of
pallidotomy in relieving Parkinson’s symptoms.21 Thus, in spite of the waning
enthusiasm for pallidotomy procedures, particularly among patients, the lesions
appear to provide excellent long-term relief of many Parkinson’s symptoms, and in
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many instances may represent a good alternative to DBS.11,21 In addition, consider-
able interest exists for performing lesions instead of placing stimulating electrodes
in the STN.22 A potential disadvantage of STN lesions is the hemiballismus known
to arise following strokes in the region of the STN. However, this may prove to be
a more theoretical concern.

In a study of subthalamotomy, only one in 21 patients experienced unmanageable
dyskinesias after surgery and proceeded to DBS placement.22 Advantages of lesions
over DBS include considerable reductions in surgical costs, the permanent effect of
the lesion, the lack of required postoperative care, and higher patient throughput.
However, side effects also tend to be permanent, and many believe that DBS therapy
is likely to have fewer permanent risks. Of course, this advantage may be balanced
by more problems with stimulator programming, infections, late electrical dysfunc-
tion, and the need for surgical battery replacement.

8.4.2 DEEP BRAIN STIMULATION: THALAMIC, PALLIDAL, 
AND SUBTHALAMIC

DBS for the treatment of disabling tremor and Parkinson’s disease rose to promi-
nence in the late 1990s.1,3,13–15,23,24 Initially, Benabid attempted to suppress disabling
tremor with chronic stimulation of ventral intermediate nucleus (VIM) in 26 patients
suffering from Parkinson’s disease. Twenty-three patients with thalamic stimulators
(67%) experienced total suppression of tremor when assessed an average of 13
months following electrode placement.

The first commercial DBS system was FDA-approved for placement into VIM
for tremor in 1999 and for placement into GPi or STN for Parkinson’s disease in
2002. Currently, practice patterns have shifted considerably with most Parkinson’s
patients receiving unilateral or bilateral STN DBS stimulation,14 while tremor
patients typically receive VIM stimulation. In 2003, DBS was approved for place-
ment into GPi for dystonia.16 The mechanism by which DBS achieves its functional
effect remains a topic of active research.15

8.4.3 NEURAL TISSUE GRAFTS

Basic mechanisms underlying the integration of embryonic tissue into the adult brain
have been studied intensively for more than 30 years, particularly with a view to
ameliorating parkinsonism in experimental animal models (see Chapter 2 for dis-
cussion of neural grafting for other indications).25–29 However, few procedures were
performed in human patients with Parkinson’s disease until the mid-1980s. Enthu-
siasm for tissue grafting into the human brain rose rapidly in 1987, following a
dramatic report from Mexico that adrenal medulla autografts into the caudate could
improve motor performance in patients with Parkinson’s disease.30

Although the procedure did not follow known principles on tissue preservation
and little was known about the chances of survival and integration of the grafts in
the brain, there was a rush to replicate the findings. The attempts were unsuccessful,
confirming that the transplant conditions were nonphysiological and supporting the
established literature mechanisms on transplant survival in the brain.31 
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Several studies of embryonic grafting were done in the United States. Results
of the first long-term studies were published recently29,32,33 and showed modest
effects on parkinsonian symptoms. Several patients in each study exhibited new,
unexpected side effects, particularly dyskinesias.9 Several patients required further
surgery to control these otherwise untreatable side effects. The recent Swedish
experience corroborated both the findings of modest symptom improvements and
occurrence of side effects.26,34 It also led to considering how to alter grafting con-
ditions and donor cells to improve the clinical outcome, but a clear dose–response
relationship comparing cell survival with clinical outcome has not yet been estab-
lished.28,34–36

In addition to clinical outcome questions, many scientific and ethical issues
surround the placement of embryonic human neural tissue grafts into the striatum
for Parkinson’s disease.37 It is difficult to characterize donor tissue sources. Because
of mixing of individual cadaveric specimens, the grafts exhibit immunological diver-
sity, potentially low-cell recovery rates, low graft-cell survival, and lack of cellular
migration. Furthermore, acquisition of embryonic tissue is difficult and ethically
complex.37 No method of standardization of the dose delivered (numbers of surviving
cells and their eventual location) exists. In addition, funding for such experimental
surgery has been challenging because of the absence of a corporate sponsor. Fur-
thermore, the clinical trial format usually requires a double-blind, placebo-controlled
approach.38 

Because of the shortage of human embryonic allograft tissue, xenograft (partic-
ularly porcine) tissue has been suggested as an alternative.28,39,40 However, a trial of
porcine embryonic cell therapy by Diacrin/Genzyme resulted in cancellation due to
high cost and lack of efficacy.39 Finally, the appearance of side effects with embryonic
transplants curtailed much of the enthusiasm for further trials.9 Whether this pessi-
mism will extend to potential neural stem cell transplantation strategies remains to
be seen because the technologies remain under development. Whether the current
pessimistic outlook for development of neural grafts as a treatment for clinical
disorders will extend also to stem cells remains a significant question.

8.4.4 GDNF: VENTRICULAR/PUTAMINAL INFUSIONS AND GENE 
THERAPY

Glial-derived neurotrophic factor (GDNF) has been studied extensively as a treat-
ment for Parkinson’s disease due to its specific enhancement and support of dopam-
inergic neurons.41 GDNF was studied as an intraventricular infusion in nonhuman
primates with MPTP-induced parkinsonism. In these model animals, striatal dopam-
inergic neurons demonstrated considerable regrowth, suggesting a role for GDNF
in restorative therapy. The results of initial human trials for intraventricular GDNF
therapy were disappointing42 due to intolerable side effects at doses below the
therapeutic threshold. Side effects included intractable nausea and vomiting resulting
in significant weight loss and diffuse paresthesias, likely due to GDNF stimulation
effects upon sensory ganglia. No improvements in parkinsonian symptoms were
noted. 
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Despite these initial disappointing results, investigators have adopted new
approaches for delivery of GDNF to the brain and continue to express optimism that
GDNF may provide benefit if delivered to appropriate regions.43,44 Results of direct
putaminal GDNF infusion have been recently reported.45 In this study of five patients,
no serious clinical side effects were noted and improvements occurred in both motor
symptoms and activities of daily living. In addition, significant increases in dopamine
storage in the putamen were observed by positron emission tomography. Both the
direct infusion and gene therapy approaches for GDNF delivery to the brain have
re-energized the field since considerable dopaminergic fiber regrowth may be noted
following adequate GDNF therapy.41,43,44

Direct putaminal infusion of GDNF versus placebo is currently under study in a
randomized, double-blinded, multicenter study sponsored by Amgen and Medtronics.
Should this study confirm the preliminary results, further pivotal studies may follow.
Future studies may considerably further our understanding of long-term drug delivery
within the brain and lead to improvements in drug delivery systems. Planning software
based upon MRI studies of the brain that consider the relative diffusion of water and
therapeutic molecules is currently under development. Such planning programs may
eventually allow determination of the precise volume of distribution of a treatment
molecule from a point source, taking into account tissue heterogeneity, the structural
properties of the treatment molecule, and the rate of administration.

8.5 EVOLVING SURGICAL TREATMENTS

A number of new approaches are now being considered for initial human clinical
trials, often following promising results from preliminary animal studies. As with
many surgical interventions, the level of evidence needed to transition from animal
to human feasibility trials varies considerably, depending on sponsorship and regu-
lation. Preliminary human studies tend to be more common when considerable
commercial interests are available to initiate and fund research efforts. By contrast,
investigator-initiated studies tend to follow a slower pace. The ethics of experimental
surgical interventions remains an issue of considerable interest and concern, partic-
ularly with regard to the amount of preclinical data required, the nature of the
preclinical animal models, and the amount of time allowed to pass before suggesting
human trials.1,3,8,37

8.5.1 ADVANCES IN DBS: NEW TARGETS AND STIMULATION 
PARADIGMS

Many manifestations of Parkinson’s disease are not routinely improved by current
DBS or lesion-generating surgery.7,15 The manifestations include axial and gait
abnormalities, cognitive decline, and autonomic disturbances. Because the motor
symptoms of the disease can be extremely disabling, searches for new targets and
stimulation paradigms for DBS are ongoing. Novel stimulation targets in the brain-
stem may provide potential improvements in axial symptoms. However, few studies
at present suggest appropriate targets in humans. In addition, potentially important
but poorly localized brainstem nuclei such as the pedunculopontine nucleus, may
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be substantially more difficult to target than large prominent nuclei such as the red
nucleus. Furthermore, the lower brainstem may be a difficult region in which to
target and position stimulating electrodes safely. The search for additional targets
of DBS may prompt further investigation of the role of brainstem nuclei in axial
motor control.1,15

In addition to finding new targets for current DBS technologies, many potential
improvements to the DBS device are under consideration. The number of channels
and the degree of control over stimulation paradigms could be considerably
increased. A large number of ongoing human studies are attempting to improve
stimulation methods, for example, by using patterning. Implantation of the DBS
might be made easier and more accurate with an advanced frameless stereotactic
system that can decrease the time required to sample different targets. The hardware
also may be improved. Advanced Bionics markets a cochlear stimulator that can be
both flat and skull-mounted and intends to convert the stimulator to a new form of
DBS device. Smaller devices would be easier to implant near a burr hole, for
example, obviating the current need to tunnel electrode wires long distances to
stimulator units in the chest or abdomen. Finally, control of motor abnormalities
may become more efficient through the development of feedback-control systems
that sense abnormal motions and provide corrective response stimulations (see Chap-
ter 6 and Chapter 7). Such feedback-control systems may work particularly well for
tremor control, as opposed to the current, invariant stimulation pattern. Of course,
such changes would necessarily increase the complexity of the implanted DBS
circuitry.

8.5.2 VIRAL THERAPY: SUBTHALAMIC GLUTAMATE TO GAD 
CONVERSION

A popular model of Parkinson’s disease suggests that reduced dopaminergic regu-
lation of the striatum leads to STN overactivity. One novel approach under study is
to introduce genes into the STN that will induce the production of the inhibitory
neurotransmitter, GABA.46 The genes under study are GAD-65 and GAD-67 and
they are introduced by viral vector to the STN. This approach demonstrates consid-
erable promise in a rodent model of Parkinson’s disease.47 STN was effectively
transformed from an excitatory to an inhibitory phenotype following GAD transfec-
tion. In addition, GAD transfection appeared to provide some neuroprotective inhi-
bition of 6-OHDA-induced parkinsonian asymmetry. Of course, many residual ques-
tions remain regarding the mechanisms of phenotypic effects. For example, the
overall impact of changing the phenotype of the STN on overall basal ganglia
function is not clear. In addition, the relevance of the rodent model to human disease
with respect to neuroprotection is also uncertain. 

Investigators pursuing this viral approach have argued that the system is suffi-
ciently developed in the animal model to begin human testing.46 Difficulties with
viral approaches in the past have included a lack of persistent transfection over
several months and toxicity due to the viral vectors. The relative absence of a strong
immune response to the viral vector in rodents may not translate to humans. As in
all viral and gene therapy trials, numerous theoretical safety concerns arise. Hence,
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this highly innovative, promising approach not only may have applicability in the
clinical setting, but also may have considerable (and unforeseen) consequences as
human feasibility studies proceed.

8.5.3 STEM CELL APPROACHES

The degeneration of a specific population of neurons in Parkinson’s disease makes
it an attractive target for stem cell therapeutic approaches.48 Many varieties of self-
renewing stem cells have been described. Embryonic stem (ES) cells are pluripotent
cells derived from a preimplantation blastocysts; they give rise to all cells in an
organism. Multipotent stem cells, such as neural stem cells, are derived from indi-
vidual organs. The adult human brain contains stem cells capable of forming new
neurons and glia. Cells obtained from adults tend to have more limited capacities
for development, and are often restricted to lineages for a particular region such as
the hippocampus or spinal cord. Neurospheres or balls of cells that contain certain
percentages of a clonal population have been derived from most brain regions of
embryonic or adult individuals, and can be propagated almost indefinitely in culture.
However, differentiation of the cells from neurospheres can be challenging, partic-
ularly to obtain neurons. In addition, although appropriate neurospheres have been
obtained from many brain regions, cells of dopamine lineages, appropriate for
Parkinson’s cell transplants, have been much more difficult to find and culture.48,49

Stem cell approaches have shown some promise in the treatment of Parkinson’s
disease, but are accompanied by considerable technical, political, and commercial
difficulties. ES cells have been shown to differentiate into functional dopaminergic
neurons after transplantation in a rat model of Parkinson’s disease.28 However,
transplanted stem cells may have high teratogenic potential. A patient with Parkin-
son’s disease died of ventricular obstruction and brainstem compression following
transplantation with embryonic mesencephalic dopamine neurons. An autopsy dem-
onstrated teratomas throughout the ventricular system.9

Further impediments to progress in stem cell approaches arise from a lack of
availability of stem cells for study, highly variable definitions, the different and often
proprietary methods to produce stem cells, the political climate against human ES
cell research, and the difficulty of producing differentiated cells from undifferenti-
ated precursors. In addition, many of the proprietary stem cell lines propagated in
culture are accompanied by specific and severe legal restrictions upon their use,
further inhibiting developments in neural grafting. Stem cell neural grafts therefore
remain promising future tools, but a decade or more may be required before a
clinically effective treatment regimen becomes available.48,49

8.5.4 NOVEL DRUG DELIVERY METHODS

Medications to treat movement disorders are often limited by oral dosing schedules
and systemic fluctuations that can lead to considerable motor variability.7,10,12

Although new medications are in development, most act upon dopaminergic signal-
ing. In addition to dopamine agonists and inhibitors of dopamine degradation, new
classes of drugs may include dopamine uptake inhibitors, neuroprotective medica-
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tions, and opioid or nicotinic receptor modulators. Other approaches may include
direct intracerebral infusion of drugs that are not absorbed orally or are unable to
cross the blood–brain barrier, similar to the system implemented for GDNF delivery
into the brain.45

An advantage of local drug delivery into the brain is that the regional concen-
tration may be maintained at a high level, reducing nonspecific remote actions or
systemic side effects. The development of an effective intracerebral infusion system
and an accurate pharmacological modeling program to guide device placement could
yield substantial therapeutic benefits. In contrast to other schemes, drug infusions
could be easily halted if side effects developed. However, the FDA has not approved
any drugs for direct, intracerebral infusion, although several (e.g., morphine,
baclofen) have been approved for intrathecal infusion into CSF. Pharmaceutical
firms will have to demonstrate significant benefits to obtain such approval, partic-
ularly compared to traditional oral medications, because of the high degree of
invasiveness. Such systems will require direct catheter placement into the brain,
usually performed stereotactically, as well as permanent implantation of one or more
programmable pumps.

8.5.5 NEUROPROSTHETIC APPROACHES

No effective treatments to reverse the abnormality or improve the motor output
scheme currently exist for many movement disorders. In cerebral palsy, for example,
extensive damage to the basal ganglia and motor system defies medical and surgical
correction even with more sophisticated DBS and other treatment modalities. How-
ever, in many instances, the cortex remains normally functional. In such scenarios,
a neuroprosthetic approach that obtains motor signals directly from the cortex or
from subcortical structures and bypasses damaged regions of the brain may be highly
effective (see Chapter 7 for further examples and discussion).

A neuroprosthetic may be able to drive external actuators to perform desired
tasks that a patient is unable to perform alone (see Chapter 7). The signals obtained
from the cortex might be direct neuronal recordings or local field potential recordings
that may require a large number of neurons to produce a signal with sufficient
information bandwidth for device control. Such approaches currently work for the
control of robotic arms, for example, in nonhuman primates.

8.6 CONCLUSIONS

The surgical treatment of movement disorders and Parkinson’s syndrome and disease
in general has developed in concert with clinical and basic science knowledge about
the roles of various motor structures.1,3,6,15 In many cases, treatments have been
performed first, driving further insight into the structures and their functions, par-
ticularly with precentral corticectomy, mesencephalic pedunculotomy and pyrami-
dotomy, and later with basal ganglia and thalamic lesions.11,21 As the use of lesions
has waned, neural tissue transplants have demonstrated the possibility of true restor-
ative surgery, to be further developed along with various types of growth factor
enhancements and stem cell transplants.50
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DBS is currently the most frequently performed type of movement disorder
surgery, and further development may include additional targets and improved
designs, particularly with intermittent demand systems rather than constant stimu-
lation. Further surgical treatments are in development to more radically prevent cell
loss in the early stages of Parkinson’s disease, for example, or to switch phenotypes
to alter function. It is likely that the fascinating history of surgical treatments and
availability driving basic research developments in motor systems will continue for
some time, with neurosurgeons potentially leading many advances, due to patient
demands for improved treatments.
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9.1  INTRODUCTION

The incidence of primary brain tumors is increasing. Approximately 18,000 new
cases were expected in the U.S. in 2003.1 High-grade gliomas (HGGs) including
glioblastoma multiforme (GBM) and anaplastic astrocytoma (AA) are the most
common primary tumors of the central nervous system (CNS). HGGs remain refrac-
tory to treatment and have dismal prognoses. The median survival for AA patients
is approximately 2 years, the median is 9 months for GBM patients.2 Neurosurgeons
remain intimately involved in the care of patients with HGG and with research into
new treatments for this deadly disease. This stems in part from the fact that surgical
resection continues to be an important treatment for HGG.3

The hypothesis of this chapter is that improved understanding of the biology of
gliomas and the discovery of novel cancer treatment modalities will lead to therapies
that will significantly improve the prognosis for patients with HGG. The avenues
of ongoing research into novel mechanisms of cancer therapy that may eventually
lead to new treatments for HGGs are vast. It is, of course, impossible to predict
which of many ongoing areas of research will lead to successful therapies for brain
tumors and coverage of all potential areas of future treatment is beyond the scope
of this chapter.

We have chosen to limit our discussion to three brain tumor therapies that are
the most promising experimental treatments involving local delivery of agents to the
brain. The treatment modalities to be discussed include oncolytic viruses, gene
therapy, and convection-enhanced delivery (CED) of targeted toxins and other
agents. Many neurosurgeons have been and continue to be involved in the develop-
ment of these novel therapies for brain tumors, and the fact that they involve local
delivery of agents to the brain makes them of interest to all neurosurgeons who treat
brain tumors.

Many promising areas of cancer research that will not be covered in this chapter
may, of course, lead to new treatments for brain tumors. These include development
of new chemotherapeutic treatments,4–6 molecular therapies,7,8 immunologic thera-
pies,9–11 and therapies targeted at blood–brain barrier disruption.12,13 In addition,
developments in intraoperative imaging to guide surgical resections will not be
covered.14–16 Please see cited references for further reading on these topics.

9.2 ONCOLYTIC VIRUSES FOR BRAIN TUMOR 
THERAPY

9.2.1 INTRODUCTION

The revolution in molecular biology that culminated in completion of the Human
Genome Project spurred an explosion of interest in various forms of gene therapy for
brain tumors over the past decade. In fact, brain tumors were some of the first tumors
tested in experimental gene therapy models.17,18 Unfortunately, this early enthusiasm
has not yet led to the development of any tangible treatment modalities (see Section
9.3 on gene therapy). However, work with the viruses used as gene therapy vectors
demonstrated that they may be powerful oncolytic tools in and of themselves. 
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Initial viral vector gene therapy strategies utilized viruses rendered replication-
defective to reduce their neurovirulence. These studies led to the hypothesis that
replication-competent viruses might serve as treatment agents for tumors, not by
delivering specific genes into tumors (as is the case with gene therapy), but by
directly infecting and lysing the tumor cells. The neurovirulence of the virus, how-
ever, must be reduced by creating a neuro-attenuated mutant that can replicate in
tumor cells but not in normal brain. Viral replication within targeted brain tumor
cells results in production of viral progeny and lyses the infected cells in the process.
The progeny may then infect neighboring cells to extend the effects of the virus
beyond the initially infected cells. Although the use of viruses as oncolytic agents
was explored many years ago, the hypothesis that mutated viruses might selectively
replicate in tumor cells was validated by Martuza et al in 1991.19 Their initial study
led to the development of a new field of research based on the idea of using
replication-competent viruses as cancer therapies.

9.2.2 HERPES SIMPLEX VIRUS TYPE-1 (HSV-1) VECTORS

To better appreciate where oncolytic viral therapy may go in the next decade, it is
perhaps instructional to examine just how far science has taken us over the past
decade in this exciting area of brain tumor therapy. As one of the first oncolytic
viruses used in the treatment of HGG, HSV-1 has remained one of the most widely
studied because: 

1. It has affinity for numerous cell types including a natural neurotropism. 
2. It is naturally cytolytic during its replication and virion production life

cycle. 
3. It contains nonessential viral genes that can be replaced with large trans-

genes (up to 30 kb). 
4. The HSV genome contains several known genetic determinants of neu-

rovirulence encoded by nonessential genes that may be deleted or
replaced. 

5. The viral genome remains as an episome in the target cell, eliminating
the possibility of insertional mutagenesis.20  

6. It is susceptible to several antiviral medications such as acyclovir and
gancyclovir. 

The susceptibility of HSV to medications provides a safeguard against uncon-
trollable infection during attempted therapeutic uses of the virus.

Oncolytic HSV-1 viral therapy has gone through several modifications since the
initial viral vectors were engineered in the early 1990s.20 The first generation versions
involved mutations of viral enzymes involved in nucleotide metabolism, namely
thymidine kinase (TK) and ribonucleotide reductase.19,21,22 These viral enzymes
possess cellular homologues that are upregulated in actively dividing tumor cells
but not in nondividing cells. Dlsptk was one such HSV-1 virus with a mutated TK
gene.19 This virus was efficacious against mice inoculated with human HGGs, but
its neurovirulence at high titers and resistance to antiherpetic drugs hampered enthu-
siasm for clinical use.
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The second generation HSV-1 vectors were mutated in selected genes to maxi-
mize safety as well as attempt to provide improved specificity and efficacy. The
investigations found that R3616, an HSV-1 mutant in the γ34.5 gene, could act as
an oncolytic virus with greatly attenuated neurovirulence as well as maintained
susceptibility to antiviral medications.23 γ34.5 is present in two copies on the HSV
genome and encodes a major determinant of neurovirulence.24 The discovery that
R3616, a virus with a deletion in both γ34.5 genes that makes it highly neuro-
attenuated, could still replicate in and kill brain tumors increased excitement about
this potential therapeutic modality.

The next advance in oncolytic viruses came with the development of a mul-
timutated HSV-1 virus, G207.25 G207 is an oncolytic viral vector derived from
R3616 by insertion of the E. coli lacZ gene in the UL39 gene. The UL39 gene
encodes the large subunit of ribonucleotide reductase, a key enzyme in nucleotide
metabolism and viral DNA synthesis in nondividing cells but not in dividing
cells.26,27 Mutation of the UL39 gene results in a virus that is both neuro-attenuated
and hypersensitive to antiviral medications.28,29 Combining the γ34.5 and UL39
gene mutations in one virus resulted in G207, an oncolytic HSV-1 mutant with
multiple desirable properties: 

1. An infinitely small chance of reversion to wild type, particularly as the
γ34.5 mutation is a gene deletion. 

2. Highly attenuated neurovirulence, in fact, no neurotoxic dose of the virus
could be attained in a highly HSV-sensitive primate model.30 

3. Hypersensitivity to antiviral medications in case an HSV infection occurred
during cancer therapy.22

4. A method of tracking viral spread through chemical detection of the
inserted lacZ gene, a common marker enzyme.25

The combination of these properties of G207 led to its becoming the first
replication-competent HSV-1 mutant used in human clinical trials for brain tumors.31

Shortly thereafter, a γ34.5 mutant vector similar to R3616 was also approved for
clinical trials in glioma patients (see next).32

The original studies with G207 utilized human brain tumor implants into nude
mice in order to avoid immunologic rejection of the foreign tumors. These models
had the disadvantage that the effects of the immune systems of the host animals on
the tumors could not be assessed. Further experiments investigated inoculation of
G207 into immunocompetent mice and yielded very interesting results. The injection
of G207 induced a systemic immunity to the tumor that resulted in regression of
distant tumors and resistance to rechallenge with tumor cells in inoculated animals.33

This introduced the novel concept of a viral vector acting as a tumor vaccine therapy,
eliciting a CD8+ T cell-mediated immunity in this particular case. 

Further advances in replication-competent HSV-1 mutants for use in tumor
therapy are ongoing. HSV-1 mutants have been engineered to utilize gene promoters
or enhancer sequences to specifically express an essential viral gene in tumor cells
but not in normal brain.34,35 This approach relies on the tumor specificity of the gene
promoter to create a virus that can replicate only in tumor cells. Such HSV-1 and
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adenovirus vectors have been created using tissue- or tumor-specific promoters such
as α-fetoprotein, kallikrein, L-plastin, midkine, prostate-specific antigen, tyrosinase,
and calponin; however, more work must be done to identify specific glioma pro-
moter/enhancer sequences before this concept can be applied to brain tumors.36–38 

To date, two oncolytic HSV-1 vectors have been approved for use in clinical
trials for HGGs G207 and 1716. Data from a Phase I trial using G207 showed
encouraging results in patients with recurrent HGGs refractory to chemotherapy and
radiation.31 No toxicity or serious adverse events attributable to the virus were noted
in 21 patients injected with G207 in escalating doses. Eight of 21 patients showed
reduced tumor volumes and two patients survived more than 4 years. G207 is now
in a Phase Ib trial and is being inoculated into the tumor bed, followed by tumor
resection 2 days later and subsequent inoculation in the resection cavity. The clinical
trial using the γ34.5 mutant 1716 also showed encouraging results in a small number
of patients with recurrent HGGs.32 These trials require future expansion and, impor-
tantly, must include patients with newly diagnosed HGGs.

9.2.3 ADENOVIRUS (AD) VECTORS

Adenovirus (Ad) vectors have gained popularity as gene therapy tools for several
fundamental reasons: 

1. They are unaffected by the complement system. 
2. They remain episomal and therefore lack the risk of insertional

mutagenesis. 
3. Large viral titers can be generated more easily than with HSV. 
4. They demonstrate broad infectivity of dividing and nondividing cells. 
5. They generate high levels of transgene expression. 
6. They are less neurotoxic than HSV vectors.39–41 

The smaller genome of the adenovirus confers the advantage that recombinant
vectors are more easily generated. However, one disadvantage is that the size of the
potential gene insert is less than the size of the HSV vector. A significant drawback
to the use of Ad vectors for gene therapy is that they induce potent inflammatory
and specific immune responses that may damage infected tissues and limit repeated
use.42,43 In fact, such a response may have been responsible for the death of a patient
in a gene therapy clinical trial using an Ad vector.44

While Ad vectors have been used more commonly than HSV vectors in gene
therapy applications, their use in oncolytic viral therapy has been more limited
despite the fact that Ad was tested as an oncolytic agent shortly after its isolation
in 1953 because of its ability to grow in epithelial cells.45 These early studies showed
initial tumor regression that was only transient and the idea of using Ad as an
oncolytic agent was abandoned until recently. 

As with HSV, two basic strategies have been employed to attempt to develop
Ad mutants that can selectively replicate in and lyse tumor cells. The first strategy
was to delete viral genes unnecessary for replication in tumor cells. The first example
of such a mutant was the E1b 55-kDa deleted Ad dl1520 (also known as Onyx-015)
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designed to replicate better in p53 negative cells — a common mutation in tumors.46

Wild type Ad requires E1b binding to p53 to permit viral replication, and therefore
E1b-deleted Ad is theoretically only able to replicate in p53-deficient cells.

Unfortunately, further studies found a lack of correlation between p53 expression
in the host cell and replication of dl1520.47,48 These studies were extended to p53
negative gliomas, with similar disappointing results.49 However, dl1520 does repli-
cate well in tumor cells, and has a low level of toxicity that allowed its approval for
clinical trials in head and neck, colorectal, lung, and other cancers.50 In a similar
strategy, an Ad mutant with deletion of the E1a gene, a retinoblastoma tumor
suppressor binding site, was developed and studied for its ability to lyse glioblastoma
cells.51 Further work must be done to determine whether this Ad mutant has suffi-
ciently low toxicity to be appropriate for testing in clinical trials of brain tumor
patients.

As mentioned above and as with HSV vectors, a second strategy has been tested
for development of oncolytic Ad mutants. It employs tumor-specific promoter or
enhancer gene sequences to drive expression of an essential viral gene product in
tumor cells but not normal tissues. Typically this work has used putative tumor-
specific promoter sequences such as α-fetoprotein, prostate specific antigen, and
others to drive expression of E1a, an Ad gene product essential for replication of
the virus.52,53 Unfortunately, very low levels of E1a are adequate for replication of
Ad, and thus tumor-specific promoter vectors are not as tumor-specific as was hoped.
Neither HSV-1 nor Ad vectors designed with this strategy have reached clinical trials
to date, and further work is needed to create a truly tumor-specific virus by this
method.

9.2.4 OTHER ONCOLYTIC VIRUSES

Although most work in the area of oncolytic viral therapy has focused on the use
of HSV-1 or Ad vectors, several other viruses have also been investigated for
oncolytic potential. They include vesicular stomatitis virus,54 reovirus,55 and polio-
virus.56 Interestingly, the highly neurotoxic poliovirus may be among the most
promising oncolytic viruses for glioma therapy. The neurotoxicity of poliovirus can
be greatly attenuated by replacement of the internal ribosome entry site element
with that of a human rhinovirus.57 The safety of the attenuated virus has been
extended to studies in nonhuman primates.58 Meanwhile, increased expression of
the cellular receptor for poliovirus on glioma cells may make the tumor particularly
susceptible to poliovirus infection. Gromeier et al. demonstrated that a neuro-atten-
uated poliovirus can replicate in and lyse human gliomas in vitro and in vivo.56

Further work is ongoing to begin clinical trials with attenuated poliovirus in human
glioma patients.

9.2.5 FUTURE POTENTIAL OF ONCOLYTIC VIRAL THERAPY

There are numerous ways that oncolytic viral therapy may be improved upon over
the next decade in a quest for the ideal viral vector and hopefully a cure for malignant
brain tumors. One potential strategy for improved targeting of tumor cells may be
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through the use of cell surface molecular markers unique to tumors that may be
exploited to create virus mutants able only to infect tumor cells. Modification of
viral knob, fiber, or coat proteins can alter viral tropism and enhance tumor trans-
duction in Ad vectors.59,60 Unfortunately, HSV-1 utilizes multiple cell surface gly-
coproteins for viral–cell interactions, and it will be more difficult to restrict viral
infection only to tumor cells.

Another potential strategy to increase the effectiveness of oncolytic viruses is
to combine the use of replication-competent vectors with gene therapy strategies.
In this scenario, an oncolytic virus has a gene inserted in its genome that directly
or indirectly enhances tumor cell killing. An example of this strategy proved effi-
cacious when the antiviral drug sensitizing gene TK was inserted in the E1b mutant
Ad virus dl1520.61 The virus is then used to infect a tumor and the lytic effect of
the viral therapy is enhanced by administration of gancyclovir.

Another example of the potential of combining gene therapy with oncolytic viral
therapy is through addition of immunomodulatory gene products in the oncolytic
virus. For example, HSV-1 vectors have been engineered to express immunostimu-
latory cytokines such as interleukin-2, interleukin-12, or soluble B7.1-Ig.62–64 Other
vectors have been designed to inhibit viral-induced down-regulation of major his-
tocompatibility complex (MHC) class I in an effort to increase immune-mediated
tumor cell killing.

Suboptimal viral spread within tumors has been a challenge because of many
physical and antiviral immune barriers. Extracellular matrix proteins, tight gap
junctions, fibrosis, necrosis, neutralizing antibodies, and cell-mediated immunity are
all significant impediments to the spread of even replication-competent viruses
within a tumor. Viruses that spread via cell-to-cell transmission may prove less
affected by neutralizing antibody and other extracellular factors.

Another factor effecting virus spread is, of course, method of delivery. To date,
oncolytic viruses have been primarily delivered locally via injection into the tumor
or tumor resection cavity. Other routes of delivery, such as intravenous, intra-arterial,
lymphatic, intraperitoneal, and local vascular perfusion, have proven successful in
animal models with oncolytic HSV-1 vectors and may proceed to clinical trials in
the near future.65–68 

For systemic administration to be an effective delivery method for oncolytic
viruses, additional obstacles such as viral inactivation from instability, absorption,
homing to nonspecific cells, clearance by the reticuloendothelial system, innate
immunity, preexisting immunity with antibodies, and complement-mediated inacti-
vation must be addressed. It is possible that armored vectors able to avoid clearance
by the reticuloendothelial and immune systems could be tested systemically.

Viral vectors coated with polyethylene glycol to avoid interaction with macroph-
ages are already under investigation.69 Other nonviral vectors that avoid neutralizing
antibodies and allow repeated administration are in development. Undoubtedly, the
next decade will witness the design of several “trojan horse” viral vectors with cell
carriers, chemical coatings, and other ways of bypassing the immune system.68,70 

The past decade has witnessed the birth of a novel therapy for treating malignant
brain tumors with oncolytic viral therapy, and hopefully, the next decade will
demonstrate its full therapeutic potential. Clinical trials have demonstrated that
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replication-competent viruses can be administered safely in humans. The next
decade will see the continued refinement and clinical testing of oncolytic viruses
for use in brain tumor therapy.

9.3 GENE THERAPY FOR BRAIN TUMORS

9.3.1 INTRODUCTION

Gene therapy is broadly defined as the transfer of genetic material into a patient’s
cells for therapeutic purposes. It is an elegant conceptual approach for the treatment
of many diseases that are largely due to genetic aberrations, including brain tumors.
The resistance of gliomas to current treatment modalities has stimulated interest in
new therapeutic approaches, and raises the prospect of gene therapy as a novel
component of multimodal therapy for these extremely aggressive tumors. 

The scientific progress of gene therapy and its ultimate translation into clinical
benefit depend upon four key steps. First, genes encoding products that specifically
destroy or inhibit the growth of tumor cells must be discovered. Second, vectors
that deliver one or more genes effectively to tumors must be developed. Third,
methods of reliably delivering vectors to target cells with minimal toxicity must
be designed. Finally, preclinical data must be translated into well-designed clinical
trials in order to test the safety and efficacy of this emerging technology. Recent
developments and ongoing research related to these four steps will be discussed
next.

9.3.2 GENE TARGETING: TUMOR SUPPRESSION, APOPTOSIS, 
AND DRUG SUSCEPTIBILITY

Recent advances in molecular biology techniques and the completion of the Human
Genome Project provided a wealth of potential targets for gene therapy. One method
to conceptualize the strategies being developed is to group potential therapeutic
genes into those that induce one of three effects on targeted cells, tumor growth
suppression, cellular suicide (apoptosis), or drug susceptibility. There are several
mechanisms by which gene therapy may induce suppression of tumor growth. One
paradigm aims to directly suppress genetic alterations responsible for the molecular
progression of normal cells to HGG cells. Other indirect mechanisms for inhibiting
tumor growth via gene therapy, for example, by inducing host immunity to the tumor
or inhibiting angiogenesis will not be discussed here. 

The specific genetic mutations that occur in brain tumors correlate with tumor
type and may be utilized for further subclassifications of tumors. For example,
primary malignant astrocytomas develop via molecular pathways distinct from sec-
ondary HGGs that develop from low-grade lesions. The most frequent genetic
alteration in primary malignant astrocytomas is in the gene for the epidermal growth
factor receptor (EGFR) located on chromosome 7.71,72 The mutated form of EGFR
(most often a truncated product known as EGFR-Viii) has a high level of tyrosine
kinase activity in the absence of receptor ligand. This amplified signal overrides the
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normal negative regulation of a tumor suppressor, resulting in uncensored cellular
growth. Over-expression of EGFR in glioma cell lines has been correlated with
tumor invasiveness and inhibition of this receptor in vivo can eliminate this malignant
property.73 

Secondary malignant astrocytomas are most often associated with a missense
mutation or allelic loss of chromosome arm 17p.72,74 At this site is the gene TP53
that encodes the p53 protein; p53 normally functions as a key transcription factor
in the regulation of cellular growth and arrest. If a genetic aberration occurs, p53
arrests the damaged cell in the G1 phase of the cell cycle to allow repair mechanisms
to commence. If the cell cannot be repaired, p53 induces programmed cell death.
Loss of p53 occurs early in secondary malignant astrocytomas and is largely respon-
sible for the accumulation of other genetic errors that ultimately lead to the malignant
phenotype. The replacement of wild-type p53 in glioma cell lines induces massive
apoptosis in vitro, increases sensitivity to ionizing radiation, and inhibits tumor
growth in vivo.75,76 

Although there is some genetic overlap with astrocytomas, the malignant trans-
formation of oligodendrogliomas most often involves distinct molecular pathways.
Vascular endothelial growth factor (VEGF) is an endothelial cell-specific mitogen
that promotes angiogenesis in many solid tumors and over-expression of this gene
is the most common aberration in high grade oligodendrogliomas. VEGF antisense
gene therapy in glioma cell lines results in fewer blood vessels, more necrosis, and
inhibited tumor growth in vivo.77,78 Expression of VEGF and its receptor correlate
strongly with oligodendroglioma tumor grade and patient survival.72 Likewise, allelic
loss of 1p and 19q is nearly 100% predictive for drug sensitivity and survival in
patients with oligodendrogliomas.72 Ongoing research on the genes that promote
proliferation, angiogenesis, and invasion of HGGs will continue to provide new
targets for tumor suppression in the future.

A second gene therapy strategy involves targeting genes that are directly
involved in the induction of apoptosis. Apoptosis, also called programmed cell
death or cellular suicide, involves the activation of an intrinsic proteolytic cascade
that terminates with the activation of cell death effectors. As discussed above,
secondary HGGs often contain mutations in TP53 that prevent the normal activa-
tion of programmed cell death. This offers one potential target of gene therapy
for gliomas. Many other signals and downstream effectors of apoptosis may also
be delivered to tumor cells via gene therapy to oppose the unchecked growth of
malignant cells. 

Fas ligand and its receptor form a well-studied upstream signal in the apoptotic
cascade. Fas is a transmembrane protein of the nerve growth factor/tumor necrosis
factor receptor family, binding of the Fas ligand triggers apoptosis. Fas-associated
protein with death domain (FADD) binds to the intracellular domain of Fas and is
the immediate downstream signal in the cascade. Most malignant astrocytomas
express high levels of Fas in contrast to their nonmalignant counterparts.79 Gene
therapy with both Fas ligand and FADD effectively inhibit in vitro and in vivo
survival of HGGs via induction of apoptosis.80,81

Ultimately, the apoptotic signal induces activation of caspases, a family of
cysteine proteases, and the downstream effectors of apoptosis. Caspase 8 is a
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well-characterized effector activated by the Fas/Fas ligand signal. Transfer of this
gene preferentially induces apoptosis in glioma cell lines when compared to
endothelial cells, fibroblasts, and nonmalignant neuronal cells.82 

It is logical that the transfer of genes that induce tumor suppression or apoptosis
may also confer susceptibility to chemotherapy and radiation, which has been dem-
onstrated.75,76 Similarly, gene therapeutic techniques may involve the transfer of
exogenous genes that sensitize tumor cells to a specific drug or prodrug. The classic
example of this approach is delivery of the HSV-1 thymidine kinase (HSV-TK) gene
and subsequent therapy with gancyclovir. Unlike the human TK protein, HSV-TK
is able to monophosphorylate gancyclovir, a nucleoside analog that is then incorpo-
rated into DNA during synthesis and halts cell division. This strategy was first
demonstrated to be effective in 1986 by Moolten and has since been reliably repro-
duced in several model systems.83 However, clinical trials utilizing this strategy have
been limited by poor and variable gene expression with only anecdotal benefit
observed thus far. 

Numerous preclinical studies have confirmed that each of these gene therapy
strategies shows promise in tumor models in vitro and in vivo. By transferring genes
capable of inducing tumor suppression, apoptosis, or drug susceptibility, researchers
have been able to decrease tumor size, aggressiveness, and resistance to chemother-
apy or radiation.76 The limiting factor in the application of these strategies is the
development of vectors and gene promoters that will allow sufficient and specific
expression of therapeutic genes in targeted cells. The recent development and rapid
improvement in techniques such as serial analysis of gene expression (SAGE) and
microarray gene expression analysis now allow the simultaneous determination of
differential expression of thousands of potential targets.84 Therefore, the identifica-
tion of novel gene targets is a productive area of research and it is not considered
the rate-limiting step for successful gene therapy. 

9.3.3 VECTORS: VIRAL AND NONVIRAL SYSTEMS

Once a target gene is identified, a vehicle for transport to the targeted cell population
must then be selected. Vectors for use in gene therapy can be viral or nonviral. Any
vector for gene therapy of HGGs would ideally: 

1. Be stable and relatively easy to produce 
2. Be capable of carrying transgenes large enough for desired applications 
3. Be able to transfect target cell efficiently 
4. Express a gene of interest in sufficient amounts and for a sufficient time 
5. Exert minimal inflammatory effect 
6. Demonstrate minimal toxicity to surrounding tissue 

None of the vectors employed to date satisfies all these criteria, in fact, most
are lacking in several areas. Thus optimizing a vehicle for gene delivery is probably
the rate-limiting step for the success of gene therapy as a therapeutic modality. 
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9.3.4 RETROVIRUSES

Several viruses have been engineered to be nonpathogenic replication-deficient gene
therapy vectors. Most clinical trials to date have used retroviruses due to several
attributes of these vectors. Retroviruses are RNA viruses that integrate their genetic
information into the genomes of replicating cells. This offers two theoretical advan-
tages when treating brain tumors. First, therapeutic genes should be expressed for
the life of a cell. Second, gene expression should be highly specific because tumor
cells divide and surrounding cells do not.

However, since only a small portion (approximately 10 to 15%) of glioma cells
replicate at any particular time, making transfection with retroviruses highly ineffi-
cient.85 Interestingly though, tumor cells can be affected even without expressing
the delivered gene in a phenomena called the “bystander effect.”86 The effect is likely
mediated when tumor cells surrounding a transfected cell pick up either the TK gene
product or the activated metabolite of the antiviral medication.

Insertion of the retrovirus genome into the host genome carries a distinct dis-
advantage as well. Whenever a retroviral vector is administered, there is a risk of
insertional mutagenesis from random-site insertion that may induce or potentiate
neoplastic transformation in a transfected cell. This risk was thought to be very low
in humans until a retrovirus gene therapy trial in France was halted when one patient
developed leukemia as a result of insertional mutagenesis.87 

Other important features of retroviruses for gene therapy applications are: (1)
retrovirus genomes are small and can only accommodate 9 kb of exogenous infor-
mation, thus limiting the repertoire of genes they can carry, and (2) the partial
immune-privileged nature of the CNS should reduce any immune response to the
murine packaging cells necessary for high-titer production of engineered retrovi-
ruses.88

9.3.5 ADENOVIRUSES

While retroviruses have been the most commonly studied viruses for use in gene
therapy applications overall, adenoviruses are the most commonly used DNA viral
vectors. Adenoviruses have double-stranded linear DNA genomes and can be engi-
neered to be replication-defective vectors via deletion of early genes that encode
transcriptional regulators.89 Adenoviruses offer some specific advantages over ret-
roviral vectors. The most significant is that they can be produced with relative ease
at high titers in cell-free preparations, while retrovirus gene therapy in vivo requires
injection of a viral packaging cell line. In addition, their DNA genome makes
adenovirus vectors significantly more stable.

As with all vectors, adenoviruses have several properties that confer advantages
and disadvantages for use in gene therapy applications. First, the adenovirus genome
remains episomal in an infected cell, which means that it does not integrate into the
host DNA. While this eliminates the risk of insertional mutagenesis, it appears to
result in a shorter duration of transgene expression. Second, adenovirus vectors have
the ability to infect both dividing and nondividing cells. This increases the potential
targets of adenoviral gene therapy, but makes them less tumor-specific than retroviral
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vectors. Third, the adenovirus genome is large, and thus can accommodate the
insertion of much more genetic material than retroviruses. However, the larger
genome is somewhat more difficult to manipulate. Fourth, adenoviral target cell
tropism is controlled by interaction between components of the viral capsid with its
receptor. Thus manipulation of the viral capsid may be used to target the vectors to
desired cells.59,60 However, expression of the adenovirus receptor is absent on many
tumor cells, making them resistant to adenovirus infection.83

Another important feature of adenoviruses cited in the section on oncolytic
viruses is the large immune response generated to the virus. While elimination
of adenovirus gene transcription significantly reduces the adaptive immune
response, a rapid innate response to the viral particle or capsid remains.90,91 This
innate immune response is potent enough to result in a substantial loss of aden-
oviral vectors within 24 hours after injection in vivo. Given the various advantages
and disadvantages of each vector system, we have no way to know whether
adenoviruses are better suited for gene therapy of gliomas without a direct
comparison to retroviruses.

Fortunately, adenoviral vectors and retroviral vectors were compared in a
head-to-head trial for gene therapy of brain tumors via delivery of HSV-TK
followed by administration of gancyclovir.92 This Phase I trial with seven patients
in each group revealed a significant survival advantage in those treated with
adenovirus vectors compared to retrovirus vectors. Patients treated with adenovi-
ruses also had significant increases in side effects, with seizures occurring in two
patients, fevers in two, and an increased anti-adenovirus antibody titer in four.
The side effects observed in adenovirus-treated patients in this trial underscore
the need for improvements in these vectors before more widespread use can be
considered.

9.3.6 HERPES SIMPLEX VIRUS

HSV is an enveloped, double-stranded DNA virus that has long been considered a
possible agent for delivering genes into mammalian cells. The virus infects virtually
all cell types and vertebrate species when tested in vitro, making it potentially
valuable as a vector for use in any organ system or animal model. The HSV genome
is very large, 152 kb, and as many as 50 kb are available for deletion and replacement
with desired transgenes.

Two primary methods have been developed for using HSV as a vector for gene
transfer into mammalian cells. The first method (recombinant vectors) consists of
HSV particles in which the gene of interest is inserted into a portion of the viral
genome.93 Early studies showed the potential of recombinant HSV vectors to effi-
ciently deliver transgenes into cells of the CNS using marker genes.94,95 Because of
the large viral genome, these vectors were classically constructed by homologous
recombination, an arduous process that limited their use. However, this trend has
changed recently and recombinant HSV vectors may still develop into important
tools for gene therapy in neurons.96 

Most work with HSV in gene therapy applications has utilized a second
system (defective HSV vectors). Defective HSV vectors are generated by creation
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of a DNA plasmid containing the desired transgene along with an HSV origin of
DNA replication and packaging sequence. This plasmid is transfected into cells
along with a replicating “helper” HSV that then packages the desired transgene
into nonreplicating “defective” particles.97,98 Several studies demonstrated the
potential of defective HSV vectors for gene therapy in the CNS.99–102 Most studies
using defective HSV vectors for gliomas utilized the TK/gancyclovir mechanism
of tumor cell lysis.103,104 However the vectors have also been used to deliver other
therapeutic genes.105,106 

9.3.7 OTHER VECTORS

The shortcomings of retroviral, Ad, and HSV vectors have fueled searches for
other gene therapy vectors including viral and nonviral constructs. Other viruses
studied include adeno-associated viruses,107,108 lentiviruses,109 and foamy
viruses.110 Nonviral contructs seek to transfer desired transgenes without the
associated toxicity of viruses. Encapsulation of plasmid DNA into liposomes is
a promising nonviral mechanism for gene therapy that has been applied to brain
and other tumors.111–113 

Plasmid–liposome complexes have many distinct advantages compared to viral
vectors. They (1) transfer genes of essentially unlimited size, (2) cannot recombine
to form an infectious agent, (3) protect DNA from the extracellular environment,
and (4) evoke weaker inflammatory responses because they lack proteins.114 How-
ever, transfection via plasmids is highly inefficient and is not selective. Gene expres-
sion has been found to be relatively transient. 

Liposomes can also be used as vectors for delivery of antisense DNA. This is
a unique gene therapy approach that uses therapeutic strands of DNA to bind a
complementary sequence within a target gene to block synthesis at the transcription
level. Antisense oligonucleotides have shown therapeutic benefit (and minimal tox-
icity) against brain tumors.77,115,116

9.3.8 DELIVERY, NEUROGENETIC SURGERY

Delivery is a potential obstacle to the success of gene therapy for HGGs due to the
presence of the blood–brain barrier (BBB). Although several systemic approaches
are aimed at bypassing or disrupting the BBB,78 local delivery is a logical and
efficient approach for these locally aggressive tumors. If a tumor is accessible to
surgery, the surgical cavity can be lined with the vector or vector-producing cells.
Alternatively, repeated delivery of a vector may be performed through placement of
an Ommaya or Rickham reservoir at the time of surgery. MRI-guided stereotactic
injection is a reasonable alternative for surgically inaccessible tumors. Using these
methods, gene therapy may be delivered via traditional surgical approaches, prompt-
ing some to refer to this mode of delivery as neurogenetic surgery.117 A more detailed
discussion of delivery methods is presented next in the section on convection-
enhanced delivery (CED).
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9.4 TRANSLATION INTO CLINICAL TRIALS: HUMANS 
ARE NOT LARGE MICE

The success of in vitro and in vivo preclinical studies led to cautious optimism in
regard to the potential clinical utility of gene therapy for HGGs. It has been only
10 years since the first human trial of gene therapy for HGGs.17 Since then, multiple
Phase I and Phase II clinical trials have demonstrated the safety and feasibility of
this approach in humans. Unfortunately, the dictum that humans are not large mice
holds true for the translation of in vitro and in vivo experimental successes. Despite
tumor regression and improved survival in animal models, significant clinical benefit
in humans has yet to be achieved.

Only two gene therapy strategies have been tested in clinical trials for HGG,
the p53 tumor suppression approach and the HSV-TK/gancyclovir susceptibility
approach. A single Phase I trial of p53 gene therapy utilized an adenoviral
vector.118 Delivery was via a two-stage approach, first with stereotactic injection
after tumor biopsy followed by tumor resection and direct injection of vector into
the remaining tumor bed. This study demonstrated low toxicity and successful
transfection of functional p53 gene to tumor cells. Ad vector injection success-
fully resulted in apoptosis of p53 transfected cells. However, extension of trans-
fection only reached 5 mm from the injection sites. Further studies are needed
to improve distribution of this agent prior to Phase II studies designed to determine
therapeutic efficacy.

The majority of clinical trials of gene therapy for any tumor utilize transduction
of HSV-TK followed by systemic administration of gancyclovir. Phase I and Phase
II trials have demonstrated the safety of this approach in brain tumors via both
stereotactic and open surgical delivery.17,119-121 These trials have utilized retroviral
or adenoviral vectors. As mentioned, in a Phase I trial that directly compared
retrovirus and adenovirus delivery, the adenovirus group showed statistically signif-
icant improved survival along with dose-limiting inflammatory side effects.92

The bystander effect demonstrated in preclinical experiments may also be sig-
nificant in human clinical trials. A small Phase I trial demonstrated MRI evidence
of tumor regression after transfection with HSV-TK and subsequent treatment with
gancyclovir, despite transfection of only a small cluster of cells and variable expres-
sion of the HSV-TK gene.122 However, in the only Phase III trial of this approach
in brain tumor patients, no significant differences in time to progression or overall
survival were observed in gene therapy-treated patients.123 Major limitations to
therapeutic efficacy include poor distribution of the viral vector and poor penetration
of gancyclovir across the BBB. 

Despite limited clinical success, gene therapy is now a tenable goal and will
very possibly become a standard part of multimodal therapy for patients with HGGs
in the future. The past decade has provided major conceptual and technological
advances in brain tumor biology and molecular genetics; the years to come will
provide many new breakthroughs. This vigorous area of basic science research has
already been translated into clinical trials (http://clinicaltrials.gov/ct/gui) and hope-
fully the best combination of transgene, vector, and delivery method to benefit brain
tumor patients will be discovered soon. 
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9.5 CONVECTION-ENHANCED DELIVERY OF 
TARGETED TOXINS AND OTHER AGENTS 

9.5.1 INTRODUCTION

Delivery of therapeutic agents to HGGs is a difficult task that has perplexed neuro-
surgeons and brain tumor researchers for several decades. The effectiveness of some
chemotherapeutic agents against gliomas in vitro has been recognized for many
years, but the BBB minimizes the amount of drug that penetrates tumors when
administered systemically, even with highly lipophilic nitrosureas.124

Toxicity limits how high a systemic dose can be given and prevents satisfactory
levels of agents from reaching tumors in the brain. This circumstance led to many
attempts to treat brain tumors with intratumoral or local injections of methotrexate
or nitrosureas in the 1960s and 1970s, all with minimal beneficial responses.125–129

Despite the lack of therapeutic benefit, these early investigations were encouraging
because they found that intratumoral injections of chemotherapeutic agents resulted
in lower systemic toxicity.129,130

The revolution in molecular biology techniques and other scientific advances
are leading to a dramatic increase in discoveries of potential therapeutic agents for
the treatment of cancer. These agents include traditional chemotherapies, molecular
therapies, targeted toxins, viruses, liposomal–DNA complexes, viral packaging cells,
stem cells, and others.131–133 Although few of the new therapeutic modalities have
achieved mainstream use in cancer therapy as yet, it is likely that some will do so
soon. To allow brain tumor patients to benefit from these exciting new developments,
a method to deliver therapeutic agents to the brain in a safe and effective manner
must be developed. It is possible that this stumbling block to progress in the treatment
of HGGs will be overcome by promising developments in CED.

9.5.2 CONVECTION-ENHANCED DELIVERY

Traditional means of delivering agents to the brain have involved direct injection
into the parenchyma or cerebrospinal fluid. These injections rely on diffusion of the
delivered agent to reach brain tissue away from the injected site. Unfortunately,
multiple studies demonstrated that diffusion of agents in the brain is extremely
limited, particularly with high molecular weight or polar molecules.134–136

Attempts have been made to overcome this limitation with use of multiple
intraparenchymal catheters.137 One study involving cisplatin infusion via 68 catheters
still did not produce a significant impact on the patient’s prognosis. This suggests
that far too many catheters would be required to treat gliomas in this fashion. A
more feasible approach is to use fewer catheters and increase the volume of diffusion
through each catheter using CED.

CED uses sustained intracerebral infusion to induce a convective interstitial fluid
current that has the potential to homogeneously distribute even large molecules great
distances within the brain by displacing interstitial fluid.138 In animal models, CED
achieved high homogeneous concentrations of various macromolecular therapeutic
agents throughout large regions of the brain that were several orders of magnitude
greater than those obtainable by systemic delivery.139 The potential benefit of CED
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in the treatment of brain tumors in animal models has been demonstrated in several
studies.139–141 

A significant limitation to interpreting data from CED experiments comes from
the fact that human brains are much larger than those of the animal models routinely
used. Although a few studies have been conducted using CED in humans,142 no data
are available on the actual distribution of agents delivered in the human brain via
this method. Data recently submitted for publication demonstrate distribution of at
least 10% of the injected concentration of a macromolecule within a nearly spherical
radius over 4 cm from the catheter tip throughout the gray and white matter sur-
rounding a tumor resection cavity (D. Bigner, personal communication, 2004).

In addition to this encouraging data on distribution of agents in the human brain
using CED, two clinical trials demonstrated the efficacy of CED in treating human
brain tumor patients. In a clinical trial by Laske et al., 9 of 15 malignant brain tumor
patients had greater than 50% reductions in tumor volume after receiving therapeutic
agents via CED.142 Although local toxicity was seen at the highest dose administered,
no systemic toxicity was observed, suggesting CED is an effective way to deliver
therapeutic toxins to the human brain. In a trial by Rand et al., 7 of 9 patients treated
with CED had increased tumor necrosis as evidenced by reduced gadolinium
enhancement on MRI following therapy.143 One patient survived more than 18
months after therapy. 

Although these results are encouraging, several limiting factors remain as obsta-
cles to the use of CED in the treatment of HGG patients. First, although a distribution
of agent 4 cm from the catheter tip is encouraging, the technique still requires
infusion via multiple catheters and careful optimization and planning to deliver
therapeutic agent to the region surrounding a tumor or its resection cavity. Second,
tumors clearly alter the fluid dynamics in the brain and the effect of this alteration
on CED is poorly understood. Despite these limitations, further studies aimed at
optimizing catheter design and infusion parameters should identify modifications
capable of effectively addressing these issues now that the potential utility of this
approach has been established in humans.

9.5.3 TARGETED TOXINS

Although CED could be used to deliver any of a number of therapeutic agents to
treat brain tumors, the majority of work to date has utilized targeted toxins. A
targeted toxin is attached to a receptor ligand; an immunotoxin consists of a toxin
attached to an antibody that recognizes a receptor. In both cases, receptors selected
for targeting are over-expressed on tumor cells (for simplicity, this chapter will
use the term “targeted toxin” in reference to both moieties). Targeted toxins allow
targeted delivery of potent toxins to tumors with relative sparing of normal tis-
sue.133 The specificity of these agents is enhanced and systemic toxicity reduced
by delivery to an anatomically isolated compartment, such as the intracranial or
intrathecal space.144 

Bacterial and plant toxins are potent cytotoxic agents that have been exploited
in targeted toxin therapy. Such toxins have at least two important advantages over
most chemotherapeutic agents: (1) they are far more potent, while most
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chemotherapies require >104 molecules to kill a single tumor cell, many toxins
require only one,133 and (2) they are active against hypoxic and nondividing cells,
making them potentially effective against tumors that are resistant to chemotherapy
and radiation.145 

The powerful potential of targeted toxins derives from a combination of the high
potency and toxicity of the toxin with the highly selective binding of a receptor
ligand or antibody. Critical to the success of targeted toxin therapy is the identifi-
cation of a receptor that is ubiquitously highly expressed on the tumor but not on
surrounding tissue. This has been accomplished in tumors outside the CNS. Clinical
trials using targeted toxin therapy have targeted interleukin-2 receptors in hemato-
logic malignancies146 and interleukin-13 receptors in squamous cell carcinomas.147

Other trials have used tumor-specific antibodies to target ovarian, breast, and colon
cancers.148,149

In order for targeted toxin therapy to be effective against HGGs, a receptor that
is commonly over-expressed on the tumors must be identified and targeted. It has
been known for several years that HGGs frequently over-express EGFR.150 Over-
expression is often associated with amplification of the EGFR gene. A simultaneous
examination of GBM samples for EGFR gene amplification, mRNA, and protein
found approximately one-third had gene amplification, all had mRNA, and 85% had
detectable EGFR protein151 (McLendon et al., personal communication, 2004). By
contrast, EGFR was found in only very low levels in surrounding brain — a cir-
cumstance that lends it to targeted toxin treatment with minimal unwanted toxicity.152 

EGFR has two natural ligands, epidermal growth factor and transforming growth
factor alpha (TGF-α). A targeted toxin for the EGFR was designated TP-38. It is a
recombinant chimeric protein composed of TGF-α and a genetically engineered
form of the pseudomonas exotoxin PE-38. Encouraging results of a Phase I clinical
trial examining treatment of patients with recurrent HGGs using CED of TP-38 have
recently been submitted for publication.153

Other receptors over-expressed on HGGs have been identified. Targeted toxins
for interleukin-4 and interleukin-13 receptors showed therapeutic efficacy against
HGGs.154,155 Further work using sophisticated molecular biology techniques will
undoubtedly identify other potential receptors for toxin targeting and enhance the
potential of this novel therapy for HGG patients.

9.6 CONCLUSION

The relatively recent revolution in molecular biology techniques has in fact led to
many significant discoveries of underlying mechanisms of the development of
HGGs, only a few of which were covered here. Even more importantly, a variety
of scientific advances led to the development and rapid translation to clinical trials
of many novel forms of cancer therapy, broadly increasing the landscape of
potential therapies far beyond the traditional modes of surgery, chemotherapy, and
radiation.

Although we have not yet discovered the combination of novel therapy and better
understanding of underlying tumor mechanisms that will lead to an efficacious new
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treatment of HGGs, many promising new therapies are on the horizon. In this
environment of rapid new discovery, it remains of utmost importance that neurosur-
geons are involved in and informed of the development of these exciting new
therapies that may soon allow us to better serve our sickest patients. 
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10.1 INTRODUCTION: WHY MAGIC? 

Although pediatric neurosurgery is relatively young as a formal subspecialty of
general neurosurgery (the first meeting of the Section of Pediatric Neurological
Surgery was held in 1972 and the American Society of Pediatric Neurosurgery first
met in 1978), it has been practiced for millennia. Trephined pediatric skulls were
excavated in Peru and at other ancient sites.1 The father of neurosurgery, Sir Victor
Horsley, performed his first epilepsy surgery on a child in 1886.2 Harvey Cushing
wrote extensively about the unique disorders of childhood.3,4 Many other notables
followed these icons, ensuring the momentum for further progress and refinement
in the surgical care of children with disorders of the nervous system.5

Congenital spinal nervous system abnormalities continue to be the mainstays
and also the pitfalls of pediatric neurosurgery. Paralysis, incontinence, obesity, endo-
crinopathy, hydrocephalus, short stature, social stigmata, and shortened lifespans are
still the norms for children with open neural tube defects (NTDs).6,7 The number of
children born with myelomeningocele has decreased over the past several decades
and 3 of every 10,000 children born in the U.S. are handicapped by open spinal
NTDs.8 Additionally, improved imaging techniques have diagnosed even more chil-
dren who suffer from spinal cord dysfunctions secondary to closed dysraphisms.9

The future treatment objectives are clear: congenital spinal defects must be prevented
or their neurological sequelae must be cured. Imagine that a pill or procedure could
© 2005 by CRC Press LLC



prevent or cure neurological deficits. Attaining such a goal often seems impossible.
It would seem to require magic — but what if magic did exist?

10.2 WHY MAGIC IS NEEDED: CAUSATIVE FACTORS 
OF NTDS

Current hypotheses suggest that NTDs are caused by complex interactions between
extrinsic (drugs, environmental toxins, temperature, etc.) and intrinsic (genetic,
metabolic, etc.) variables. Clinical and epidemiological studies in humans have
implicated maternal illnesses, medications, environmental toxins, and dietary factors
such as folic acid that play causative or at least contributing roles in NTD develop-
ment.10 Evidence that mutant genes cause NTDs has been supported by epidemio-
logical studies revealing an increased incidence of NTDs in certain families. In
familial cases, the trait for a NTD is semi-dominant, with apparent maternal inher-
itance.8,11 Thus, NTDs represent examples of complex genetic disorders in which
genes and the environment interact through an unknown relationship. 

Extrinsic factors causally related to NTDs have been studied extensively. Vita-
mins in general and folates in particular have been shown to significantly reduce
children’s risks of NTD,12 particularly when siblings have NTDs.13 The protective
mechanism of folate is unknown. Mothers have not been shown to be folate-deficient
or have defective intestinal uptakes of folate.11 Studies of mutant enzymes in the
folate metabolic pathway, particularly, methylenetetrahydrofolate reductase
(MTHFR), suggest a possible association with NTDs.14–16 However, Speer et al.
could not demonstrate MTHFR as a major risk factor.17 Other cellular interactions,
such as cellular transport mechanisms, are currently under investigation.18 Folate
can act as a methyl donor, permanently altering gene function via an epigenetic
mechanism19 or interfering with a metabolic pathway such as homocysteine conver-
sion to methionine.20–25 Although folic acid is irrelevant to the predominant basic
mechanism of action of folate, supplementation with folic acid has reduced the risk
of NTDs worldwide.26–32 

Other teratogenic agents and maternal diseases have been identified as causal
factors for NTD development.10 Maternal diabetics have greater risks of having
children with diabetic embryopathies consisting of NTD and other organ system
anomalies.33–35 Epileptic mothers using valproic acid as an anticonvulsant have a 1
to 2% risk.36,37 Those exposed to carbamazepine face approximately 0.5% risk of
having children with NTDs.38 Obesity has been associated with increased risk of
having a child born with a NTD.39–41 A twofold increase in NTD incidence was also
found in obese versus non-obese mothers, regardless of use of vitamin, folate, and
other nutritional supplements. Febrile illnesses and hyperthermia produced by the
use of a sauna or hot tub early in pregnancy have been also suggested as causes of
NTDs.10 The exact risk of occurrence due to maternal hyperthermia is not known. 

Although strongly implicated, the specific genetic factors that cause NTD are
not known. It is proposed that many different genes are involved in neural tube
development. Some genes may confer strong genetic components and others may
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only exert minimal direct effects or require interaction with other genes. Environ-
mental factors may act as triggers to genetic susceptibility.

Several lines of evidence point to a genetic component. Empiric studies have
shown that the recurrence risk for NTD is greatest among first-degree relatives of
an affected patient and decreases for more distant relatives. The recurrence risk for
siblings of an affected patient is 2 to 5%, representing a 25- to 50-fold increase in
recurrence risk compared to the general population.27 Techniques for identification
of specific genes are based on identifying populations at high risk, such as twins,
investigating the recurrence risks of NTD, and identifying mutated genes. 

Mouse mutants have provided many of the genes investigated as candidates for
human NTDs. More than 40 mouse species have been described,42 and the specific
gene identified in only 6 species. The six well-known mutations are splotch (Sp),43–45

extra toes (Xt),46 short tails (T),47 patch (Ph),48 and targeted mutations in apolipo-
protein B (ApoB)49 and Hox-a1.50 These mouse mutants provided clues to the
embryopathies of NTDs and identified potential candidate genes for human inves-
tigation. For example, the Pax-3 mutation in splotch mice mirrored the mutated Pax-
3 human homologue in Waardenburg’s syndrome.51 Furthermore, several Waarden-
burg’s patients have been reported to have spina bifida.23 Brachyury, when mutated,
is responsible for short-tailed mice, and has been shown to have an association with
human spina bifida.52 Greig’s cephalopolysyndactyly corresponds to mouse Xt, with
patients revealing mutations in the Gli3 gene.53 Pax-3, brachyury, and Gli3 have not
been shown to be major candidates for human NTDs.54 

10.3 WHERE MAGIC HAPPENS: DEVELOPMENT OF 
THE EMBRYO 

Normal nervous system development of an embryo requires proper formation of
embryonic axes. Determination of dorsoventral (DV) and anteroposterior (AP)
domains during gastrulation appears critical for normal neural development. Axis
patterning is reliant upon positional signals that provide DV and AP specifications.55

Furthermore, positional signals appear essential to neural tube induction and pat-
terning.56–64 

Early embryonic axis determination is dependent on specification of anterior
axial mesoderm followed by posterior axial mesodermal induction.55 A specified
group of cells (organizers) are known to function to organize the AP domains of the
embryonic axis.65–68 Several genes (brachyury, goosecoid, noggin, XLIM-1, Not-1)
and diffusible morphogens (retinoids, activins, fibroblast growth factors) appear to
be important in the regulation of organizer activity, specifically in posterior devel-
opment of the axis.56,58–60,62,69,70 The anterior axial mesoderm (chordamesoderm)
induces competent ectoderm to form archencephalic structures (telencephalon, dien-
cephalon, optic rudiment). The posterior mesoderm (notochord) induces competent
ectoderm to form the deuterencephalon (metencephalon, myelencephalon, cerebel-
lum) and spinal cord. Induced ectoderm forms the brain, hindbrain, and spinal cord
by the process of neurulation.
© 2005 by CRC Press LLC



Neurulation follows two stages: primary and secondary. Primary neurulation71

begins after gastrulation when the primitive ectoderm is induced by the axial meso-
derm to form a neural plate. The neural plate undergoes further elevation, folding,
and fusion to form the neural tube. Neural crest cells migrate from the dorsal aspect
of the neural tube. Primary neurulation forms all functional levels of the brain and
spinal cord to the second sacral level in humans.

The caudal elements of the spinal cord, conus medullaris and filum terminale,
are formed by secondary neurulation,72–78 which begins at a transitional zone where
the dorsally located primary neural tube overlaps the more ventral mesenchymal cells
of the tail bud in the future lumbosacral area. In this overlap zone, randomly arranged
mesenchymal cells condense to form the medullary cord. Radially oriented peripheral
cells surround a cellular central core in the medullary cord. Cavitation occurs centrally,
forming multiple lumina that coalesce to form a secondary neural tube.

The source of secondary neural tube cells is under scrutiny. Recent evidence in
chick embryos suggests that cells may migrate from more rostral neural plates to
attain their proper positions in the secondary neural tubes.79,80 Normal caudal spinal
cord patterning in humans has been described81 and abnormal patterning has been
demonstrated in dysraphic states.82,83 Aberrant positional identity of caudal spinal
cord cells may be a consequence of disrupted positional signals, faulty differentia-
tion, or improper migration. Governing factors in the caudal neural tube pattern such
as the brachyury and Pax-3 patterning genes have not been identified as major factors
in spinal dysraphism.54 

10.4 MAGIC PILLS 

Exciting and provocative evidence demonstrates that some manifestations of NTDs
are preventable or reversible at any one of numerous steps along the pathway from
preconception to childhood, and possibly even into adulthood (Figure 10.1). Several
different therapeutic interventions (or “magic pills”) may be developed to treat the
remaining types of NTDs. These pills may target genetic loci, proteins, or any of
several metabolites involved in NTD development.

We now understand a great deal about the development of the neural tube, and
are quickly approaching a more complete genetic characterization of the process.
Ideally, NTDs could be detected early enough in development to target the defects
before any permanent manifestations occurred. The epidemiological studies
described definitively implicate maternal risk factors as well as inheritable and/or
acquired genetic influences that may be targeted. The combination of genetic, epi-
genetic, and environmental factors offers numerous targets for interventions.

Preconception would be the optimal time for prevention. Mothers with modifi-
able risk factors should be identified and counseled. Perhaps one of the most remark-
able advances in NTD treatment has been the introduction of periconceptional folic
acid supplementation for the prevention of myelodysplasias. Whether taken in pill
form or supplemented in dietary flour, this simple and inexpensive measure has cut
the incidence and devastating sequelae of myelomeningocele by more than half.
Despite this extraordinary achievement, it is still a challenge to prevent this unfor-
tunate disorder of aberrant neural tube closure.
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Other maternal risk factors that may prove important include good control of
diabetes, reduction of obesity and infections, vitamin supplementation (folate, inos-
itol, and vitamin B12), and avoidance of over-heated environments like saunas.
Additionally, mothers taking valproate and carbamazapine antiepileptic medications
should discontinue use or take other medications if possible to eliminate the
increased risk. 

It may be possible in some cases to identify mothers with inheritable genetic
predispositions and counsel them during the preconception period in preparation for
possible treatment during pregnancy. Several possible medications could be devel-
oped to provide genetic targeting during early fetal development. Tools for targeting
candidate genes at the DNA, RNA, or protein level are all plausible possibilities.
These tools could target defects in genes involved in proper neural tube patterning,
folate-dependent and -independent mechanisms, or healing mechanisms. The next
decade certainly will see attempts at in vitro correction of genetic defects during the
blastocyst stage or manipulation of these genes in utero via delivery systems like
viral vectors. 

Several studies with animal models have elucidated some of the genes involved
in the induction of proper neural tube development, for example, Wnt-1, Gnot1 (a
notochord family homeobox gene), HOX-1, and activin.50,56,60 Activin and retinoic
acid regulate Gnot1 expression prior to gastrulation. The neural tube-inducing prop-
erties of sonic and bone morphogenic protein genes are also under intense investi-
gation. The Sp mouse model has defects in neural tube closure due to mutations in
the Pax-3 paired box gene.44,45 When genes are deleted or mutated, the fetal cells

FIGURE 10.1 The magic phases of spinal dysraphism.
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may be transfected in utero with viral vectors expressing the normal gene. Alterna-
tively, embryonic stem cell lines with normal genes may be introduced into target
embryos by blastocyst injection, producing chimeras expressing enough of the nor-
mal gene to ameliorate the defective phenotype. Interestingly, folate, the earliest
magic pill, has been shown to prevent NTD in the Sp and other mouse models with
mutations in Cart1 and crooked tail genes.67,84,85 

Hyperhomocysteinemia is another risk factor linked to increased risk of NTD
that may be amenable to a genetic tool. The condition appears to be due to homozy-
gosity of a thermolabile MTHFR deficiency.20 Genetic therapy could provide a
solution. Currently available viral vectors could be designed to transfect fetal cells
with the normal MTHFR gene. Hyperhomocysteinemia may also be due to reduced
folate-dependent homocysteine remethylation, which provides another interesting
mechanism for treating NTD. 

Cytosine methylation on CpG dinucleotides of genomic DNA is one of many
forms of DNA modifications that help maintain stability of numerous regions of
genomic DNA.86 These heritable CpG methylation sites may be altered in early
embryogenesis, but appear to remain stable with high fidelity afterward.87 This form
of DNA methylation depends on the synthesis of S-adenosylmethionine, which
requires methyl donors and cofactors like folate, vitamin B12, choline chloride, and
anhydrous betaine.88

Maternal nutrition may affect fetal phenotype via DNA methylation. The areas
of methylation that change during embryogenesis are at transposable element inser-
tion sites in the genome that underlie epigenetic-induced phenotypic variability.89

Transient exposure to methyl donors in utero has been demonstrated to shift an
epigenotype via CpG methylation of genomic DNA in mice.19 This experimentally
altered phenotype persisted into adulthood. It is hypothesized that such a mechanism
may underlie the corrected NTD phenotype in folate supplementation. Other methyl
donors may also serve as magic pills. 

Another compound that prevented folate resistance NTD in the curly tail mouse
and recently in humans is inositol.90,91 The mechanism may occur via upregulation
of the retinoic acid receptor beta.91,92 Inositol is also important in glucose metabolism
and may play a role in hyperglycemic or obesity-related causes of NTD. All these
therapeutic measures are meant to prevent or correct defects early enough in devel-
opment to prevent NTDs. However, efforts to correct defects are still needed. Most
forms of what we can designate as “magic repairs” are applied during intrauterine
development or after birth.

10.5  MAGIC REPAIRS

In a typical scenario, a child born with a NTD undergoes repair of the defect in the
first few days after birth (as with myelomeningocele) or when neurological deteri-
oration or substantial neurological risk is determined (as with closed dysraphism).
Both paradigms are designed to minimize further risk, prevent progressive functional
loss, and possibly reverse neurological deterioration. Clearly, in the case of an open
NTD, reversal of paralysis or sacral dysfunction is not expected or attained. Novel
repair strategies should be aimed at restoration of neurological function.
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10.5.1 FETAL SURGERY

Recent evidence suggests that the neurological deterioration associated with open
NTDs may have resulted from progressive intrauterine injury alone or in concert
with the primary defect of neurulation. For example, fetal ultrasonography revealed
that human fetuses with myelomeningoceles retained lower extremity movements
early in gestation and that the movements were lost by term.93 These data and
maternal reports that describe losses of fetal movements suggest that an event
occurring during gestation damaged fetal function.94

In the event of intrauterine injury, intrauterine intervention such as a surgical
repair may protect against progressive neurological deterioration. Animal models
designed with spina bifida were tested after intrauterine repair. Neurological function
was preserved in repaired animals.95 This result led to intrauterine repairs of open,
exposed spinal cords in humans.96,97 

To determine the outcomes of fetal myelomeningocele repairs, the National
Institute of Child Health and Human Development (NICHD) sponsored the Man-
agement of Myelomeningocele Study (MOMS), a continuing clinical trial
[http://www.nichd.nih.gov]. Parameters undergoing study include optimal timing,
neurological recovery, and effects of repairs on associated hydrocephalus and Chiari
II malformations. The study is comparing two approaches to the treatment of babies
with spina bifida: surgery before birth (prenatal surgery) and the standard closure
surgery after birth (postnatal surgery). Preliminary results of human surgery show
failure to preserve fetal neurological function. Furthermore, when it appeared that
spinal cord function was present to a degree, it was less than predicted based on
data from the animal models.98 Improvements in the degree of hindbrain herniation
noted in the associated Chiari II malformation have also been demonstrated.99 Addi-
tionally, a reduction in the need for CSF shunting for hydrocephalus has been
reported.97,100 

Reported complications of fetal myelomeningocele surgery have been few; the
most common complication is preterm delivery.94 Major complications of intrauter-
ine intervention such as maternal death from uterine rupture have been reported for
other types of fetal surgery.101 No uterine rupture resulting in maternal or fetal demise
has been reported to date for fetal myelomeningocele repair.94,97 Technical advance-
ments, such as less invasive endoscopic procedures, have been proposed to avert
this severe complication.102,103

One key to predicting optimal outcomes of novel fetal surgery treatments for
myelomeningocele is understanding the structure of the placode. If the placode
retains normal patterning and is simply un-neurulated, a repair may be effective in
preventing secondary injury. There are mixed reports on whether placodes are normal
in animal models.104,105 Similar controversies surround human studies. Meuli et al.
characterized the human placode as having partial loss of tissue, containing hemor-
rhages and abrasions, while preserving developed elements of dorsal and ventral
parts of the spinal cord with nerve roots and ganglia.106 The abnormalities were
attributed to intrauterine injury.

Conversely, George and Cummings characterized the placode as having abnor-
mal patterning along the dorsoventral and rostrocaudal axes indicative of a change
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in pattern determination and a paucity of maturing neurons with evidence of signif-
icant inflammatory infiltrate, gliosis, and fibrosis consistent with secondary injury.83

These data suggest that the myelomeningocele placode shows abnormal development
along with evidence of injury. 

Reexamination of the animal model is needed to help clarify this controversy.
George and Fuh made several observations in a review.107 Two definitions of NTDs
were used to describe the surgical models: spina bifida or spina bifida-like and
surgical NTDs. All mammals except mice had spina bifida lesions in which the skin,
muscle, lamina, and dura were opened, but the spinal cord itself was not dis-
turbed.108–112 Surgical NTDs were developed in avian species and mice; the dorsal
elements of the spinal cord were opened and splayed apart, and exposed the central
elements of the spinal cord to the surrounding environment.113–118 The surgical
models uncovered three mechanisms of injury: 

1. Toxicity of the amniotic fluid 
2. Direct intrauterine trauma 
3. Developmental and growth distortion from laminectomy defect 

Timing of lesions was critical. Spontaneous healing resulted if lesions occurred
early in gestation instead of later.111,114,117 Subsequent functional outcomes were
virtually indistinguishable between groups lesioned early in gestation and sponta-
neously healed and repaired fetuses lesioned later in gestation.83 Last, the surgical
animal models used were not the products of abnormal primary neurulation, and
could not directly address questions concerning the placode. These surgical models
represent a reopening mechanism of a closed neural tube that has not been shown
to appear in humans, but was reported in curtailed mouse mutants.119

The future of fetal surgery may rest in uncovering the mechanisms of fetal healing
and directly reconstituting the spinal cord. In the study of fetal wounds, healing was
demonstrated to occur rapidly and without scarring. The exact mechanisms of fetal
scarless healing remain unknown. However, transforming growth factor-beta and
hyaluronic acid-rich wound matrix play pivotal roles in scarless repair.120

The mechanism of annealing or healing that can lead to protection of the neural
tube has also not been defined. The fusion of reapproximated dorsal neural elements
in chicks has been suggested.118 A preliminary study in our laboratory utilizing
surgical NTDs in chicks and adding inhibitors of primary neurulation failed to
prevent reclosure of the neural tube (unpublished data). Therefore, reclosure in
chicks does not appear to be a recapitulation of primary neurulation. The underlying
molecular and cellular mechanisms that regulated the repair remain unclear, but the
ability of spinal cord cells to proliferate appeared important.118 These data suggest
that fetal interventions should be targeted at reinstituting mechanisms of fetal healing
that were turned off after a critical developmental phase.

10.5.2 SPINAL CORD REGENERATION

Current work on restoration of spinal cord function has focused on regeneration
after a spinal cord injury. If the precept from the fetal surgery is true, that the
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neurological sequelae in open NTDs are caused by intrauterine injuries, restoration
of cord function should be attainable. In fact, the majority of research has revealed
that an injured spinal cord can be restored by reconstituting or reestablishing molec-
ular or cellular developmental mechanisms.121 Therefore, the developing spinal cord
appears to be the ideal substrate for regeneration of specific cell types and functional
connections as long as the milieu can be properly manipulated.

Paramount for the regeneration of the spinal cord is that the neuron becomes
“regeneration-capable” — it can restore the ability to demonstrate axonal growth
and proper targeting. A number of genes have been shown to be constitutively
expressed or upregulated in response to axonal growth. They have been termed
“regeneration-associated genes” and their products include transcription factors such
as c-jun, cytoskeleton components such as alpha tubulin, cytoplasmic growth cone
proteins such as GAP-43 and CAP-23, and cell adhesion molecules such as NCAM
and L1 that are important for growth cone guidance.122

The rate-limiting factor impacting regeneration is the inhibitory environment of
the mature CNS. CNS inhibition to axonal growth is broadly divided into nonper-
missive factors related to myelin and the inhibitory nature of the gliotic scar. Proteins
identified in CNS myelin (NI-35 and NI-250) have been shown to function as neurite
inhibitory factors.123 At the injury site, dead cells, inflammation, and degraded tissue
are present. They contain reactive astrocytes, microglia, oligodendrocytes, and
meningeal cells that form gliotic scars that function as three-dimensional barriers to
axonal growth.124 

As noted earlier, George and Cummings demonstrated that the myelomeningo-
cele placode may have abnormal patterning along the dorsoventral and rostrocaudal
axes. This finding is indicative of a change in pattern determination, along with a
paucity of maturing neurons with evidence of significant inflammatory infiltrate,
gliosis, and fibrosis consistent with secondary injury.82 The impact that aberrant
development plays on the ability of the injured placode to regenerate and overcome
the inhibitory environment is unclear and remains a goal of future research.

Regenerative strategies in spinal cord injury include administration of trophic
factors, gene therapy, and cell transplantation. Intrathecal administration of trophic
factors such as neurotropin, nerve growth factor and glial-derived neurotrophic factor
upregulated growth cone proteins such as GAP-43 and CAP-23, propagated axonal
regrowth across an area of crush injury, and established functional connections.125

Interestingly, the administration of folate has been reported to assist in regenerating
axons in a spinal cord injury model via intraperitoneal administration (personal
communication). The mechanism of folate-assisted regeneration remains unknown.

Gene therapy strategies provide a way for longer lasting delivery of important
trophic factors. Trophic genes can be supplied ex vivo to an injured spinal cord by
inserting genetically altered cells that produce trophic factors.126 Another method is
applied in vivo: the neurotrophic gene is tranfected into the native spinal cord, usually
via a viral vector.127 Trophic factors listed above also serve as candidates for gene
therapy. Other classes of gene candidates are endogenous receptors or morphogens
important in embryonic development. For example, retinoic acid (RA) is important
in embryonic neural development69 and has been shown to stimulate embryonic
neurite outgrowth.128 RA administration failed to induce neurite growth in an injured
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adult spinal cord, presumably due to the lack of retinoic acid receptor-beta 2 (RAR
β2) upregulation.129 However, when the RAR β2 is upregulated, neurite outgrowth
can occur.130 Transfection into the adult spinal cord of RAR β2 alone was shown to
stimulate neurite outgrowth.130 Therefore, reinstitution of developmental mecha-
nisms may be another methodology of cord regeneration.

Cellular transplantation strategies are aimed at circumventing the inhibitory
surround created by the gliotic scar. Candidates for transplantation are neural stem
cells and fetal cells that have the potential to develop into mature neurons or glia
and restore function by replacing or repairing axons and synaptic relays.131 Mature
cells such as Schwann cells or olfactory ensheathing cells also provide neurotrophic
support and myelination, thereby enhancing the regenerative environment. How the
myelomeningocele placode would respond to cellular transplantation remains
unclear. The lack of understanding of cell connectivity and patterning and the way
that environment responds to injury makes outcomes unpredictable, but unveils a
focal point for future study.

A final challenge to spinal cord regeneration of a NTD is that most of the studies
examined models of acute injury. Spinal cord dysfunction secondary in the congenital
setting is more likely to be chronic in nature. An important consideration in studies
of chronic injury is the survival of the injured neurons. Reports indicate that 25 to
50% of neurons die as early as 4 weeks postaxotomy,132 while the remaining cells
become atrophic. There is some evidence that trophic factors133 and fetal cell
transplants134 can enhance survival, even if applied 1 year after injury. Since many
patients with open and closed defects will present with neurological dysfunction
within this time frame, attempts at spinal cord regeneration remain viable techniques
to pursue.

10.6 SHOULD WE BELIEVE IN MAGIC?

The short answer is “yes.” Recent advances in genomics, proteomics, developmental
cell biology, biochemistry, embryology, neurobiology and neuroimaging have cre-
ated the potential for a “golden age” in the cure of NTDs. Until then, NTDs remain
physically debilitating and are socioeconomic burdens. The time to advance neuro-
surgical management from supportive to restorative is now. It will be like magic!
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11.1 INTRODUCTION

Delayed cerebral vasospasm (DCV) is the leading cause of morbidity and mortality
in patients who have ruptured intracranial aneurysms and are admitted to tertiary
care centers.1,2 Thick focal collections of blood visualized on a CT scan are highly
predictive of the risk of DCV.3,4 The time course of the event is well established,5

although the pathophysiology has remained a puzzle for many years. Recent
advances in cellular and molecular biology techniques have led to the development
of new hypotheses regarding this very important clinical problem.

In some ways vasospasm is a misnomer because it implies a reactive vascular
tone increase with secondary vessel narrowing. However, a critical difference
between an ordinary vasospasm and the vasospasm of DCV is that vessels lose their
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sensitivity to most agents acting directly on vessel walls in DCV. For example, nitric
oxide and nitroprusside, among other equivalent agents, normally act directly to
significantly dilate smooth muscles in vessel walls, but have little effect in DCV.6,7

An active tone increase implies a significant decrease in elasticity due to the con-
traction; whereas the vessel can be easily dilated with angiographic balloons (balloon
angioplasty; see Chapter 12 for details).

This contrary phenomenon occurs because the tension in the vessel wall is
proportional to the luminal radius; therefore, as the radius of the spastic vessel
decreases, the tension in the wall also decreases. Thus, human DCV occurs in a
delayed fashion, shows severe luminal narrowing which is not a vasospasm in the
usual sense of active muscle contraction, and cannot be relaxed except with mechan-
ical dilatation via angioplasty from the luminal side.

While the time course of DCV is well known, the reason the onset occurs several
days (typically 5 to 7) after the initial subarachnoid hemorrhage has not been
explained adequately. We will construct a presumed chain of events leading to the
peculiar time course, together with a brief review of pertinent hypotheses and
possible new treatment mechanisms.

11.2 TIME COURSE, DIAGNOSIS, AND MANAGEMENT 
OF DCV

DCV occurs only after a precipitating event. The most commen event is a subarachnoid
hemorrhage (SAH) occurring in the basal cisterns secondary to rupture of a berry
aneurysm. The volume of the SAH as determined by computerized tomography (CT)
scan (Fisher grade) clearly relates to the probability of DCV.3 Other causes of SAH,
for example, head injury, may also precipitate DCV if the SAH is sufficiently dense.8,9

It is not known whether a rapid and immediate reactive vasospasm occurs directly
after SAH due to the multiple vasospastic mediators present in blood, platelets, and
serum that completely surround the vessel adventitia after the hemorrhage in the
place of normal cerebrospinal fluid (CSF). When cerebral angiograms are performed
relatively soon (within a few hours) after the onset of SAH, approximately 10%
reveal angiographic evidence of immediate vasospasm.5,10 These data suggest that
an immediate reactive vasospasm occurs in a minority of SAH patients and implies
a different mechanism for DCV. However, the later occurring DCV may in some
way be linked to a transient immediate vasospasm.

The immediate morbidity from aneurysmal SAH is frequently secondary to
increased intracranial pressure (ICP), as evidenced by the observation that 78% of
SAH patients with acute symptomatic hydrocephalus improved after ventricular drain-
age.11 ICP elevation after SAH appears to result from subarachnoid blood that causes
malfunction of the arachnoid villi through an acute blockage, preventing normal
resorption of CSF.12 Additionally, because the blood leakage from the vessel at the
time of the hemorrhage is directed into the CSF space at arterial pressure, the hemor-
rhage only stops after the local CSF pressure rises to arterial level. This high pressure
precludes cerebral perfusion. The rapidity of restoration of cerebral perfusion dictates
in many ways the resulting morbidity and mortality from the hemorrhage.
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Clinical observations suggest that the cerebral vessels are still reactive during
the initial time period after a SAH that precedes the onset of DCV. During this
period, usually within 48 hours of the hemorrhage, most direct clip ligation
treatments of berry aneurysms are performed. Some manipulation of the parent
cerebral vessels is usually done during surgery and this often produces a direct
visible vasospastic response of the vessels. This vasospastic response is apparent
on the exteriors of the vessels and can be relieved by direct application of papav-
erine or similar agents that facilitate smooth muscle relaxation.13 This vascular
reactivity clearly implies that the smooth muscle in the region of the SAH (where
the later DCV will occur) functions relatively normally in the early period after
the SAH.

Clinical symptoms of DCV usually appear between the fifth and twelfth days
following the hemorrhage.14 Angiography performed during this time may reveal a
diffuse constriction of major vessels, often including the internal carotid artery.15 It
is presumed that smaller vessels including arterioles are equally or more constricted
although they are more difficult to visualize via angiography. Vascular constriction
may be only radiographically apparent (radiographic vasospasm) or also clinically
apparent, often resulting in focal neurological signs or permanent deficits or infarcts.2

Various methods to diagnose DCV include transcranial Doppler to detect increased
blood flow velocity,16 computed tomographic angiography (CTA), and direct cerebral
angiography — at present the gold standard diagnostic test.14

One of the clinical treatments shown to be most effective in prevention of DCV
is early administration of the relatively specific cerebral smooth muscle calcium
channel blocker, nimodipine.17,18 After DCV has begun, the mainstay of treatment
is hyperdynamic therapy (enhanced blood volume and relative hypertension).19–21

This therapy promotes as much blood flow past the relatively constricted regions as
possible by raising the pressure head in the systemic arteries leading to the brain.
The most clinically effective treatment for severe vasospasm is therapeutic angio-
plasty. When possible, it is used to dilate proximal spastic vessels that may enhance
blood flow into smaller arterioles that may also be involved.22

Antifibrinolytic agents have been used to decrease rebleeding after aneurysmal
SAH by preventing lysis of the blood clot tamponading the rent in the aneurysm.23

A meta-analysis of several trials of antifibrinolytic agents in SAH patients demon-
strated that these agents significantly decrease the rebleeding rate. Unfortunately,
they also significantly increase cerebral ischemia secondary to DCV, and therefore
have no significant effect on outcomes compared to control patients.24 Failed trials
of antifibrinolytic therapies in SAH patients confirm the importance of blood prod-
ucts in the subarachnoid space as critical in the pathogenesis of DCV. If blood
products remain longer due to decreased lysis, then the DCV rate (along with
secondary symptoms such as stroke and death) is considerably higher.

11.3 CRITICAL QUESTIONS ABOUT DCV

The clinical knowledge accumulated over many years raised a large number of
questions about DCV and prompted multitudes of research studies of the human
condition and animal models. Unfortunately, DCV is very difficult to duplicate in
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animal models for assessing the time course, histology, and other parameters of
treatments. Research studies have partially answered several critical questions and
the results will be discussed next.

11.3.1 WHY ARE SUBARACHNOID ARTERIES SUSCEPTIBLE TO DCV?

It is unclear why cerebral arteries located in the subarachnoid space are susceptible
to DCV. One hypothesis links interference in the nutrition of the intracerebral vessels
to their susceptibility to vasospasm.25 Intracerebral vessels appear to lack the com-
mon nutrient-penetrating abilities present in other systemic arteries (vaso vasorum).
Instead, it appears that pores or communication channels within the adventitia of
intracerebral vessels allow access of CSF to the vessel media for critical glucose
and nutrient supply. Thus, a thick coating of blood directly adjacent to the outer
vessel wall after SAH may prevent nutrient access to the media and this eventually
leads to media necrosis.

This does not appear to be a problem for the first few days after the SAH because
the vessels remain externally reactive at operative exposure at least up to 72 hours
after SAH. Eventually the lack of nutrient supply (combined with the enhanced
tendency toward contraction due to the vasoconstrictive environment surrounding
the vessel) leads to pathological changes within the vessel and at least partial necrosis
of the media. Medial fibrosis and necrosis have been consistent findings in human
specimens with symptomatic DCV.26

Another hypothesis suggests DCV after SAH is due to vascular mitogens
released by activated platelets inducing vascular cell proliferation in the arterial
walls.27 Platelet-derived growth factor-AB is a powerful mitogenic growth factor for
vascular smooth muscle cells28,29 and also promotes cell migration.30 Smooth muscle
proliferation is stimulated within hours after injury and may increase wall thickness
producing vessel stiffening that contributes to cerebral vasospasm. During the first
week after SAH, it has been found that platelet-derived growth factor (PDGF) levels
in the CSF of SAH patients are significantly higher than levels of nonSAH
patients.27,28

The time course of DCV is consistent with that of a cellular proliferation process
(Figure 11.1). In animal models, immunohistochemical labeling using proliferating
cell nuclear antigen (PCNA) shows smooth muscle replication in the vascular wall27

and significant changes in vascular mechanical properties. Consequently, in the days
and weeks following SAH, small changes in arterial wall dimensions could theoret-
ically thicken the vessel walls, which would dramatically decrease arterial compli-
ance. Thus, vessel wall thickness may be a function of both media necrosis and
smooth muscle proliferation, partly in response to the necrosis (to renew the vessel
wall) and to mitogens readily available from blood products (Figure 11.1).

11.3.2 WHAT ARE THE LIKELY SPASMOGENS CONTRIBUTING 
TO DCV?

It is well established that the proximity of dissolving blood in the subarachnoid
space to the outer vessel wall leads to a large array of vasoactive substances that
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maintain continuous contact with the outer surfaces of the blood vessels.31 It is
postulated that the presence of these vasoactive substances around the walls of
intracerebral vessels, which have at least partial wall necrosis, contributes to post-
SAH DCV. Incubation of cerebral vessels in clotted blood followed by administration
of blood products can lead to vasoconstriction.32 It has been difficult, however, to
identify the spasmogen most responsible for DCV — the mechanism by which the
effect occurs — and the linkage between short-term muscle contraction and the
subsequent DCV.

Several agents have been hypothesized to be responsible for DCV, all of which
are present in blood products, including serotonin, catecholamines, eicosanoids, and
others.33 Convincing evidence suggests, however, that the vasoactive substance likely
to be responsible for initiation of DCV is oxyhemoglobin.33 Oxyhemoglobin has
several mechanisms of action that may be important in vasospasm including the
release of free radicals, the initiation and propagation of lipid peroxidation, metab-
olism to the vasoactive substance bilirubin, release of eicosanoids and endothelin
from the vessel walls, perivascular nerve damage, inhibition of endothelium-depen-
dent relaxation, and induction of structural damage to the vessel wall.33 The precise
role of these processes in the pathogenesis of DCV remains to be elucidated.

11.3.3 WHY IS THE ONSET OF DCV DELAYED?

With the combination of relative ischemia of the vessel wall due to lack of CSF
nutrients and the intense vasoactive presence maintained against the outer arterial
wall, eventually the arterial wall becomes thickened. A combination of necrotic
smooth cells fills most of the media, together with proliferating smooth cell precur-

FIGURE 11.1 (See color insert following page 146.) Time course of delayed cerebral vasos-
pasm. Two critical processes contribute to delayed cerebral vasospasm. The first is media
necrosis that likely begins soon after subarachnoid hemorrhage and peaks at 5 to 7 days. The
start of media necrosis acts as a signal to begin smooth muscle cell proliferation for eventual
replacement of the smooth muscle cells in the media. However, the additional cells created
by new dividing myoblasts and fibroblasts further increase the width of the media. The
processes of media necrosis and media cellular proliferation significantly narrow the lumen,
beginning early, but peaking at the 5- to 10-day range.
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sors, all leading to severe luminal narrowing. Instead of a vasospastic response at
this time (5 to 7 days after the SAH), the vessel wall is thickened, has a small lumen,
and cannot be dilated except with mechanical balloon pressure (angioplasty). What
is not clear from previous pathologic studies is precisely when the mitotic turnover
of smooth muscle cells begins to renew the damaged cells, and whether this smooth
muscle cell proliferation is in response to the initial SAH, media necrosis, or earlier
factors that appear prior to cell necrosis. A marker for mitosis could indicate when
the SAH insult has led to the initial changes responsible for vessel necrosis and
thickening.

One hypothesis is that smooth muscle cell turnover begins rapidly after the SAH
insult, and reaches a peak after 5 to 7 days.27 However, the smooth muscle cells may
require a more potent stimulus to begin mitotic activity, such as the later combination
of relative ischemia and the mix of growth factors available from the blood coating
the outer wall. The vessel thickening would then correspond to a combination of
vessel necrosis of smooth muscle cells in the media and mitosis and hypertrophy of
an underlying population of cells, which would lead to smooth muscle renewal and
proliferation. The smooth muscle cell proliferation would presumably then proceed
over days to a few weeks, leading to a repopulation of the media and resumption
of normal vessel reactivity and caliber.

Thus, the time course of DCV is presumably delayed due to the slow onset of
smooth muscle necrosis over several days. This, together with the combination of
mitotic activity and hypertrophy of remaining cells, markedly increases the width
of the media, leading to shrinkage of the vessel lumen. The 5-day period may be
an unfortunate superimposition of these two processes of necrosis with associated
cell swelling and the secondary hypertrophy and mitotic activity of smooth muscle
cell turnover. This time period is compounded by the slow lysis of blood products
by CSF and a correspondingly slow resumption of adequate vessel nutrition, pre-
sumably as CSF adventitial pores are reopened or reconstituted.

Cerebral vessels may show luminal narrowing for reasons other than media
thickening and direct changes in smooth muscle cells. For example, there may be
an infiltrative component suggestive of inflammation within the vessel wall in
response to the SAH that may be separately treatable. The possible role of inflam-
mation in vasospasm should be the focus of a search to determine the exact cellular
content (other than smooth muscle precursor cells and mature or dying smooth
muscle cells) within the thickened media. If inflammatory cells are specifically
identified as significant components of thickened vessel walls, new therapeutic
options for vasospasm may be developed in the future.

11.3.4 WHY DOES SAH DENSITY CORRELATE WITH RISK 
OF DCV?

The most probable explanation for the correlation of thickness of SAH on CT scans
with the risk of DCV is that blood deposition adjacent to the vessel induces vascular
wall necrosis by interfering with vessel nutrition and releasing spasmogens such as
oxyhemoglobin. Theoretically, enhancing blood lysis in the CSF early after SAH
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could lead to decreased risk of and faster recovery from DCV (but promote
rebleeding if early aneurysm clipping is not performed). This approach is advocated
by those attempting to treat vasospasm with infusion of urokinase or tissue plasmi-
nogen activator (tPA) into the subarachnoid space after SAH.

Several trials have demonstrated the potential benefits of intracisternal urokinase
or tPA infusion after SAH in the reduction of DCV.34–37 These results led to a
multicenter, randomized, blinded, placebo-controlled trial of intracisternally admin-
istered tPA in attempts to prevent DCV after aneurysmal SAH.38 Unfortunately,
although the trial revealed a significant decrease in incidence of severe vasospasm
in patients with thick subarachnoid clots treated with tPA, all other outcome mea-
sures, including overall incidence of angiographic vasospasm, incidence of clinical
vasospasm, and outcome at 3 months were not significantly affected. Interestingly,
overall bleeding complication rates did not increase with tPA. Although the benefits
of tPA could potentially reach statistical significance in a larger trial, the results of
this trial have dampened enthusiasm for fibrinolytic agents in SAH patients.

11.4 CAN ADVANCES IN SMOOTH MUSCLE CELL 
BIOLOGY FACILITATE UNDERSTANDING? 

Cerebral blood vessels are composed primarily of smooth muscle cells (long, taper-
ing, single nuclei cells with thick-to-thin filaments aligned with the long axis) within
the media. Smooth muscle contraction is involuntarily triggered by the autonomic
system or by hormones, and is designed for slow, long-lasting contraction. Smooth
muscle cells are specifically designed to maintain tension for prolonged periods
(passive maintenance) while hydrolyzing five- to tenfold less ATP than skeletal
muscle cells performing the same task. Like other muscle cells, contraction occurs
because of myosin and actin. The actin in smooth muscle cells has a different amino
acid sequence than that of cardiac or skeletal muscle cells, but there appears to be
no known functional significance.

Smooth muscle myosin resembles skeletal myosin; functionally, the level of
ATPase activity is tenfold lower, which allows more direct calcium regulation of
contraction. Also, smooth muscle myosin can interact with actin filaments and cause
contraction only when its light chains are phosphorylated. When the myosin is
dephosphorylated, it cannot interact with actin and the muscle relaxes. Specific
enzymes accomplish this calcium-dependent phosphorylation and dephosphoryla-
tion of the myosin light chain. 

Arteries have thick walls of connective tissue and vascular smooth muscle cells
(VSMCs) lined by monolayers of endothelial cells. The endothelial cells are sepa-
rated from the smooth muscle cells by a basal lamina and then the elastic fibers of
the internal elastic lamina. The arterial wall morphology can change by both smooth
muscle hypertrophy and hyperplasia. Hypertrophy occurs by adding cytoplasmic
elements, but is reversible because the cells enlarge without changes in DNA. Unlike
skeletal and cardiac muscle, smooth muscle can divide and may recruit undifferen-
tiated cells (pericytes) to become smooth muscle cells. This mitotic behavior is
stimulated by various growth factors. 
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The predominant growth regulators of VSMCs and pericytes are fibroblast
growth factors (FGFs), platelet-derived growth factors (PDGFs), transforming
growth factor-beta 1 (TGF-β1), and epidermal growth factor (EGF). When stimulated
by any of these growth factors at appropriate concentrations, VSMCs can begin
execution of the mitosis program within hours. For vascular smooth muscle cells,
PDGF-BB precipitates the greatest degree of growth, with PDGF-AA stimulating
small but significant growth, and PDGF-AB causing an intermediate amount of
growth.

PDGF-AB is the predominant form of growth factor released from activated
platelets. Depending on dose, TGF-β1 is inhibitory to SMCs but not to pericytes.
Both acidic and basic FGFs are strong mitogens to pericytes and SMC proliferation.39

Also, tumor necrosis factor-alpha (TNF-α), a ubiquitous cytokine involved in inflam-
matory states, has been reported to stimulate SMC growth in culture. TNF receptor
activation is known to induce SMC apoptosis more in rapidly proliferating neointimal
cells than in more slowly replicating medial cells.40 

Although SMC proliferation likely occurs as part of the media replacement
during and after DCV, little direct evidence for this has been shown in human arterial
samples to this point. However, multiple mitogens leading to such proliferation are
clearly present in the SAH mix around cerebral vessel walls and other factors, such
as hypoxia, can induce mitogens.

11.5 SUGGESTED RESEARCH AVENUES AND 
TREATMENT OPTIONS

The development of a suitable model system for the study of DCV has been difficult.
In general, three types of model systems have been used to investigate cerebral
vasospasm: cell culture, isolated cerebral vessels, and whole animals. Whole animal
models of vasospasm range from intracisternal injection of autologous blood to
craniotomy for exposure of cerebral arteries and direct application of blood clot to
their surfaces.41,42 Although the craniotomy model replicates well the human disease
process and even its response to nimodipine,43 it involves primates that are very
expensive and ethically troubling, and the model itself is technically difficult.

Less challenging and expensive in vitro models of DCV have used isolated
cerebral vessels or cultured cells. The difficulty with isolated cerebral vessels is that
they survive at best only a few days in culture, and are only beneficial in the study
of early immediate vasospasm rather than the entire DCV process.44,45 Interestingly,
SMC isolated from rat aortas and exposed to hemoglobin in vitro have been found
to develop changes similar to those seen in DCV, suggesting that some mechanistic
features of the disease process may be investigated in cell culture systems.46 Of
course, the ability to study pharmacologic and other therapies in a vessel-free system
is limited.

An alternative experimental approach is available as a result of the recent devel-
opment of the ability to grow blood vessels entirely in vitro.47,48 This system has the
advantage of allowing in vitro study of vessels of the size desired and over a longer
period than isolated vessels are able to survive. Additionally, since the growth media
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can be changed as desired, these model vessels offer a novel way to investigate
changes in the vascular SMC on a detailed time schedule in an ischemic or vaso-
constrictive environment.

Treatment options can also be directly demonstrated in this model because it
allows easy access to both the luminal and adventitial sides of the vessel. In many
ways, these vessels grown in vitro are similar to human cerebral vessels. They are
of the same size (a few millimeters) and both lack vaso vasorum or nutrient feeding
vessels to the media. The in vitro cultured vessels are surrounded by a culture growth
medium that can be altered to be like CSF, and then the vessels can be deprived of
substrates or surrounded by blood to imitate in many ways the SAH process that
underlies DCV.

Unfortunately, short of animal models that fully duplicate the sequence of events
present in the human situation, further human tissue may be the most valuable study
source and clearly the most valid in terms of predicting human treatment. Studies
focusing on muscle cell turnover and mitotic activity in human specimens will be
critical for mapping out the full sequence of events of DCV beyond the limits of
ordinary pathological examination. This type of analysis could include assessing
proliferation of smooth muscle cell precursors, hypertrophy, mitotic activity, and in
particular assessing the relative contributions to the media enlargement of SMC
necrosis, SMC hypertrophy, and inflammation.

Further treatment efforts could be directed at early or late phase. Early interven-
tion could be performed to enhance CSF lysis of blood products in an effort to
restore appropriate nutrition levels to the media. If an early proliferative phase exists
and if it can be safely slowed or postponed to await the resolution of necrosis, less
reduction of the vessel caliber may occur. The danger of slowing down reactive
smooth muscle changes is that SMC growth may be insufficient by the time of
resolution of the necrosis for vessel strength, which could lead to spontaneous vessel
necrosis and possibly rupture. Other interventions may reduce necrosis or enhance
tolerance of SMC to the relative ischemic conditions present after SAH. Thus,
preventing or delaying necrosis may obviate the need for delayed SMC proliferation.

Many ischemic effects observed in clinical DCV are results of vasospasm in
small vessels that are not amenable to current vascular interventional treatment
(therapeutic angioplasty). Thus, further systemic or local medical treatment may be
very helpful for treating or forestalling cerebral ischemic changes observed in DCV.
Vasospasm has been most intensively studied in larger vessels, but the pathogenesis
in small vessels (i.e., arterioles) may differ due to the different mixtures of vessel
wall components compared to the larger more proximal vessels. Thus, an in vitro
model that duplicates some features of small vessels may also be of significance.
The smaller arterioles share many features of the larger cerebral vessels, in that vaso
vasorum is also absent and the vessels are also located within the subarachnoid
space, susceptible to SAH and its secondary effects.

11.6 CONCLUSIONS

DCV is a complex and time-dependent phenomenon that is not completely under-
stood, partly due to the lack of a suitable experimental model that clearly reproduces
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the changes observed in human vessels in DCV. Further, more effective clinical
treatments will likely come from enhanced understanding of the pathophysiology
of the disease, particularly the biology of smooth muscle cells because the majority
of empiric treatments over the past 30 years have not demonstrated substantial
efficacy.

Short-term animal models of DCV seem to have little relevance or validity —
a conclusion echoed in 1985 by Wellum et al.49

 Thus, development of new animal
models and understanding mechanisms involved in both necrosis and proliferation
may be the key to future translational treatments.
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12.1 INTRODUCTION

The major advances in endovascular neurosurgery over the past 15 years are reflec-
tions of the pioneering work of previous generations of enthusiastic, persistent, and
optimistic physicians. Since the introduction of cerebral angiography by António
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Egas Moniz in animal models in 1926 and subsequently in humans, the possibility
of using a less invasive endovascular approach to treat cerebrovascular diseases was
pursued.1–5 History unraveled many attempts by neurosurgeons searching for less
invasive approaches to treating cerebrovascular diseases1–5 until Guido Guglielmi,
an Italian neurosurgeon at the Medical Center of the University of California at Los
Angeles, developed the platinum detachable coil as an effective and feasible treat-
ment alternative to cerebral aneurysm clipping.6,7 This technology initiated the great
advancements we see in endovascular neurosurgery today.

A second historical landmark was the publication in 2002 of the randomized
International Subarachnoid Aneurysm Trial (ISAT) study comparing aneurysmal
coiling and clipping.8 The study showed that the endovascular coil embolization of
cerebral aneurysm is safe, feasible, and effective in comparison with open craniot-
omy and clipping. Despite the wide controversy surrounding the trial and its findings,
it constituted another step in better defining the role of coiling and its long-term
efficacy in aneurysm therapy based on scientific background. 

Unfortunately, endovascular therapy for arteriovenous malformation (AVM) has
not undergone a similar rapid pace of achievement. Newer flow directed microcath-
eters to facilitate closer access to the AVM nidus were introduced9 and AVM embolic
agents are under investigation in the search for the ideal embolic agent.10–13 These
advances may provide a more effective adjunctive or even curative role for endo-
vascular AVM therapy. 

The catheter-based treatment of atherosclerotic carotid disease is rapidly evolving
despite the disappointing early clinical trials.14 The results may be related to the use
of older generation stents. Biodegradable and biocompatible materials and drug
coatings have been incorporated in contemporary stent designs to provide better
trackability, flexibility, conformability, and compressibility and prevent restenosis.14–16 

Interventional acute stroke therapy is rapidly evolving, with newer pharmaco-
logical agents that may be administered locally into clots via the intra-arterial route
in combination with intravenous administration or with mechanical microdevices to
achieve clot disruption.17–20 

The pace and the dynamic evolution of endovascular therapy advances have
escalated rapidly over the past 10 years. The potential exists for further advances
and the only limitation is imagination. The minimally invasive treatment of vascular
neurosurgical diseases is the desired approach of the future. Keeping up with clinical
advancements in interventional and catheter-based technologies is the key factor for
improving clinical outcomes. The future is going to be marked by constant changes
and the development of more minimally invasive techniques to treat central nervous
system (CNS) diseases.

The core of advances in treating different CNS vascular diseases lies in refining
existing techniques and tools and developing more biocompatible ones. The current
management strategies and approaches may also evolve over time and be replaced
by techniques tailored to specific vascular anomalies.

Materials are becoming more bioactive and less irritating or toxic to vascular
structures. They are designed with the different anatomical and structural variations
of the vascular diseases in mind. New tools are being designed to lessen the com-
plication rates during or following endovascular interventions. Future developments
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involve all aspects of endovascular neurosurgery. This chapter will provide an over-
view of recent developments and future directions of endovascular neurosurgical
approaches for treating various CNS diseases.

12.2 CEREBRAL ANEURYSMS

The rate of cerebral aneurysm treatment via nonconventional endovascular ther-
apy (rather than surgical clipping) is steadily increasing. The endovascular
approach is accomplished by filling aneurysm lumens with balloons, Guglielmi
detachable coils (GDC), or liquid polymers.6–8,21–26 The recent publication of the
prospective and randomized ISAT is considered a significant step in providing
clinical evidence of endovascular aneurysm coiling. The study showed a 6.9%
absolute risk reduction in functional outcomes in patients with ruptured aneu-
rysms treated with GDC when compared to surgical clipping.8

Although the study results provoked wide controversies, they influenced the
treatment approach to ruptured cerebral aneurysms in many institutions worldwide.
Further studies in North America are on the way and may define better the exact
future role of endovascular therapy.

In addition to clinical advances, technology is constantly evolving and the pace
of improvement may be hastened by the spread of endovascular approaches. The
standard platinum-based GDC has been improved by the addition of 3-dimensional
shapes and the use of new biologically compatible polymer-coated Matrix® detach-
able coils (Boston Scientific, Fremont, CA).28–31 Different detachable coil shapes,
materials, coatings, and designs under development may allow better conformation
to the shape of an aneurysm and improve healing, fibrosis, endothelialization, and
obliteration of the aneurysm lumen.

Several technical and design aspects of endovascular treatment of cerebral aneu-
rysms are being refined to enhance trackability, ease of deployment, and biological
activity in promoting aneurysmal neck neoendothelialization. The aneurysm coil-
coating compositions are made mainly from biodegradable lactose or cellulose
copolymer derivatives.28–31 Molecular biology and translational basic research are
becoming the bases for developing newer coil designs.32,33 Those advances are
summarized in Table 12.1 and discussed next. 

12.2.1 SURFACE MODIFICATION OF GDC EMBOLIZATION

Biological material-based coatings intended to achieve complete luminal filling are
being developed to enhance the efficacy of the newer generation of aneurysm coils.
Coating with bioactive materials would make GDC more biocompatible and could
stimulate clot organization with aneurysm fibrosis and neck endothelialization.
Matrix 2- and 3-dimensional coils composed of 75% bioabsorbable polygly-
colic/poly-L-lactic acid copolymer outer coats and 25% platinum cores are currently
in use.28 In preclinical studies, Matrix detachable coils were shown to accelerate the
formation of intra-aneurysmal connective tissue, fibrosis, endothelialization with
increased aneurysmal neck thickness, and reduced aneurysm size over a shorter
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period of follow-up when compared to standard GDC.28 The copolymer was hypoth-
esized to enhance the inflammatory response to coil deployment and hasten aneu-
rysm healing. As a stronger neck forms, the biological material is degraded and
absorbed, leaving the platinum core and promoting shrinkage of the aneurysm.28 

Fibroblast cells and growth factors are some of the other materials used to coat
GDC in aneurysm animal models in an aim to improve the rate of luminal fibrosis
and neck closure.32,33 Fibroblast allograft delivery via deployed coils was shown to
be safe and feasible in animal studies.33 After 2 weeks of the fibroblast allograft
coated coil deployment, the fibroblasts remained viable and contained within the
aneurysm lumen, with cellular proliferation and fibrosis versus unorganized thrombi
in the control aneurysms.33 Other radiological and histological studies involving
collagen, protein, ion-implantation, and polyester coating showed variable success
rates of aneurysm occlusion and neck endothelialization.32,33 Current modifications
to GDC coils are in their early phases. The Matrix coated detachable coils are the
first available for clinical use. Follow-up data on long-term efficacy of the Matrix
may be available in the next few years. Other modified GDC or complete biologically
active coils are expected to become available in the near future.

The Hydrocoil® (Microvention, Aliso Viejo, CA) is another recently released
polymer-coated coil. The product has a pH-activated hydrogel coating that expands
over a period of several minutes after hydration. Modification of the polymer coating
allows for a high percentage of aneurysm filling with coils and may ultimately reduce
the recanalization rate due to coil compaction. Other companies are also attempting
to develop polymer-based coils that can completely fill an aneurysm and increase
the healing response to seal the aneurysm neck.

TABLE 12.1
Overview of Future Aneurysmal Endovascular Neurosurgical Therapy

Advances Comments

Surface-Modified Aneurysmal Coils
Polyglycolic acid bioabsorable polymeric coating
Polyglycolic acid
Polyglycolic/poly-L-lactic acid copolymer
Fibroblast tissue allograft

Others
Smooth muscle, growth factor, and ion 

implantation
Collagen coating
Polyurethane, Gelfoam, Dacron, and Fibronectin 

implants

New Techniques
Balloon remodeling, stent-assisted coiling, 

double catheters, 3-D coils, liquid polymers 
(Onyx, cyanoacrylate, cellulose acetate, etc.)

Theoretical advantage: improves intra-
aneurysmal fibrosis

Neointima formation across aneurysm neck

Promotes tissue reaction and fibrosis; fibroblast 
proliferation and aneurysm obliteration; 
fibroblasts rapidly proliferate, are 
immunologically inert
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12.2.2 NEW TECHNIQUES: 3-D COILS, BALLOONS, AND STENT- 
ASSISTED COILING

Aneurysm coiling is best suited for small aneurysms with narrow necks (dome-to-
neck ratio greater than 1.5). Aneurysms with irregular shapes and wide necks and
those that have been partially clipped are usually approached with innovative endo-
vascular techniques.30,31,34–37 Balloon remodeling was devised to protect the parent
vessel lumen from coil herniation by inflating the balloon across the aneurysm neck
after placing a microcatheter into the aneurysm lumen.30,31 More recently, flexible
and small intracranial stents (e.g., Boston Scientific’s Neuroform®) have become
available. They can be used to protect parent vessels with wide neck or irregularly
shaped aneurysms.31,34–37

Other techniques include the double-catheter approach.31 Two microcatheters
are placed in the aneurysm lumen prior to detaching the two coils. The interven-
tionalist can then test the positioning of the two coils. If deployment is satisfactory,
the result is basket protection formed by deploying two coils simultaneously.31

Finally, the availability of 3-D coils has made it safe and feasible to deploy and
detach coils in irregularly shaped aneurysms with wider necks.30 

Flexible stents covered with polyethylene terephthalate may be used to treat
spontaneous, traumatic, or postsurgical pseudoaneurysms, where no significant
branches of the parent vessels exist. The Symbiot-covered stent (Boston Scien-
tific/SCIMED, Minneapolis, MN) has been used in a few reported cases to cross a
pseudoaneurysm neck and effectively treat pseudoaneurysms of the internal carotid
arteries.37

12.2.3 LIQUID POLYMERS

The use of liquid materials to embolize cerebral aneurysms has emerged again
despite the controversy, increased risk of procedural complications, and past failures
to obtain perfect luminal obliteration.22–26 Liquid material may indeed provide an
advantage in that it can conform to the shape of an aneurysm and may enhance and
promote intraluminal fibrosis. However, it also carries high potential risks of pro-
trusion into the parent vessel lumen with distal migration and inability to stimulate
endothelialization across the aneurysm neck. The latter risk makes the currently
available liquid embolic agents unfavorable first choices to embolize cerebral aneu-
rysms. Such limitations may be lessened with the use of protective devices such as
balloons or stents or in combinations with coils.22–26

One liquid polymer currently undergoing clinical trials and in use in humans is
Onyx® (Micro Therapeutic Inc., Irvine, CA).22–26 Onyx is an ethylene–vinyl alcohol
(EVGOH) copolymer dissolved in dimethyl sulfoxide (DMSO) and mixed with
micronized tantalum powder to achieve the appropriate radio-opacity. Onyx is a
nonadhesive biocompatible polymer that allows slow delivery and complete filling
of an aneurysm, but requires a balloon or other protective device to contain the
delivered material in place.

A study by Muramaya et al. revealed that despite the improvement in liquid
leakage to the parent vessel lumen, such a complication remained a difficult
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challenge even with the use of protective devices to contain the liquid polymer inside
the aneurysm lumen.23 They used 12% Onyx: (1) alone, (2) in combination with
GDC, (3) proximal, (4) across the aneurysm protective balloon, and (5) with neck
stenting. The study was limited in the design and sample size (five to ten patients
per group), but showed that the use of Onyx combined with protective devices
provided more complete filling, with migration rates into the parent vessels ranging
from 9 to 33%, but with no significant differences among the groups. 

Cyanoacrylate embolization with GDC coil protection in an animal model of
carotid bifurcation aneurysm revealed a better filling rate at 3-month follow-up.24

Unfortunately, the cyanoacrylate escape rate to the parent blood vessel remained
high (25%).25 Other liquid polymers used in vitro and in vivo are iodinized cellulose
mixed esters that provided good results in aneurysm models in sheep.26 These
embolic agents need further modifications of solvent concentrations to become less
toxic prior to use on a larger scale in human subjects.26 

12.3 ARTERIOVENOUS MALFORMATION AND 
ARTERIOVENOUS FISTULA

Arteriovenous malformations (AVM) and arteriovenous fistulae (AVF) are congenital
lesions that can present at any age, although they are most common in the third and
fourth decades of life. The main presenting symptoms are related to headache,
seizure, and intracranial bleeding. AVM and AVF may be also found via magnetic
resonance imaging (MRI) and angiography. The risk of bleeding may range from 3
to 4% per year. The risk of chronic neurological disability or death following
intracranial bleeding ranges from 20 to 50%. The mainstay of AVM therapy depends
on the clinical and imaging grade of the condition that closely correlates with
postoperative complications and predicts surgical outcome. To reduce surgical risk,
presurgical endovascular embolization is usually attempted. In addition, endovascu-
lar therapy may be implemented to reduce AVM volume prior to surgical resection
or radiosurgery treatment. Recent endovascular advances may define better the
adjunctive and occasionally curative role of local AVM embolization (Table 12.2).

12.3.1 DEVELOPMENT OF NEW EMBOLIZATION MATERIALS: GLUES 
AND POLYMERS

Endovascular AVM therapy is progressing at a slower rate than aneurysm therapy
because it involves different obstacles. The current endovascular neurosurgical ther-
apeutic approach to AVM remains adjunctive rather than curative. It is used to aid
gamma knife radiosurgery of eloquent and large AVM and conventional surgical
resection for smaller noneloquent AVM.

Obstacles in achieving an important milestone in treating AVM via endovascular
therapy include the lack of ideal materials for embolization of the AVM, the need
to access and embolize all the feeders, and the ability to deal with hemodynamic
changes upon abruptly occluding large amounts of inflow or outflow to the AVM.
The current complications rate remains around 2 to 15% due to inadvertent embo-
lization of an arterial branch supplying an important functional brain region. 
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Embolizing materials include Onyx, cyanoacrylate (n-butyl cyanoacrylate or
n-BCA), Ethibloc, polyvinyl alcohol (PVA), GDC, and other agents including
silastic or latex balloons, gelfoam powder, cellulose, fibrin glue, silicone spheres,
calcium alginate, surgical silk thread, and microhydrogel spheres.9–13,39–41 The most
common embolic agent is n-BCA,10 which solidifies immediately on contact with
free hydrogen ions in the blood; the casting effect is permanent.10 The n-BCA is
dissolved in lipiodol, and injected via a flow-directed microcatheter. The risks
with n-BCA include escape of the agent to the venous side or normal arteries,
possibly leading to cerebral infarction, and adhesion of the catheter to the wall of
the blood vessel due to back-reflux of the n-BCA. Adhesion prevents reuse of
microcatheters. Each catheter should be withdrawn immediately as soon as the
injection is completed.10 

Ethibloc is a solution of ethanol and zein, a corn protein (210 mg zein/ml ethanol)
in an aqueous solution. The ethanol dissolves and the zein precipitates.9 Ethibloc
provides an advantage over n-BCA in that it is less adhesive and allows re-use of
flow-directed microcatheters rather than removing the catheters immediately after a
single use, as required with n-BCA. Unfortunately, Ethibloc must be infused via a
microcatheter with an outer diameter of 1.8 French; otherwise it could cause rupture
of the microcatheter.

Both ethibloc and n-BCA are mixed with lipid-based oil before injection.9 Other
agents used include PVA with different particle sizes: small (50 to 150 µmm),
medium (250 to 450 µmm), and large (500 to 750 µmm). The PVA is used mainly
for preoperative embolization of tumors and AVMs due to the increased incidence
of recanalization.39–41 Another treatment strategy is use of an embolic agent in
combination with GDC coils or using the coils alone to close some of the AVM
feeders.13,42 Balloon protection and assisted closure with trispan devices may also
be used.42

TABLE 12.2
Advances in Arteriovenous Malformation Endovascular Therapy

Advances Comments

Embolic Agents
n-BCA

Ethibloc

PVA

Others
Onyx, GDC, gelfoam, silastic or latex 

balloon, fibrin silicon, hydrogel glue, 
calcium alginate, etc.

Immediate solidification; risk of escape of the agent; 
microcatheter adhesions; microcatheters can be used 
only once

Slow solidification; microcatheters can be used up to 
four times; risk of rupture of  microcatheter

Several particle sizes: 150 to 1000 µmm; temporary 
occlusion; mainly used preoperatively
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Technical advances in AVM endovascular therapy involve reemergence of the
transvenous approach and induced systemic hypotension during such therapy.43–45

The rationale is to lessen the hemodynamic effect of abrupt occlusion of the AVM
outflow. Induced systemic hypotension to 70 to 80 mm torr mean arterial blood
pressure during the AVM transvenous embolization procedure via systemic vasodi-
lators or adenosine-induced cardiac pause could be performed successfully without
complications.44,45 These studies may reopen the door to AVM therapy via the
transvenous approach in combination with induced hypotension.44,45 

12.3.2 ARTERIOVENOUS FISTULA

Carotid-cavernous fistulae (CCF) are of four types: type A (fast flow) and slow
flow types B, C, and D. Treatment is achieved via venous or arterial approaches.
Success has been variable, ranging from 50 to 80%.42,44 The current methods
include embolizing the fistulae with liquid embolic agents such as n-BCA or
microparticles, balloon occlusions, GDC, and hydrocoils. Inflatable detachable
balloons and hydrocoils are usually used for type A fast flow post-traumatic CCF
via arterial or venous approaches through the inferior petrosal sinus. Type B dural
shunts receive slow flows via meningeal branches of the internal carotid arteries
and endovascular surgery usually is not feasible. Type D dural arteriovenous shunts
receive contributions via the meningeal branches of the external or internal carotid
arteries. Types C and D are usually treated via embolization with liquid agents to
external carotid artery feeders.42,44 

12.4 STENTING FOR ATHEROSCLEROTIC DISEASE

The carotid endarterectomy remains the gold standard for treating patients with
carotid disease to prevent future neurological deficit and stroke.46 Carotid endarter-
ectomy is more effective in preventing stroke and death than medical therapy alone
in symptomatic patients with carotid artery stenosis measuring more than 50%, if
the surgical complication rate is less than or equal to 1.5% according to several
studies.46,47

Earlier studies comparing endovascular therapy with endarterectomy failed to
show significant differences in favor of carotid angioplasty or stenting (CAS) due
to high periprocedural complication rates reaching 10%.48 The early Wallstent® study
was terminated because of a high event rate in the CAS arm.49 Results of further
studies designed with advanced techniques and protective embolic devices (Carotid
Revascularization Endarterectomy versus  Stent Trial [CREST]50); Stenting and
Angioplasty with Protection in Patients at High Risk for Endarterectomy
[SAPHIRE]51) are still pending. Despite recent advances in endovascular stenting
and angioplasty, several hurdles must be overcome. Increased rates of restenosis and
periprocedural complications due to distal embolization and stroke following CAS
remained important factors that limit wide clinical application.

Current and future technical advances are focused on improving the restenosis
and neurological complication rates after CAS. Recent developments in carotid stent
design and clinical CAS trials are making use of drug-coated stents, embolic
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protection devices, and adjunctive medical therapy to lessen these periprocedural
and long-term CAS complications. These advances are summarized in Table 12.3. 

Intracranial angioplasty and stenting present additional technical challenges. The
flexibility of the stent and its interference with the small arterial perforators origi-
nating at stenotic lesions are of paramount significance in designing an intracranial
stent that will attain good results and achieve low morbidity and mortality. 

12.4.1 DRUG-COATED AND DRUG-ELUTING STENTS

The pathophysiology of atherosclerotic disease involves inflammatory changes
incited by intimal wall injury, with leukocyte activation and secretion of prostacyclins
and cytokines. Platelet activation follows, with subsequent adhesion, aggregation,
and thrombus formation. In addition to the atherosclerotic process when deploying
an intraluminal stent, the tension and stress on the intima may stimulate growth
factors and lead to intimal hyperplasia and subsequent peri- or within-stent resteno-
sis.14,15,52–54 These pathophysiological changes now serve as the basis for developing
a newer generation of drug-coated stents.50,51 Impregnating stents with heparin,
iloprost, hirudin, or a combination of these drugs may help decrease thrombotic
responses and prevent intimal hyperplasia.14,15,52–54

Drug-eluting stents with abciximab,55 prednisone, methotrexate, paclitaxel, rapa-
mycin, or angiopeptin may also provide some protection against restenosis by inhib-
iting inflammatory response, intimal proliferation, and thrombosis. Current data on
drug-coated stents for coronary intervention indicate that antimitotic agents such as
sirolimus and paclitaxel are promising in preventing neointimal hyperplasia and
restenosis.15,52,53 These studies should be duplicated in CAS, particularly because it

TABLE 12.3
Areas of Focus and Advances in Stent Development

Advances Comments
Stent design

Stent composition to decrease 
restenosis rate and 
thrombogenecity

Drug-coated and drug-eluting 
stents

Embolic protection devices

Adjunctive medical therapy

Different links and shapes; tight versus loose cells; covered 
versus uncovered; porous versus nonporous

Traditional stainless steel, nitinol, gold, titanium, tantalum, 
cobalt chromium alloy stents, etc.; total biodegradable or 
combined metallics and copolymers 

Heparin, hirudin, iloprost, abciximab, prednisone, methotrexate, 
rapamycin, paclitaxel, collagen or polylactic acid incorporating 
adenovirus gene-loaded vector, radioactive stent, 
polytetrafuoroethylene

PercuSurge, Angioguard filter, PAEC, and FilterWire-EX EPD

Clopidogrel, aspirin, heparin, parenteral GP IIb/IIIb inhibitors 
(abciximab, eptifibatide, tirofiban, lamifiban), oral GP IIb/IIIa 
inhibitors (orbofiban, sibrafiban), neuroprotective agents 
(nimodipine, citicholine, labulazole, etc.) 
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involves a different pathophysiology and vessel caliber from coronary atherosclero-
sis. Coating the stents with radioactive substances provides an additional method
for preventing restenosis by inhibiting intimal hyperplasia. One drawback of the
radioactive approach may be related to less radiation delivery at the periphery of
the stent due to penumbral effects that may lead to peri-stent restenosis.15,52,53

12.4.2 SURFACE-MODIFIED AND BIOCOMPATIBLE STENTS

Surface modifications to stents are performed to achieve increased biocompatibility,
better conformation to blood vessel shape by wall opposition, and ability to withstand
external crush forces. The new expandable stents provide better physical fit to a
narrowed arterial lumen. These stents are mainly made of nitinol — a four-atom
biocompatible composite of nickel and titanium. Nitinol changes its crystal structure
upon contact with human blood and reverts to its original austenite crystals with
high elastic properties at body temperature. This provides a stent with better hemo-
dynamic resilience, conformability, and wall opposition.15 

Other biocompatible stent modifications include collagen polymer coatings to
reduce neointimal hyperplasia and electrochemical polishing of the stent surface that
decreases thrombogenic reactions when stents are deployed in the arterial lumen.14,15

More recently, biochemical and tissue engineering techniques are being applied in
animal studies seeking the ideal stent design, particularly a “living stent.” Fibrin-,
nitric oxide-, and phosphorylcholine-coated stents try to mimic living vascular wall
tissue (with its physiological function and antiproliferative feedback mechanism) to
lessen atherosclerosis and intimal hyperplasia.14,15,56,57 Surface modification of stents
is still in its early phases, and further studies promise to delineate better their role in
managing patients with high risks of carotid artery peri-stent and in-stent restenosis. 

12.4.3 VECTOR-COATED STENTS

While the Human Genome Project unravels the genetic code sequences for humans,
gene therapy to inhibit local atherosclerosis and plaque formation presents a real
potential therapeutic alternative. Coating metallic stents with biologically active
materials and hydrogels, such as lactic acid derivatives and gelatin macromers, allows
incorporation of different drugs and gene therapies in stents and local delivery to
nearby arterial walls.56,57 Coating stents with specific gene-carrying vectors that may
inhibit expression of known growth factors or act on platelet aggregation and smooth
muscle growth factors are also undergoing testing.

Theoretically, delivering these agents to arterial walls would prevent neointimal
formation and proliferation and halt the restenosis process and progression of carotid
atherosclerosis.56,57 Vector-coated stents were tested in rabbit carotid arteries in
vivo.56 After the stents were coated with adenovirus vectors expressing bacterial
beta-galactosidase, the genetic material was transmitted to the vascular wall. Gene
expression was altered within 3 weeks of the bioactive stent deployment and the
adenovirus vector indeed induced production of beta-galactosidase in the vascular
wall near the stent.56 This study indicates the feasibility and potential of this tech-
nique to be applied with an effective gene therapy to halt the progression of or
reverse carotid and intracranial atherosclerosis. 
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12.4.4 EMBOLIC PROTECTIVE STRATEGIES

The risks associated with carotid stent deployment from transcranial ultrasound
studies are known to occur early; they are associated with microembolic phenomena,
often leading to neurological deficits. To minimize such risks, several studies are
investigating embolic protective devices (EPDs) during CAS, including flow reversal
devices, filters, umbrellas, and other membranous devices.58–60

In one study, three types of EPDs were used on 30 high-risk surgical patients
during CAS. The CAS with pre-EPD placement was found to be safe and feasible.
Only one patient suffered a major periprocedural stroke, making the complication
rate equal to 3%.59 Another small study of 36 CAS procedures used a FilterWire-
EX EPD consisting of a 0.014-inch guide wire with an integrated expandable distal
nitinol loop attached to a thin microporous polyurethane filter. The procedures were
performed successfully without any permanent neurological deficits at 30 days.60

Transient neurological deficits lasting 30 minutes without residual effects were
noted in two patients (5.7%).60 In the cardiac literature and in a multicenter study,
a total of 801 stents have been deployed. Cases were randomly assigned stents with
PercuSurge EPDs or stents without EPDs. The study showed a significant reduction
in periprocedural cardiac complications, decreasing from 14.7% in the control group
to 8.6% in the PercuSurge EPD group (p = 0.008).58 

Large, randomized studies to better delineate optimal EPDs and proper patient
selection are underway (CREST and SAPHIRE), and results should be forthcoming
in the next few years.50,51 The risk of distal embolization persists due to lack of
protection from EPD malfunction during the diagnostic segment of the CAS or
during placement of the EPD.

12.4.5  ADJUNCTIVE MEDICAL THERAPY

The routine use of antiplatelet therapy before or during CAS is mainly derived from
cardiac literature protocols. The evidence for such therapy during CAS is based
solely on anecdotal evidence or case series.61 Current practice is to load patients
with 300 mg of clopidogrel on the day preceding the CAS, use heparin to extend
activated clotting time above 250 seconds during the CAS, and continue both aspirin
and clopidogrel for 6 weeks followed by use of one agent only.

The use of different types of intravenous glycoproteins IIb and IIIa has not been
well delineated. They are currently used in cases of emergency CAS that do not
involve large areas of cerebral infarction, as documented by neurological examina-
tion or imaging studies, to avoid the risk of intracerebral hemorrhage.61 The glyco-
protein IIb and IIIa inhibitors available in the United States are abciximab (ReoPro®,
Centocor Inc., Malvern, PA; Eli Lilly & Company, Indianapolis, IN), eptifibatide
(Integrilin®, Cor Therapeutics Inc., South San Francisco, CA; Key Pharmaceuticals
Inc., Kenilworth, NJ), and tirofiban (Aggrestat®, Merck & Co. Inc., Whitehouse
Station, NJ).

These agents have been used sporadically in CAS and the rationale for their use
is derived from anecdotal experience or small published case series.61,62 Randomized
clinical trials to define their exact role in CAS are needed, although the systemic
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glycoprotein may be used in urgent or emergency CAS and oral versions may be
used for elective CAS. Meanwhile, additional data can be expected from ongoing
studies comparing CAS to endarterectomy.

The area of adjunctive medical therapy in CAS is still in its early stages: defining
the role of periprocedural medications to prevent neurological complications and
stent restenosis. Another potential adjunctive medical therapy is the use of neuro-
protective agents to halt ischemic cascades in acute stroke patients.14 Because stroke
risk may be high during CAS, a neuroprotective agent with a high safety profile
may be administered before and during the CAS or even immediately after the onset
of neurological symptoms.  

12.5 ENDOVASCULAR STROKE TREATMENT

In June 1996, the U.S. Food and Drug Administration (FDA) approved intravenous
(IV) therapy of recombinant tissue plasminogen activator (rtPA) for use in acute
ischemic stroke patients within 180 minutes of symptom onset.63 This approval
followed publication by the National Institute of Neurological Disorders and Stroke
(NINDS) of improved 3-month outcomes in patients who received 0.9 mg/kg within
3 hours of symptom onset, compared with a placebo, based on the modified Rankin
disability scale.63 The narrow time window for treatment (within 3 hours) and lack
of public awareness preclude offering this therapy to large number of patients.

Questions remain about the effectiveness of IV therapy and how the proportion
of treated patients can be increased. Moreover, IV rtPA efficacy may be marginal
because of low-drug concentration delivered to the clot, given the stagnation and
slow blood flow surrounding the blocked artery. The risk of symptomatic intracere-
bral hemorrhage (ICH) is about 6.4% in the NINDS group, although 40% had no
disabilities at 3 months. Although this is better than placebo results, 60% retained
different degrees of disabilities at 90 days. 

The ideal goal of future intervention would be to improve the proportion of
patients with better outcomes and have fewer patients with ICHs. Hence, endovas-
cular, local administration of thrombolytics or mechanical clot retrieval devices is
appealing.17,18,64–73 Several studies have shown the efficacy of intra-arterial adminis-
tration of rtPA in various types of vessel occlusions.17,18,65,66 In the prolyse in acute
cerebral thromboembolism (PROACT) study, pro-urokinase was administered to the
horizontal portion of the middle cerebral artery with good recanalization rate and
improved clinical outcomes at 3 months, but at the expense of an increase in ICH
rate to about 10%.17

The main obstacles to intra-arterial thrombolytic therapy for acute ischemic
stroke are the narrow therapeutic time window (6 hours from symptom onset) and
the lack of public awareness of the emergency nature of stroke treatment. In acute
ischemic stroke, the marginal benefit of thrombolytic agents more than 6 hours after
symptom onset is outweighed by the incremental risk of ICH as time passes. An
additional obstacle is the efficacy of clot lysis following administration of currently
available thrombolytic agents. The complete recanalization rate is modest, even when
treatment is administered early. Intra-arterial therapy may provide a higher recanal-
ization rate, but at the expense of increased risk of bleeding. To try to improve the
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rate of recanalization, a combination strategy of administering IV followed by intra-
arterial thrombolytics has been implemented in many tertiary care centers.65,66 The
vessel patency rate improved slightly, but the risk of ICH was as high as or higher
(10 to 15%) than intra-arterial therapy alone. 

To improve patency rates after administration of thrombolytics, second, third,
and fourth generations of rtPA have been introduced. The newer generations were
developed by altering the terminal N units of rtPA and include tenecteplase (TNK),
reteplase, alteplase, monteplase, lanoteplase, and pamiteplase.67 The modification
may have improved the plasma half-life from 4 minutes to 40 minutes on average,
but clinical trials in cardiology showed only marginal benefits over rtPA in achieving
vessel patency. TNK is a mutant rtPA with higher fibrin specificity and longer plasma
half-life due to slower clearance. Staphylokinase, a non-rtPA derivative produced
by Staphylococcus aureus, has extreme fibrin specificity and a 6-minute plasma half-
life, in comparison to 3 to 4 minutes for rtPA. Specificity to fibrin is thought to
correspond to drug efficacy and lower incidence of hemorrhagic complications.67 

In addition to fibrinolytic agents, the availability of a new generation of
parenteral glycoprotein IIb and IIIa antagonists will provide stroke victims with
alternative therapeutic options.68–70 The preliminary results of the study of abciximab
in acute ischemic stroke are encouraging, and the risk of hemorrhage does not seem
to be higher than the risk with IV rtPA.69 A Phase I safety study of rtPA plus tirofiban
showed that the combination is safe and feasible.70 

Although the pharmacological advances for acute interventional stroke therapy
are still improving, several conclusions may be drawn: 

1. The recanalization rate using IV rtPA is less than intra-arterial therapy,
and the latter seems to be less with combined therapy. 

2. Even with the best strategy, the current pharmacological agents provide
modest vessel patency rates and are time consuming to administer. 

3. Increasing the doses of therapeutic agents or combining different anti-
platelet and fibrinolytic drugs may only lead to increased risk of ICH in
stroke patients. 

This leads us to contemporary microendovascular device designs and innovative
techniques that may provide significant advantages over pharmacological
approaches.19,71–73 Endovascular approaches with mechanical devices ideally would
offer stroke patients faster recanalization and more effective flow reconstitution,
possibly make blood clots more amenable to lower doses of thrombolytics or anti-
platelet agents, and reduce the risk of ICH.19,20,71–73 Several devices are available and
have undergone Phase I trials or have been reported in case series format in the
literature and await large-scale Phase III trials.19,20,71–73 Clot retrieval devices have
been developed to physically capture clots and remove them from the body via a
microcatheter.

The Microsnare is a simple primitive design reported to capture or disrupt blood
clots, but it can be associated with vessel dissection, perforation, or distal clot migra-
tion.71 The Concentric Thrombus Retriever (Concentric Medical, Mountain View,
CA) is a more advanced design to retrieve clots from the intracranial circulation. The
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nitinol corkscrew-like tip on the microwire can be pulled back to an inflated balloon
at the tip of a microcatheter when the clot is captured. Ideally, the blood clot, the tips
of the microwire, and the microcatheter should be engulfed by the end balloon and
should be pulled out as one unit. Initial studies of nine vessels in swine models showed
good retrieval and no dissection or perforation.19 A Phase I trial of mechanical
embolus removal in cerebral ischemia (MERCI) within 3 to 8 hours of symptom
onset using this device is ongoing.19 

Another device also in Phase I trials is the new generation basket-like Neuronet
endovascular snare (Guidant Corporation, Indianapolis, IN). A European trial known
as the Neuronet evaluation in embolic stroke disease (NEED) is currently being
conducted.19 Thrombus obliteration devices including the AngioJet (Possis Medical,
Inc., Minneapolis, MN) and the X-ciser (Endicor Medical, Inc., San Clemente, CA),
are being tested in pilot safety and feasibility studies.19,72 The AngioJet uses a vacuum
created by a high-pressure saline solution jet to aspirate clots.19,72 It is currently
being tested within 6 hours of stroke onset in a trial known as TIME (thrombectomy
in middle cerebral artery embolism). The X-ciser uses a dual lumen microcatheter
with rotating blades within a central hollow core and vacuum simultaneously to
aspirate the debris of a clot.19,72 Several other devices are in development, including
a catheter with several wires that form a basket when the catheter tip is placed in
the clot.

One other contemporary design is the EKOS catheter (EKOS Corporation,
Bothell, WA) — a 2.5-French drug infusion catheter with a 2.1-mm distal ultrasound
transducer.73 The rationale behind this design is that the use of transcranial and
endovascular ultrasound has been shown to intensify the effects of thrombolytic
therapy in animal models and early human studies.19,73 The catheter is placed prox-
imal to the clot and ideally the transducer is embedded in the clot. A total of 14
ischemic stroke patients were treated in the North American EKOS trial without any
complications and with a 57% recanalization rate using the thrombolysis-in-myo-
cardial infarction (TIMI 2–3) scale.19,73 

Lasers are also thought to produce clot emulsification by transforming photoen-
ergy into acoustic energy. Two laser emitting catheters are being tested in a Phase I
trial. The intra-arterial endovascular photo acoustic recanalization (EPAR) laser sys-
tem (Endovasix, Inc., San Francisco, CA) trial enrolled 26 patients within 6 hours of
symptoms onset. A total of 31 vessels were treated with 48% recanalization rate
(TIMI 2–3), although 2 vessels were perforated during microcatheter placement and
before laser therapy.19 Endovascular stroke therapy is summarized in Table 12.4.

12.6 OTHER ENDOVASCULAR APPLICATIONS

12.6.1 NEOPLASTIC DISEASES

Vascular tumors such as meningiomas and hemangioblastomas are currently treated
preoperatively with embolization of the vascular tumor bed. Embolic materials
similar to those used for AVM and AVF therapies may be used to embolize tumor
feeders. With enhancement of microbioengineering technology, new microcatheters,
wires, and particles will lead to more effective adjunctive tumor embolotherapy.
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Endovascular neurosurgery would be an effective and direct means of administering
chemotherapeutic agents to brain tumors locally with fewer unwanted side effects
from systemic administration. As the molecular biologies and bases of neoplastic
diseases are being uncovered, the endovascular approach may be the choice in some
cases to deliver gene therapy or newer and more effective antimitotic agents. 

12.6.2 DEGENERATIVE DISEASES

Newer disease-modifying drugs for both genetic and degenerative neurological dis-
eases would be probably safer, less toxic, and more effective when applied directly
to the affected areas rather than systemically. The current microcatheter technology
allows selective catheterization of small arterial branches to deliver higher concen-
trations of therapeutic agents directly to the affected neuronal tissues. As the genetic
codes unfold, the endovascular approach may become the preferred method of
administering gene therapy to combat various genetic and degenerative diseases.

12.7 CONCLUSIONS

The field of endovascular neurosurgery is evolving rapidly. Newer and more bio-
compatible devices are becoming increasingly available and the interests of physi-
cians and industry will hasten the progress even further. In the field of endovascular
intracranial aneurysm therapy, the first and largest randomized control study (ISAT)
comparing coiling to clipping was completed and published with positive results.
North American trials are being designed and funded. When completed, they are

TABLE 12.4
Endovascular Therapies for Acute Ischemic Stroke

 Advances Comments

Pharmacological
New generation fibrinolytic agents such as 

alteplase, reteplase, TNK, staphylokinase, ancrod

Glycoprotein IIb/IIIa; parenteral and oral 
formulations will be available

Neuroprotective agents

Mechanical
Mechanical devices: Thrombus Clot Retriever, 

Neurosnare, AngioJet, X-Ciser

Endovascular ultrasonification, laser clot lysis 
(e.g., EKOS and EPAR microcatheters) 

Higher fibrin specificity; longer plasma half-
life; may be given intravenously, intra-
arterially, or in combination

May play role in local intra-arterial therapy 
alone or in combination with thrombolytics

May reemerge in combination with 
thrombolytics, antiplatelets, or endovascular 
devices

Several human safety trials with enhanced 
newer catheters and device designs are 
ongoing

Early stages of human studies are complete; 
devices appear safe and feasible. Larger 
Phase II studies planned
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expected to clarify the exact role of aneurysm coiling, taking into account the fact
that U.S. practice strategies are different from those in Europe where ISAT was
initiated.74

Newer coil materials and compositions, with more emphasis on biocompatibility
and bioactive substances, are currently available. Advances in microwire, microcath-
eter, and guide catheter technology are also imperative to safer and more successful
coiling. Angiography equipment in many endovascular suites includes three-dimen-
sional rotational capability that allows better delineation of small vessels, aneurysmal
origins, and aneurysmal neck and provides better endovascular guidance.75,76 Newer,
more flexible stents for intracranial deployment now allow endovascular neurosur-
geons to secure wide neck aneurysms with better coil packing and less residual
filling. 

Endovascular microangioscopy or aneurysmoscopy is still in its infancy, but may
become the future imaging technique for cerebral aneurysms and AVMs.77 AVM
endovascular therapy is now more effective. Flow-directed microcatheters allow
access to more feeders and a user can get closer to the nidus. New nonadhesive
embolic agents such as Onyx and Ethibloc allow reuse of microcatheters with fewer
complications. The field of CAS expanded further with the development of specific,
self-expandable extracranial and intracranial flexible stents. Several embolic protec-
tion devices that may reduce periprocedural neurological complications are available.
Drug-coating and drug-eluting technologies to reduce rates of stenosis are in devel-
opment. For example, rapamycin-eluting stents are associated with remarkable
reductions in rates of restenosis in coronary vessels and may prove as effective in
the carotid and intracranial blood vessels.78

New stroke therapies with intra-arterial thrombolytic agents and combination
therapies are also available. Endovascular nonpharmacological means of clot
removal and recanalization including the AngioJet, Microsnare, and ultrasound and
laser catheters with or without thrombolytic therapies are currently in Phase I trials.
The role of near real-time magnetic resonance angiography (MRA) is not well
defined yet, and remains to be explored when instant and fluoroscopic real-time MR
capability with its compatible catheters, devices, and patient accessibility becomes
available.79,80 The future of endovascular neurosurgery will continue to see dynamic
and constant changes over the next decade, with wider applications and enhanced
techniques, devices, and imaging capabilities. 
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13.1 INTRODUCTION 

Neurotrauma, neurosurgical intervention, and cerebrovascular disease all involve
combinations of immediate or primary injury and delayed or secondary injury (see
Chapter 4 for information on cellular treatments of stroke and hypoxia/ischemia).
The primary injury occurs at the time of or a few minutes after a trauma, brain
procedure or vascular insult. The secondary injury evolves over time — usually
hours to several days.
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The primary injury may be optimally influenced by care provided to prevent the
trauma (i.e., seatbelt use in cars and other injury prevention schemes), prevent intra-
operative complications, or manage medical problems such as diabetes and hyperten-
sion that may predispose a patient to stroke occurrence. Intensive care unit (ICU)
therapeutic measures focus on preventing, treating, and reversing the evolving second-
ary effects of brain damage and its systemic complications following primary events.1

In order to improve treatment options, much attention has been directed to more
sensitive monitoring methods to prevent further injury in addition to standard com-
prehensive medical care and prevention of systemic problems.2 This chapter reviews
the current hypotheses in neuroscience ICU therapeutics and discusses promising
lines of bench research that will make their way into ICUs within the next 5 years.
It also includes a brief review of the modest strides made in management of head
injury, postoperative issues, and cerebrovascular problems, including subarachnoid
hemorrhage and ischemic stroke. 

13.2 CLINICAL PROBLEMS AMENABLE TO ICU 
MANAGEMENT

13.2.1 BRAIN TRAUMA

The two distinct types of severe brain injuries are cerebral contusions or gray matter
injuries and diffuse axonal shears or white matter injuries. The evolution over time
after injury varies by type of injury, although many patients have combinations of
different injury types.2 

Cerebral contusions are commonly present following a variety of different injury
mechanisms, and often the patient is nearly normal or only slightly disoriented
initially. Computerized tomography (CT) scans may show little initial evidence of
the extent of cerebral contusion although some swelling or mild hemorrhage may
often be present. A common pattern is the coup–contrecoup injury in which a
contusion appears under the skull at the location of the impact and also opposite the
area of injury. The typical evolution is that local swelling and cortical irritation
occur, often with focal or punctate hemorrhages within the cortex over 2 to 3 days.
Occasionally these small hemorrhages (observed on CT scans as diffuse salt-and-
pepper areas of hemorrhage) will coalesce to form a substantial intraparenchymal
hemorrhage that may form a mass. The secondary consequences of the injury
commonly include seizure, brain swelling and increased intracranial pressure, and
hyponatremia. If the injured cortical areas were functioning close to normal, recovery
over time is usually excellent when the intermediate problems of swelling, intrac-
ranial pressure, and seizure are managed effectively.

Shear injury or diffuse axonal injury (DAI) commonly is caused by more severe
trauma. Patients can experience severe deficits from the time of injury. In several
ways, DAI is similar to spinal cord injury because both involve primarily severe
white matter injury and poor degrees of recovery over time. Rarely do intracranial
pressure (ICP) problems consisting primarily of DAI appear because white matter
does not show significant swelling after injury. These patients create less of a concern
for intracranial swelling or raised pressure, although all the other ICU management
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issues including preventing infection, treatment of seizures and electrolyte abnor-
malities, airway protection, and feeding arise. While some patients with severe DAI
recover, they commonly require tracheostomy and gastrostomy for long-term care.
Many long-term comatose patients in this category are maintained for years, often
in low-functioning or vegetative states.

13.2.2 POSTOPERATIVE NEUROSURGICAL CARE

ICU management after neurosurgical intervention has two common bases.1 The first
is preventative management, for rapid detection of postoperative problems such as
seizures, brain hemorrhages, airway problems, or systemic concerns such as blood
loss replacement. The second basis is active treatment of patients with marginal
brain function, immediate brain swelling or hemorrhage after vascular occlusion,
and intraoperative complications. Essentially all patients undergoing open brain
procedures are monitored at least overnight in an ICU due to the large number of
problems that can arise. 

13.2.3 CEREBROVASCULAR PROBLEMS

Multiple forms of spontaneous cerebrovascular events resulting in brain damage,
increased intracranial pressure, hydrocephalus, hypertension, and repeat subarach-
noid hemorrhage (SAH) can be optimally managed via a neuroscience ICU approach
(see Chapter 4 and Chapter 11). For example, patients with severe SAH may not be
immediately amenable for either direct neurosurgical intervention, such as aneurysm
clipping or endovascular treatment (see Chapter 12), but may still have severe deficits
and require ICP monitoring, blood pressure, and volume management (such as
hyperdynamic therapy).

Common forms of stroke include ischemic stroke, such as major coronary artery
occlusion, after which patients often develop severe brain swelling. This swelling
can in some cases be ameliorated with ICP monitoring and occasionally by decom-
pressive craniectomy. Deep intracerebral hemorrhages due to hypertension often also
result in severe neurological deficits requiring intensive management, secondary
medical problems, and hydrocephalus. Mortality can be as high as 85%. All of these
possibilities represent common reasons to stabilize and treat patients in a neuro-
science ICU setting.

13.2.4 INAPPROPRIATE CLINICAL CARE SITUATIONS

Neuroscience ICU care intuitively is life-saving, and can function as a key bridge
between difficult neurological problems and their recovery over time. However, in
many instances recovery is very unlikely, in spite of intensive care capabilities. For
example, terminal care in patients with poor prognosis or brain death does not require
ICU care, nor would patients in a permanent vegetative state who are stable. Also,
physiologically stable patients may not require an ICU environment, because no
critical treatment issues may exist. In most hospitals ICU are a scarce resource, and
such a resource must be managed wisely, considering which patients may optimally
benefit from expensive care and resources.
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13.3 MODALITIES OF NEUROSCIENCE ICU 
MANAGEMENT

Neuroscience ICU management includes a number of key modalities of care including
frequent and sensitive neurological examination, specific concern for brain or spinal
cord-related deterioration, various forms of monitoring of brain and systemic function,
and attention to the details of healing, nutrition, airway management, and prevention
of complications.1,2 These various modalities will be discussed individually.

13.3.1 SPECIFIC NEUROLOGICAL AND GENERAL CARE

The mainstay of neuroscience ICU management is careful neurological assessment.
Most neuroscience ICUs use detailed flowsheets to help monitor neurological func-
tion, including assessment on the Glasgow coma scale for brain function, spinal
cord function, and particularly detailed responses to environmental stimuli. Intensive
neurological exams are usually performed at least every 2 hours by nurses specialized
in neurological assessment. Detection of specific neurological events including sei-
zures, herniation syndromes, changes in levels of consciousness and awareness, and
spinal cord functions is critical. A key point is that detection of worsening may
imply a cascade of pathological alterations that may be prevented by prompt treat-
ment and management. 

In addition to neurological assessment, excellent general medical care is also
critical and should include assessment of airway problems, need for continued
intubation, nutrition, and methods of diet supplementation. In addition, maintenance
of normal temperature, or in some cases lower than normal temperature (as in
cooling), requires vigilance and possibly cooling blankets. Since most patients with
severe brain alterations typically have intact gastrointestinal function, rapid resump-
tion of nutrition is usually possible, initially through an orogastric or nasal tube into
the small bowel. In many cases, a gastrostomy can be helpful for long-term nutri-
tional supplementation. Prevention of infection, skin ulceration, and other medical
problems is critical because these conditions may significantly slow recovery.

13.3.2 MONITORING TECHNIQUES

Many noninvasive and invasive monitoring techniques are currently used in the ICU
setting.2,3 Almost any physiological function can be intermittently or continuously
monitored, depending on the need for rapid intervention. Many monitoring functions
such as arterial and intracranial pressures are viewed as analog signals and converted
to numbers in the case of pulse rate, systolic and diastolic pressures, cerebral
perfusion pressures, levels of oxygenation, etc.

Typical systemic monitoring functions include cardiac pulse and blood pressure,
temperature, weight, cardiac output, ventricular pressures, oxygenation and arterial
blood gases, systemic electrolytes, and blood counts. Additional modalities specific
to the neuroscience ICU setting include ICP measurement, cerebral oxygen and
substrate levels, cerebral blood flow and transcranial Doppler monitoring, cerebral
metabolism, electroencephalographic monitoring of seizure and electrical activity
of the brain, and level of sedation.3
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Other types of monitoring include structural assessments of the brain and spinal
cord via CT and magnetic resonance imaging (MRI) scans. While most of these
general and neurological modalities of monitoring are common, new methods of
monitoring brain function continuously arise. Many monitoring procedures involve
an overlap between monitoring and treatment capabilities, for example, ICP moni-
toring and drainage. The major forms of monitoring are discussed next.

13.4 INTRACRANIAL PRESSURE MEASUREMENTS

Intracranial pressures (ICP) reflect a combination of the brain’s pulsatile response
to incoming arterial blood with each cardiac cycle and its compliance.4–7 The shape
of the ICP waveform closely resembles that of the arterial blood pressure waveform,
but with a delay and smaller amplitude. This fact led to the development of waveform
analysis to reveal the compliance of the brain in response to incoming cardiac
pulsation and to demonstrate whether pathological changes within the brain alter
this compliance and lead to increased ICP.4,8–10 While many types of ICP measure-
ments are in common clinical use, no data indicate whether they actually improve
outcomes, as compared to empirical treatment of presumed ICP elevations.

13.4.1 CSF AND INTRACRANIAL PRESSURE

Cerebrospinal fluid (CSF) normally completely surrounds the brain and occupies
the subarachnoid space. The freely diffusible CSF normally equilibrates the ICP
around the brain rapidly and buffers the brain mechanically. Because CSF drains
into veins with positive pressures (4 to 6 mmHg above sagittal sinus pressure), the
usual pressure is 10 to 12 mmHg in a lateral horizontal position. As long as CSF
can circulate freely, elevated ICP has no deleterious consequences on brain function,
assuming that cerebral perfusion pressure remains in the normal range (65 to 70
mmHg typically). However, secondary systemic hypertension may occur as a reflex
in order to maintain cerebral perfusion pressure if the ICP is elevated.

This is clearly observed in the example of benign intracranial hypertension (BIH;
formerly called pseudotumor cerebri prior to CT and MRI imaging). A CSF absorp-
tion deficit is commonly present in BIH, but because normal CSF production con-
tinues, CSF pressures can rise. Interestingly, since BIH commonly occurs in young
patients with normal ventricular size (rather than hydrocephalus), the ventricles
typically do not dilate. The brain typically resists the increased pressure, but papille-
dema can result. Long-standing papilledema can lead to loss of visual function.
Visual loss and headaches are the only discernable abnormalities from high ICP in
the absence of a mass, often up to 50 mmHg. However, if a mass is present and
CSF circulation around the brain is disturbed because of the mass (from shift,
loculation, etc.), the CSF cannot equilibrate the pressure. CSF can accumulate on
the side of the mass, enhancing the brain shift and mass effect, creating a vicious
cycle of increasing mass. In such cases, ICP monitoring can be very helpful for
discerning whether such brain shift and ICP buildup are occurring. Additionally,
CSF drainage through an intraventricular catheter can effectively treat the mass effect
and prevent additional untoward consequences in many cases.
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13.4.2 TYPES OF INTRACRANIAL PRESSURE MONITORS

ICP monitoring catheters include those that have drainage channels (and hence are
placed in locations where CSF can be drained, for example, in lateral ventricles),
and those that only monitor pressure. Potential locations for catheters include epi-
dural, subdural, intraparenchymal, and intraventricular, as well as lumbar subarach-
noid spaces. Epidural and subdural catheters are not as popular due to the dearth of
reliable data. Intraventricular catheters remain the most popular because of their
ability to measure pressure and drain CSF. The intraparenchymal catheter has
changed little in the past 20 years and includes a device such as a moveable
diaphragm on the tip of the catheter that will transduce brain pressure. The fiberoptics
that relay signals through the catheter have improved and less drift occurs over time
when these catheters are used.

Intraventricular catheters have also been combined with fiberoptic catheters that
allow continuous monitoring when draining. Most intraventricular catheters can be
tunneled under the skin away from the site of insertion. This decreases infection
rates and allows longer catheter use time in vivo.11 However, most parenchymal
catheters are stiff and cannot be tunneled and are thus more subject to damage or
shear. 

Because the brain is soft and does not transmit pressure well, ICP may vary
from location to location, as demonstrated by several studies with multiple catheter
locations and the resulting disparate pressure measurements. This is particularly true
when CSF circulation is impeded by mass or shift, leading to pressure gradients in
the brain that are then not equalized by CSF movement. Thus, intracranial pressure
measurement in a distal location (such as contralateral to a mass) may be misleading
and may show apparent low value that could potentially misinform a clinician about
a patient’s true status.

13.4.3 INTRACRANIAL PRESSURE AND WAVEFORM MONITORING

Although ICP recordings are commonly used to monitor increased pressure, clinical
interpretation of increased mean ICP has major limitations because it is an indirect
measure of potential neurological deterioration; a high degree of variability of mean
ICP levels exists among patients.4,8–10 Consistently increased mean ICP values (>40
mmHg) correlate well with poor clinical status and outcome in compromised
patients, but this relationship is less predictable in patients with moderately increased
values between 20 and 30 mmHg. Theoretically, the volume–pressure relationship
provides a measure of the compensatory reserve and the likelihood of neurological
deterioration. However, no reliable and safe direct clinical method of calculating
intracranial compliance or elastance (the inverse of compliance) allows full recon-
struction of the volume–pressure curve.

One technique proposed to provide additional information about neurological
status is spectral analysis of arterial blood pressure (ABP) in the intracranial cavity
as an input function and analysis of the ICP waveform as an output function.8–10 The
ratio of the frequency components of the ICP and ABP spectra yields a transfer
function that includes both cerebrovascular and brain compliance components. ICP
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waveforms have been analyzed in this manner using a variety of models and tech-
niques, generally across multiple cardiac cycles. The influence of respiratory cycles
and central venous pressures (CVP) and their relationship to ICP may also be
important in understanding ICP.

A normal ICP recording consists of a pulsatile waveform with two components:
one corresponding to arterial pulsations, the other corresponding to the much slower
respiratory excursions, related most closely to changes in CVP.9 The pulsatile wave-
form has been analyzed by the inflections and components as well as by fractionating
the frequency components using the Fourier transform. This can done on a cycle-
by-cycle basis to provide an almost instantaneous measure of cerebral compliance
for each cardiac pulse.8 This type of analysis will require further clinical studies to
assess its overall usefulness and predictive value.

13.5 ADDITIONAL MONITORING MODALITIES

13.5.1 CEREBRAL BLOOD FLOW

Cerebral blood flow (CBF) is the velocity of blood through the cerebral circulation,1

together with estimates of the total blood volume in the various arterial and venous
compartments. Many metabolic parameters are dependent on knowing the CBF.
Changing the CBF at different times can help treat patients, particularly in low-flow
situations, such as after occlusion of a major trunk artery. CBF follows Poiseulle’s
law that essentially identifies three variables the clinician can affect: (1) perfusion
pressure, (2) vascular radius, and (3) blood viscosity. 

During different physiologic states such as vasospasm or after an ischemic
infarct, perfusion pressure may be increased for greater blood flow and enhancement
of collateral formation. In addition, blood may be diluted to decrease viscosity to
an optimal hematocrit in the range of 30 to 33%. Cerebral autoregulation primarily
functions to maintain constant CBF during fluctuations in cerebral perfusion pressure
within a wide normal-range systemic blood pressure (approximately 60 through 180
mmHg). 

Diminished CBF can indicate ischemia, which may lead to damage to regions
of the brain. Thus, measurements of CBF can allow a physician to change treatment
paradigms. Multiple techniques of direct or indirect measurement of CBF have been
developed. A simple method such as the Kety–Schmidt nitrous oxide technique can
be used at the bedside. Only arterial and venous samples are needed to measure
nitrous oxide differences. Radiological imaging can also be used to determine blood
flow via many modalities, classically by using radioactive monitors over the skull
to measure the amount of radioactive xenon coursing through blood vessels of the
brain after inhalation. Because the number of surface monitors is limited, this type
of crude blood-flow assessment is rarely done.

Recently, MR diffusion and perfusion were used to measure the diffusion coef-
ficient of water, which relates areas of low blood flow and/or evolving ischemic
infarct. Perfusion can be used with contrast to determine areas of low-blood volume.
CT can also be used to measure flow by looking at specific tracers that provide
quantitative measurements. The most common form of this CT blood-flow approach
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is the use of inhaled xenon (up to 40% by mask). Because xenon is a heavier molecule
than iodine (the most common CT contrast agent), xenon provides excellent visu-
alization in vessels for measuring both blood volume and flow. Unfortunately, the
dose of xenon needed by inhalation for this technique is at the level for achieving
anesthesia, leading to confusion and sedation. Single photon emission computed
tomography (SPECT) can also be used for blood-flow studies in stroke, brain death
determination, and epilepsy. All these techniques can be used to determine areas of
decreased blood flow. 

13.5.2 BRAIN OXIMETRY

Two modalities of brain oximetry are currently in limited use for assessing regional
oxygen levels.12 Near-infrared spectroscopy (NIRS) is a noninvasive method that
can be used in the operating room and ICU to observe changes in brain oxygen
demand. This technique is based on using oxyhemoglobin concentration as a tracer
to determine CBF. However, since NIRS depends on the ability of infrared light to
cross the scalp and dura to reach the brain when the skull is closed, it can only be
used in infants with thin skulls or through the fontanelle. Even then, controlled
studies to determine the validity and accuracy of this indirect measure are needed,
particularly because no method clearly distinguishes scalp blood oxygen levels from
blood oxygen levels in the brain.

Intraparenchymal oxygen tension catheters for human use based on the Clark
style oxygen electrode (Licox, Integra Neurosciences, Plainsboro, NJ) have become
available recently.13–16 The principle of this electrode that dates back to the 1930s
is the use of a gold sensor sensitive to oxygen and diffusion of oxygen through a
dialysis membrane into an internal electrolyte solution. The impermeable dialysis
membrane allows a small (1 mm in diameter) catheter to be sterilized. Despite some
preliminary experience, the indications for use are not yet clear, but the device seems
promising. The device has been used to ensure adequate oxygenation of injured
tissue in traumatic injury.2,17–19 Several studies suggest that normal brain oxygen
levels in the extracellular space range from 30 to 40 mmHg, and that brain levels
rise considerably with systemic oxygen challenges to 100% inspired oxygen.19

Levels below 20 mmHg are considered hypoxic and increased oxygen or increased
cerebral perfusion may be used to reverse a trend toward hypoxia in brain regions.15

Our institution has used the Licox catheter in a small number of patients. The
catheter is placed similarly to a frontal intraparenchymal bolt. Continuous recording
of brain oxygen tension is performed. When values fall below a certain level, the
percent of inhaled oxygen is increased. The thought is that damaged tissue may be
more sensitive to lowered levels of oxygen, with permanent damage caused by
periods of hypoxia. The overall hypothesis for Licox use is that by ensuring adequate
oxygenation of the brain, marginal areas may be prevented from cell death. In an
observational study in the Netherlands, patients had catheters placed without any
major complications. The patients were observed for partial oxygen pressure and
outcome. The study determined that the depth and duration of brain tissue hypoxia
correlated well with outcome and they proved to be independent predictors of
unfavorable outcomes.17 
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In addition, the catheter can also be used to manage partial pressure of carbon
dioxide and ventilation. Hyperventilation is a useful tool in the armamentarium of
ICP management. However, cerebral autoregulation is usually disturbed in injured
states. Because blood vessels may severely constrict at a pCO2 level below 25 to 28
mmHg, the possible risk of causing ischemia with excessive hypocarbia is real. With
a partial oxygen pressure reading, ventilation can be titrated so as not to cause
ischemia while controlling ICP. This relationship of brain oxygen tension and blood
gas carbon dioxide levels was confirmed in the laboratory using swine and Licox
catheters.13

Jugular bulb oximetry is a recent method of assessing oxygen extraction that
has fallen out of favor due to difficulty in its application and unreliable data. It is
used to estimate the brain’s metabolic needs because arterio–venous oxygen differ-
ences (oxygen extraction in a global sense) can be roughly determined. Because the
jugular vein has a highly variable distribution of brain blood drainage, this method
only hints at global brain metabolism and is highly nonspecific. Normal values range
from 60 to 80%. Low levels can signify ischemia secondary to hyperventilation,
increased metabolic demand, agitation, or seizure, suggesting increased oxygen
extraction due to demand. Conversely, high levels can signify hypercarbia, hypere-
mia, late ischemia, or cerebral blood flow cessation. Difficulties with the catheters
include migration, extracerebral contribution to jugular venous blood causing con-
tamination, and low resolution to identifying areas of decreased metabolism.1,12

Overall, the tissue levels of oxygen in the brain are now well defined through
both preclinical and human studies. In several early human studies, the low levels
of oxygen were thought to be due to ischemia, but it has since become clear that
oxygen is tightly regulated within the brain at fairly low levels. Supply is coupled
to demand through vascular control and autoregulation.19 However, a clear hypoxic
threshold (oxygen level below which local ischemia or cell death occurs) has not
yet been determined.15 Rather, a loose clinical correlation between brain oxygen
levels and survival exists, but these two disparate factors may or may not be corre-
lated.

13.5.3 CEREBRAL MICRODIALYSIS 

Lactate, glutamate, pyruvate, glucose, and other critical metabolites within the brain
play a large role in secondary injuries that occur before and after neuronal damage.
Much interest now focuses on measuring levels of these compounds and correlating
them to ischemic or detrimental events. The Licox catheter can also be used for
microdialysis. The bolt placed into the skull for fixation is large enough to allow a
two- or three-way manifold to be placed into the bolt to accommodate up to three
different catheters. Often, the simplest combination is the oxygen tension monitor,
ICP parenchymal monitor, and brain temperature monitor. However, one or two of
these can be exchanged for a microdialysis catheter. A group in Germany recently
showed that prior to a hypoxic period, glucose decreased significantly and glutamate
increased three- to fourfold.18 This suggests that either a reduction in hyperventilation
therapy or an increase in FiO2 was indicated. Further research is needed to determine
whether changes in treatment modalities affect outcome. 
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Determination of resting and stress levels of metabolites within the brain has
proven very enlightening for understanding CNS metabolism and correlating human
values with those obtained in preclinical studies. A popular preclinical hypothesis
presented in many studies since 1997 has been the “lactate shuttle” concept, bor-
rowed from muscle metabolism analysis. Briefly, concept suggests that one of the
primary glial functions in the brain is to produce lactate from glycolytic metabolism
of glucose and then excrete this lactate into the extracellular space. Neurons, accord-
ing to this hypothesis, preferentially use lactate (rather than glucose) for much of
the production of ATP and energy. An excellent review article critically discusses
this concept and concludes that neurons may use lactate if available, but glucose is
a critical fuel, particularly for membrane pumping of ions.20 

The levels of lactate measured within the human brain partially support the
lactate shuttle concept. In a head injury study in which the Licox catheters were
placed contralateral to brain lesions (in the most normal areas possible), the measured
brain lactate levels exceeded 3 mM.19 These values were much higher than systemic
lactate values near 1 mM, suggesting a complete dissociation of brain and systemic
lactate due to the loss of monocarboxylate transporter activity (particularly MCT1)
with maturity in the blood–brain barrier.

The relatively high level of brain lactate was initially thought to represent a high
degree of anaerobic glycolysis within the brain (in other words, hypoxia), but on
oxygen challenge, the lactate did not change. This finding of persistent lactate, even
in a highly enriched oxygen environment, suggests a high degree of aerobic glyco-
lysis, presumably partly within glial cells, as proposed by the lactate shuttle concept.
The level of glucose measured was near 2 mM, suggesting highly limited transport
into the brain, and/or high utilization by glial cells. Interestingly, the levels of
pyruvate were very low (<0.2 mM), indicating that pyruvate is rapidly transported
into cells and mitochondria when available, and is only a transient molecule in the
extracellular space.

These results suggest an intricate interplay of metabolism between neurons and
glia. Presumably neurons are the primary consumers of lactate, along with glucose
for membrane pumping and other needs, whereas glia are net lactate producers,
particularly because the glial citric acid cycle is primarily used for glutamine gen-
eration. The basic mechanisms of CNS metabolism appear in many ways to be
radically different from those of systemic circulation, so it is not necessarily correct
to borrow systemic concepts, such as, for example, lactate indicates anaerobic
metabolism.19,20

13.5.4 SERUM AND CSF MARKERS

Blood tests that could signal impending intracranial hypertension or vasospasm
would be very useful and innocuous to patients in intensive care settings. Panels of
serum values currently under development may help intensive care specialists discuss
prognosis or heighten concern regarding vasospasm. For example, S-100 is a cyto-
solic calcium-binding protein normally found in striated muscle, heart, kidney,
astroglial, and Schwann cells. In adults, the levels of S-100β are elevated in multiple
sclerosis, intracranial tumors, subarachnoid hemorrhage, and cerebral infarction.21–25
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Similar correlations were recently validated for children. If blood was drawn
within an hour of injury, a high level demonstrated 95% specificity and 86% sensi-
tivity for predicting a poor outcome. In our own institution, McGirt et al. assessed
serum markers that became elevated prior to clinical vasospasm. These markers must
be better correlated with angiographic and transcranial Doppler data in a larger
population. The preliminary data are promising.26

13.6 TREATMENT MODALITIES

Current innovations in actual treatment modalities are actually new investigations
of old ideas. A resurgence of interest surrounds the use of hypothermia for intrac-
ranial pressure control and treatment of head injury and stroke and many metabolic
support concepts are close to clinical trials. Most neuroprotectant agents have failed
to win clinical approval, as outlined in Chapter 4.

13.6.1 HYPOTHERMIA IN INTRACRANIAL PRESSURE MANAGEMENT

Induced hypothermia for control of ICP is currently under study as a neuropro-
tective tool after traumatic brain injury.27–32 Multiple theories about its mechanism
exist. Possible candidates include reduction of metabolic rate, reduction of
increased ICP, decrease in cerebral edema formation, attenuation in the opening
of the blood–brain barrier, inhibition of inflammatory response, and a decrease in
the release of glutamate, nitric oxide, and free radicals associated with traumatic
brain injury.27–30

Most studies revealed modest gains with little or no statistical improvement in
outcome. Evidence for this modality is still lacking and indicates an increased risk
of pneumonia for this treatment.31 However, active studies continue because of the
strong momentum. Many researchers feel that studies have been done inappropriately
and that the treatment modality has clinical value. Most studies will take patients
with a Glasgow coma scale (GCS) of eight or less within 24 hours of injury and
cool to anywhere from 32 to 35ºC. Patients are maintained at these temperatures for
2 to 7 days.28–30 Rewarming procedures can also be harmful, so proper protocols
must be elucidated. The most favored procedure is slow or passive rewarming instead
of active rewarming. 

13.6.2 STROKE MANAGEMENT

Stroke management in the ICU involves a combination of problems. Most strokes
are ischemic. Treatment in the acute stage is based on prompt triage so that patients
may be considered candidates for tissue plasminogen activator (tPA; see Chapter
12). However, the 3-hour window is very short and only a small percentage of
eligible patients reach hospitals in the required time. Outside the 3-hour window,
treatment involves hyperdynamic and ICP management for large strokes (discussed
in other sections) and risk factor management.

Our university and others recently started using tPA for ischemic strokes pre-
senting within a 3- to 6-hour window after the onset of symptoms.33 The tPA is
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administered intra-arterially, specifically to the site of the clot. Direct administration
allows higher doses, but still carries risk of intracranial hemorrhage. This use is not
currently FDA-approved, and is discussed further in Chapter 12. 

Another method of clearing cerebral arteries in the acute setting involves the
use of a device called the concentric retriever. The retriever underwent a Phase I
trial and has just begun a Phase II trial called “mechanical embolus removal in
cerebral ischemia” (MERCI).33 An interventional radiologist uses the device by
deploying a self-expanding coil into an acute clot. The coil becomes entangled with
the clot and is removed with the introduction catheter. The first trial involved seven
centers across the United States. The device was used up to 8 hours after symptom
onset. More than 50% of the patients had clot removed and half experienced good
functional recoveries (see Chapter 12 for further discussion).

Hemorrhagic strokes constitute 15% of all strokes and usually have poor
outcomes. Current treatment includes ICP management with intraventricular cath-
eters and physical therapy. Few patients are candidates for clot removal. Ongoing
trials are aimed at halting intracerebral hemorrhage as soon as it is diagnosed.
Recombinant factor VIIa is administered in the emergency room for rapid hemo-
stasis. This treatment is very early in the development phase. Efforts have also
been made to remove clots medically due to their deleterious effects on the brain.
Columbia University has begun a trial to place intraventricular catheters in addi-
tion to direct intraventricular thrombolytic therapy. The goal is to reduce the clot
burden, thus decreasing the time that toxic blood elements are in contact with
viable brain tissue.

13.6.3 METABOLIC ENHANCEMENT

Several classes of agents can affect stroke or head injury. Since the glutamate
hypothesis related to secondary damage following either of these events was devel-
oped, a large number of pharmacological agents have been tested for their neuro-
protective capabilities. However, they have not shown efficacy, suggesting that
perhaps neuroprotection is a somewhat wider area than glutamate alone (see Chapter
4). Another category of treatment in addition to tPA for vessel restoration, hypoth-
ermia, and neuroprotection, is metabolic enhancement. This concept involves getting
more energy to the ischemic or hypoxic damaged brain through alternative sources
other than glucose.

For example, intravenous pyruvate in high doses has been suggested for stroke
treatment because pyruvate provides rapid uptake via monocarboxylate transporters
and can be utilized immediately in mitochondria without conversion as long as
oxygen is present.34 Lactate supplementation has also been suggested, in addition to
creatine, magnesium, nicotinamide and other natural substances. If these metabolic
substrates and cofactors can reach an ischemic or hypoxic region, then perhaps
neurons can be saved by the additional metabolic support.
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13.7 CONCLUSIONS

Intensive care progress specific to neurosciences has developed as a comprehensive
care scheme. Many of the ideas discussed are not necessarily new and were revisited
recently in attempts to improve management of difficult neurological entities. ICP
management is far from resolved. Perhaps treatment for these injuries will lie in
replacement therapies after the damage has been done (see Chapters 2 and 3), but
the goal of the intensive care specialist must remain to reverse or minimize neuro-
logical injury in the acute setting.

New research venues in these settings must be identified because the situation
involves many invasive devices and catheters that may provide specimens from the
human brain environment. However, considerable expense is involved, and further
definition of patient candidates for neuroscience ICU treatment will be critical.
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14.1 INTRODUCTION

Spine therapeutics and surgery for spine diseases have undergone long development
periods — spine surgeries, particularly laminectomies, have been performed for over
a century. Hypotheses concerning spine diseases are now undergoing radical revamp-
ing based on new information about the pathogenesis of pain syndromes, basic
biology of bone and disc tissue, cellular replacement therapy and stem cells, devel-
opment of the potential for arthroplasty instead of joint fusion, and refining of
knowledge about spine biomechanics and appropriate forms of stabilization.

Additionally, concepts about origins of mechanical and axial pain (as opposed
to spinal cord or nerve or root-mediated pain) are continuing to evolve, as is the
role of surgery in treatment of axial spine discomfort. Spine surgery developed
primarily as an empiric set of treatments for both axial and neurogenic pain and
deficit, and is now subjected to more hypothesis-based testing and rationalization
of existing therapies for validity. Judgment questions about when to suggest surgery
and how to adequately inform patients of possible treatment options continue to
resist agreement among spine specialists, particularly because essentially all spine
surgery is considered optional and appropriate or helpful only for symptomatic relief
under limited clinical circumstances.

This chapter will review many of these new concepts in the treatment of spine
diseases, particularly treatments involving surgical approaches. In addition to
advances in understanding of spine biology and development of new procedures,
judgment decisions about when to perform spine surgery will be reviewed, as will
clinical trial needs and formats, particularly the differentiation of clinical trials for
device approval versus trials for rationalization of therapy. Chapter 16 will discuss
clinical trials further.

14.2 NEW CONCEPTS IN BIOLOGY OF NORMAL DISC 
TISSUE AND BONES OF THE SPINE

As magnetic resonance imaging (MRI) scans become more ubiquitous, new aspects
of the natural history and evolution of spine appearance have evolved. The appear-
ance of a “normal” spine involves well-hydrated disc joints with intact height that
appear bright on T2-weighted scans,1,2,3 cylindrical vertebral body appearance, a
triangular-shaped spinal canal posterior to the vertebral body with sufficient room
for spinal cord and peripheral nerve roots, and specific alignment in both the sagittal
and coronal planes. The alignment includes a cervical lordosis, thoracic kyphosis
and lumbar lordosis, and various indicators can be used to indicate appropriate
overall alignment as well.
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Significant medical and radiological knowledge has accumulated regarding
development of the spine (for example, in abnormalities such as spinal schism, spina
bifida, and myelomeningocele) and growth of the spine in childhood (growth plates,
etc.). However, much of this knowledge continues to be challenged by newer hypoth-
eses and clinical findings, particularly concerning the discs and facet joints and their
relationships to clinical disorders of the spine. While MRI scans and radiographs
show excellent detail of bones, joints, some ligaments, and nervous elements of the
spine, in many cases little or no correlation exists between the findings and patient
discomfort or neurological abnormalities.

14.2.1 DISC CELL BIOLOGY

Because most of the spine is developed from notochord, it is natural to consider
what remnants of notochord persist through development.2,3 Chordoma, the most
prominent neoplasia associated with notochord, may develop at any time and usually
at the midline of the vertebral and cranial axes as a remnant of notochord that has
transformed into a fast-growing tumor. One current concept is that initially (until
mid-childhood) remnant non-neoplastic notochordal cells remain within the nuclei
of disc joints, and these cells contribute to disc hydration. However, after these
notochordal cells are no longer present (presumably based on a developmentally
regulated schedule), the discs may slowly begin to desiccate due to the lack of cells
that enhance and promote hydration. This desiccation may lead to one of the prom-
inently noted MRI features of the spine, namely that exuberant disc hydration
(usually visualized on a T2-weighted image) decreases substantially with age. By
the age of 40, many patients have highly desiccated discs that appear dark on MRI
scans. 

Interestingly, much is known about collagen, extracellular matrices, and other
structural aspects of discs and how these elements are involved in a slow process of
degeneration over a lifetime. Disc cells (including both notochordal cells and chon-
drocytes) prefer a three-dimensional matrix culture growth system instead of a flat
two-dimensional culture system. They respond to both mechanical and osmotic
shock in culture and in vivo.2,3 Ongoing work suggests that replacement of noto-
chordal cells (or some equivalent from stem cells) may in some ways be able to
repair disc joints biologically.4–11

This repair may be limited by vascular changes in endplates with the develop-
ment of arthritis and perhaps by more limited diffusion of metabolic substrates into
disc nuclei as a function of age. Thus, degeneration involves changes in the cellular
composition of discs, alterations in diffusion, blood supply to the endplate, collagen
disruption, and dehydration, all of which eventually lead to the dark disc appearance
on T2-weighted MRI scans and then to narrowing sufficient to give rise to typical
osteoarthritic appearances of the endplates.

Any of these alterations could potentially be subject to treatment. Treatment of
discs at most levels can be accomplished via percutaneous needle approaches that
have been used for many years for various treatments such as chymopapain and
percutaneous discectomy approaches.
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14.2.2 SPINE BONE BIOLOGY

For most fixation approaches to the spine (such as pedicle screws), the quality of
bone may be the limiting feature affecting hardware attachment. For example, in
osteoporosis, the pull-out strength of screws is markedly reduced, limiting the ability
to provide adequate fixation of the spine in some instances. Many new medical
treatment approaches are now used to enhance bone density in osteoporosis, as well
as enhance bone healing in fusion (discussed next). One interesting quality of bone
is the need for stress and pressure to augment healing. Presumably bone healing
follows minute electrical gradients created by stress; small electrical currents can
substantially enhance fusion rates.12–14

Many different types of bone fusion electrical stimulators (external to the body
and internal near the bone graft) are commonly used because of this enhanced healing
process. Likewise, if a hardware construct is too rigid, it is possible that a bone graft
may not be subject to sufficient stress (because of shielding by the hardware) for
adequate healing. New constructs that allow some slipping with time are touted as
potentially increasing bone fusion rates due to persistent steady pressure placed on
grafts, theoretically enhancing healing and graft incorporation.

Medical treatments to increase bone density and quality include daily or weekly
dosing of bisphosphates. Future options are annual injectable dosing and parathyroid
hormone (PTH). Both can stabilize bone density (but not necessarily increase it
beyond the baseline) or restore it.

14.2.3 BIOMECHANICS OF SPINE JOINTS

Abnormalities such as scoliosis, lack of maintenance of normal lordosis in the
cervical and lumbar regions, and exaggerated kyphosis in the thoracic region have
been known for years to change the biomechanical properties of the spine. If the
upper torso is not centered over the spine and pelvis, the body may compensate with
a secondary tilt at some level, to one side or in the anterior–posterior direction.

In recent years, sagittal balance has become recognized as important, particularly
to maintain upright posture comfortably.15 The previous use of fixation devices that
led to distraction of the posterior elements of the spine rather than compression in
the lumbar region produced the now-recognized flatback syndrome with straighten-
ing of the lumbar lordosis.15 Guidelines now cover when to consider surgery for
scoliosis and sagittal imbalance problems in terms of progression of abnormal curves
over time and patient ability to compensate by using other joints. However, most
adult cases of coronal or sagittal imbalance are primarily treated to relieve axial or
extremity pain, rather than treating existing or threatened neurological impairments,
leading to the elective (and optional) nature of most corrective deformity-related
spine surgeries.

14.3 JOINT AND BONE DEGENERATION

The spine, like all other joints of the body, is subject to degenerative changes, usually
termed osteoarthritis, degenerative joint disease (DJD), or spondylosis. These terms
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imply a slowly progressive set of changes of bones and joints, as the wear and tear
of daily life (and also trauma) take their toll on joint surfaces. The literature describes
a large number of changes in disc joints, particularly changes in the end plates and
associated vasculature, alterations in cell population in the discs, decreased hydration
of discs (leading to decreased disc space height and laxity in the annulus), and
eventual near-complete loss of discs that causes end-plate surfaces to grate on each
other.16–18 Likewise, the facet joints (as synovial joints) undergo degenerative pro-
cesses, possibly leading to loss of joint function that can facilitate the development
of anterolisthesis or spondylolisthesis.19

Although these changes are well documented from both radiological and patho-
logical examinations of spine joints, what remains unclear is how these changes may
lead to various types of discomfort in certain individuals. Clearly, from a patient
standpoint, a wide range of variation in expression of pain related to joint degener-
ation exists. In some cases, radiology studies demonstrate severe arthritic changes
without accompanying pain or discomfort. Even mild arthritis in some individuals
may be associated with seemingly severe axial pain. This discrepancy between
subjective complaints and objective studies remains unexplained, and is not com-
monly accounted for in clinical studies of spine surgery performed in many cases
primarily to relieve axial discomfort. This topic is further explored in the following
sections on disc changes and potential etiologies of back pain.

14.3.1 ARE DISC CHANGES INVOLUTION OR DEGENERATION?

The concept of development inherently includes a series of genetically programmed
changes in cells, leading to growth, proliferation, and maturity. As part of this
programmed series, many features such as puberty can be delayed many years, as
can maturity of several parts of the brain, particularly the frontal lobes. In this sense
of genetic programming of organisms, development is usually considered a “normal”
process. However, it is now clear that many aspects of later life, particularly limi-
tation of cell division (for dividing cells) through telomere control, are also genet-
ically programmed in much the same way.

As part of development, cell populations change, and programmed cell death is
a critical aspect of maturing and eliminating unwanted and unneeded cells, partic-
ularly in the nervous system. Thus, development, maturation, and in many ways the
entire life spans of most organisms involve genetically programmed sequences of
intrinsic alterations in cell populations, their birth and death, and expression of
patterns of proteins. Programmed senescence is commonly termed “involution.” It
represents a slow winding down of processes — the inverse of development.

Consider the hypothesis that the primary cells for disc maintenance may be
remnant notochordal cells, particularly for hydration and extracellular matrices, and
that the growth end plate is the crucial determinant of vascular supply and nutrient
diffusion into the discs.2 If these crucial cells are programmed to disappear at an
early age (perhaps before age 10), the subsequent disc changes popularly termed
“degeneration” are inevitable and preset, but may take years to unfold. Perhaps
subsequent wear and tear or trauma may partially influence this process of pro-
grammed disc changes, but if the basic process is already genetically mapped,
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subsequent clinical influences may be minimal. The associated question is the degree
to which these programmed changes really represent degeneration or are in fact
normal processes akin to growing larger or developing typical frontal lobe properties,
such as senses of timing, insight, long-term planning, and initiative that appear
gradually over many years during childhood and early adulthood. 

Regardless of whether disc changes are truly programmed or degenerative, many
patients will want to reverse or treat the process, similar to the way they want to reverse
many other aspects of human maturity and senescence. The drive to augment oneself
and be normal appears to be inherently human and is universally accepted, as evidenced
by the wide variety of medical and consumer products aimed at enhancing or main-
taining function as we age.20 However, mixed with this philosophy of enhancement,
is the ambiguity as to whether disc changes produce discomfort or limit function. This
ambiguity is highlighted by current studies that indicate disc arthroplasty does not
necessarily lead to improvement in axial pain, similar to many clinical studies on disc
fusion that argue for careful patient selection.21–25 Thus, potential elements and struc-
tures within individuals and their spines that can lead to axial pain are still in dispute
and often difficult to identify clinically, representing a considerable challenge for disc
arthroplasty in general and its clinical role in particular.8

14.3.2 WHAT CAUSES BACK PAIN?

A recent review by Lutz assessed hypotheses of the origin of axial spine pain over
the past 100 years and the evolution of related concepts.26,27 The main etiologies
presupposed to lead to back pain included neural, muscular, osseous, disc-related,
and psychogenic causes. The interesting finding was that at the turn of the 20th
century, the most common causes presupposed in the medical literature were neural,
muscular, and osseous. After the advent of discectomy in the 1930s, most attention
has been directed to the disc joint as the main culprit. In this context, it is important
to discriminate clear neurogenic pain due to nerve pressure or damage from axial
pain. This distinction is not commonly made in the literature.

A practical rule to differentiate the two types of pain is to draw an imaginary
parasagittal plane through the sacroiliac joint for the lumbar region, and similarly
for the thoracic and cervical regions. Pain that is primarily medial to this plane may
be considered as predominantly axial, and pain that is lateral to this plane (particu-
larly in the sciatic notch and below) is usually predominantly neurogenic (related
to the lumbosacral plexus or L5–S1 roots). 

Can disc joints be responsible for axial or neurogenic pain? Clearly, many cases
of herniated disc can lead to nerve pressure and hence cause radiating arm or leg
pain that is adequately treated with discectomy. In many patients, axial pain continues
after discectomy, so discectomy is not commonly considered a sufficient treatment
for axial spine discomfort. However, some studies suggest that much axial pain can
be related to other structures. For example, lumbar discectomy procedures have been
done with local anesthesia so that the ability of individual structures to cause
discomfort can be specifically addressed. In these procedures, significant back pain
can be caused by pressure on or incision of the spinal fascia adjacent to the spinous
processes, and some by muscle tension, whereas minimal discomfort is associated
with removal of the lamina.
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Interestingly, pressure on normal discs (those without previous injury or herni-
ation) does not lead to discomfort; pressure on discs associated with damage or
herniation can lead to leg pain (in the absence of nerve root pressure or touch).
These now classic human experiments have led to the concept of radicular nerve
ingrowth into the annulus after damage (from small collaterals as the ganglion passes
the disc joint lateral to the facet), leading to a referred pain syndrome associated
with disc pressure. This referred pain syndrome can simulate true nerve pressure,
but without nerve pressure signs consisting of motor, reflex, and sensory alterations
specific to that nerve root.

Additional studies have used hypertonic saline injections into the spinal fascia
adjacent to the spinous processes, to initiate severe axial pain, similar to that asso-
ciated with a typical episode of acute myofascial strain of the cervical or lumbar
region. Likewise, local anesthetic blocks of trigger points within the fascia can at
times relieve paraspinal discomfort, suggesting that ligamentous damage can cer-
tainly lead to severe pain. This is similar to the incisional pain near the midline
associated with even small laminectomy incisions. Thus, from several types of
studies, significant back pain appears to be associated with stretch, damage, irritation
or contusion of spinal fascia and other soft-tissue mechanical structures, and less
with posterior bony structures. Clearly, however, significant axial pain can be asso-
ciated with vertebral body collapse (as in compression fractures) or with metastatic
disease involving and expanding vertebral bodies. This discomfort can be relieved
in some cases by vertebroplasty (injecting methacrylate cement into the vertebral
body for stabilization)28–30 or by radiation treatment of bones involved in metastatic
disease.

Because axial pain can be clearly associated with neural, ligamentous, and
osseous causes in some cases, what about discogenic discomfort? The standard
diagnostic test for assessing discogenic pain is the discogram — placing a small
needle laterally through the annulus into the nucleus and injecting a small amount
of saline to expand the disc. Presumably this expansion then places tension on the
annulus. Unfortunately, this test has proven to be highly nonspecific. Many patients
(and volunteers) develop axial pain with the saline injection, making it difficult to
differentiate degeneration-associated axial pain from spontaneous discomfort asso-
ciated merely with the injection of a normal disc. Likewise, spine fusions (usually
done anteriorly to avoid the incisional-related back pain of a posterior procedure)
may or may not relieve axial neck or back pain, and outcomes vary widely and are
highly subjective.4,25 Presumably the advent of disc arthoplasty may clarify the role
of disc degeneration in the treatment of axial pain but results of preliminary studies
to date are mixed at best.24,25

Thus, the conclusion remains that all the major possible etiologies for axial pain
can lead to significant axial pain under some circumstances including neural, liga-
mentous, soft tissue (including muscular), osseous, discogenic, and psychogenic
causes. The clinical ability to differentiate these entities has been helped somewhat
by the high sensitivity of MRI, but MRI also has a great lack of specificity. In many
cases, asymptomatic abnormalities are treated as symptomatic because the two types
of abnormalities are difficult to separate.
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14.3.3 DIFFERENTIATION OF AXIAL AND EXTREMITY (NEUROGENIC) 
PAIN SYNDROMES

If axial spine discomfort is hard to sort out and usually multifactorial, what about
neurogenic causes of extremity pain? In most cases, radiculopathy due to nerve root
pressure can be reliably determined clinically, and approximately 80 to 85% of
extremity pain can be relieved by simple nerve root decompression. Common causes
of nerve root compromise include herniated discs and lateral recess stenosis. How-
ever, many patients may report referred pain syndromes with extremity pain, but
without clear localizing deficits; nerve root decompression is often not helpful.

Additionally, patients with long-standing nerve root pressure or those whose
pressure has been spontaneously relieved (i.e., resolved herniated discs) may still
experience radicular pain despite demonstrated nerve decompression. In these
patients (at least 15% of the population), it is commonly presumed that internal or
intrinsic nerve root changes or secondary alterations of the central nervous system
(CNS) are responsible for the persistent pain. Subsequent treatments include med-
icines that function primarily at CNS level (e.g., amitryptiline or neurontin) and
direct CNS stimulation.

In these cases, the classic neurosurgery hypothesis of mass effect (i.e., pressure
on the affected nerve root) fails and an alternative hypothesis of internal damage or
CNS conditioning and retention of the pain memory is required. The latter is clearly
demonstrated by nerve root section proximal to the area of damage — an older
technique that was very unreliable in relieving long-term radicular pain syndrome.

14.4 EXISTING SPINE OPERATIVE PROCEDURES

Operative procedures fall into two main groups: (1) those directed at treatment of
extremity pain or involving central decompression of nervous elements, and (2) those
directed at spine stabilization or treatment of axial pain. Examples of these will be
discussed, primarily as the context to exploring new treatment options currently
being assessed. Because of the nature of surgical procedures and the fact that U.S.
Food and Drug Administration (FDA) approval applies only to drugs and devices,
surgical approaches are not submitted for FDA approval; surgeons are generally free
to experiment with surgical techniques. 

14.4.1 LAMINECTOMY AND ANTEROLATERAL AND POSTEROLATERAL 
DECOMPRESSION

The spinal canal is roughly round or triangular on cross-section and bounded ante-
riorly by the vertebral body, laterally by the pedicles and facets, and posteriorly by
the lamina and ligamentum flavum. Depending on the location of an offending lesion,
these separate bony elements may be removed to gain access to the spinal canal. By
trial and error, the least invasive of these approaches has proven to be laminectomy,
which involves unilateral or bilateral (and often spinous process) removal from a
posterior approach. While this procedure has the theoretical disadvantage of remov-
ing the posterior interspinous ligament (a tension band), the joints (anteriorly the
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disc joint, laterally the paired facet joints) appear to provide sufficient mechanical
stability. The incidence of postlaminectomy instability varies from 5 to 15% in
multiple series, depending on the reason for the laminectomy, position and angulation
of the facets, and presence of degeneration, particularly of the facets. Laminectomy
has been used for over 120 years to gain access to the spinal canal and remains one
of the most common spine operations performed.

Other approaches require different access routes, such as lateral extracavitary,
anterolateral (i.e., thoracotomy in the thoracic spine), or anterior. In these cases,
more bone must usually be removed for access into the spinal canal. In some cases,
the planned bone removal is clearly sufficient to warrant considering a stabilization
procedure as part of the primary procedure, including placement of bone, hardware,
or both to add stability to the spine. Such stabilization is usually done to maintain
normal spine alignment rather than correct a spine deformity, and is usually labeled
in situ fusion. In the future, arthroplasty of the involved joint may be performed,
although facet joint replacements lag far behind anterior disc joint replacement
prostheses.8,19 All these procedures are commonly performed and well documented
in contemporary spine texts, including details of the technique.

14.4.2 MIDLINE VERSUS LATERAL SPINAL CANAL SYNDROMES

Spinal canal approaches include those primarily for access to nerve roots laterally
or for access to the central aspect of the canal. Two primary syndromes of involve-
ment are well recognized. The first syndrome is lateral impingement on a nerve root,
which is likely to give rise to radicular pain and loss of function (motion and
sensation). Extensive dermatome maps were compiled in the 1930s from root sec-
tions for relief of cancer-associated pain. These dermatome maps include common
sensory patterns and motion loss associated with a root section, and can be extended
to many forms of root involvement. Common mechanisms leading to lateral syn-
drome include herniated discs, lateral recess or foraminal stenosis, and nerve root
tumors.

The second syndrome is central and consists of myelopathies in the cervical and
thoracic regions (due to spinal cord involvement)31–33 and multiple root pressure in
the lumbar region (as is noted in neurogenic claudication).34 Common reasons for
spinal canal involvement include stenosis from degenerative changes, intramedullary
(within the spinal cord) or extramedullary (outside the spinal cord) tumors, and
internal conditions within the cord or nerve roots.

14.4.3 MECHANICS AND PRINCIPLES OF SPINE FUSION

Spine fusion without instrumentation dates back to the 1940s, when healing fractures
only with immobilization was insufficient. The period of immobilization was often
3 to 6 months, usually in an in-patient setting. Fusion was considered to augment
healing. The advent of anterior cervical spine and anterior lumbar spine fusion
procedures in the 1950s brought on an era of fusion of degenerated joints not
previously subjected to trauma. That development led to fusion of degenerated joints
both for neurological decompression and also to treat axial pain.3,8,13,18
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For a time, posterior fusion alone was considered an alternative to posterior
laminectomy and discectomy, based on the hypothesis that immobilization of the
segment would eventually lead to improvement of the radiculopathy. As treatment
of severe scoliosis and other spine deformities became common, it was realized
that external bracing and noninstrumented fusion had severe limitations and
relapses ensued. Therefore, Harrington and others developed instrumentation for
spine fixation. 

Between 1980 and 1990, a large number of new instrumentation devices to
augment fusion arrived on the market. Interestingly, many were used without specific
FDA approval for the spine indication — most of the hardware for posterior instru-
mentation, such as thoracic and lumbar pedicle screws and lateral mass cervical
screws. These screws were adapted from long bone use, together with plates and
rods with which to connect them. However, because of the policy of “grandfather-
ing,” many types of anterior instrumentation such as anterior cervical plates, and
anterior thoracic and lumbar instrumentation became FDA-approved. More recently,
lumbar pedicle screws have become approved for limited indications such as severe
L5–S1 spondylolisthesis. However, for many years, the use of instrumentation for
nonapproved uses was somewhat in limbo legally, even though it was commonly
used clinically.

The general principle of instrumented fusion is to provide internal support for
vertebrae, thus improving fusion rate and providing stability while healing occurs,
or correcting a deformity so a fusion occurs in a better anatomic position. For
example, noninstrumented lumbar lateral fusion (intertransverse process) appears to
show a radiographic fusion rate of 65%; the same fusion approach with pedicle
screws shows a 95% radiographic fusion rate.13,35 Pedicle screws also demonstrate
another principle, that of 3-column support, since the screws traverse the posterior
elements into both posterior and anterior aspects of the body. This support, depending
on bone quality and degree of fixation, offers considerable initial rigidity. However,
another principle is that if the bony fusion fails to fully develop, the hardware will
eventually loosen and/or break. Thus, assessing hardware stability can determine
whether or not fusion has occurred. In addition to the hardware implanted in the
spine, an external orthosis such as a cervical collar, lumbar corset, or brace may be
used for additional support. Bone stimulators also may augment fusion, either as
implantable or externally applied devices.12,14 Since bone growth follows lines of
stress and secondarily generated electrical force lines, the addition of an artificial
electrical field, even of small magnitude, appears to augment bone growth. These
general principles will be elaborated further in the sections on novel treatment.

Current spine instrumentation measures approved by the FDA include the anterior
cervical plate, posterior Harrington and other devices for deformity correction, anterior
thoracolumbar plates and devices (Z-plate and Kaneda instrumentation), and pedicle
screws for spondylolisthesis at L5–S1. Additionally, a variety of horizontal and vertical
cages are available for implantation in the disc space.36 All these devices achieve
immobilization to augment fusion instead of joint replacement devices to augment
motion.

Because these devices by nature provide rigid constructs with immobilization,
the inevitable force usually transferred through joints (now removed or immobilized)
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must be transferred to adjacent segments.   Adjacent segment stenosis may affect
all spine segments, in which potentially degenerative changes may progress faster
next to immobilized segments because of the need to shoulder more stress of motion.
Theoretically, spine arthoplasty should alleviate this accelerated degenerative change
through augmentation of motion.6,8

14.4.4 KYPHOPLASTY AND VERTEBROPLASTY

Interventional procedures are available to treat collapsed and painful vertebral bod-
ies. Common indications include osteoporotic compression fractures associated with
severe axial pain and metastatic cancer involvement of the vertebral body.28–30 Ver-
tebroplasty involves bilateral injection of methacrylate into vertebral bodies via a
transpedicular percutaneous approach. Kyphoplasty requires placement of a balloon
into a vertebral body for restoration of height, then insertion of methacrylate to
maintain height. Both procedures are usually done under fluoroscopic control.

Complications include transfer of emboli of methacrylate into the lungs and
posterior extrusion of methacrylate into the spinal canal if a posterior vertebral body
defect is present.29 These procedures are commonly performed to treat subjective
indications of severe axial pain, usually a few weeks after a fracture to allow the
initial pain to resolve, but less than 6 months after the fracture. A possible (and
fortunately very rare) complication is infection in the methacrylate that requires
removal of the entire body, presumably through drilling away the dense plastic.
While the approaches are well established, few controlled studies have focused on
their clinical value and usefulness. Newer substances for injection such as hydroxya-
patite cement and bone morphogenetic protein (BMP) are future directions for these
techniques.30

14.4.5 OUTMODED FDA-APPROVED PROCEDURES

A large number of outmoded approaches and devices, often with FDA-approved
indications, are no longer routinely performed. Examples include chymopapain, most
of the percutaneous discectomy approaches (such as laser discectomy), and many
types of instrumentation including various cages. Once a device is approved for use
by the FDA, its manufacturer rarely stops production except in cases of significant
safety concerns. With many of these approaches such as percutaneous discectomy,
only safety studies were performed. Few or no efficacy studies were required (see
Chapter 1).

The efficacy studies were all performed after introduction to the market. After
2 to 3 years of use and study, the approaches were by and large abandoned. Thus,
FDA approval is only the initial step in gaining true market approval of a device or
approach because FDA approval studies are performed usually by a manufacturer
or clinical enthusiast and are usually poorly controlled. After FDA approval is
obtained, the clinical skeptics can perform independent studies if a clinical need
exists. In many instances, these secondary studies are marginal at best in terms of
demonstrating efficacy.
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Another reason devices become outmoded is replacement by better ones. Several
generations of anterior cervical plates are now available. The newer versions offer
easier use, locking mechanisms to prevent screw back-out, lower profiles, and
assorted sizes — often at increased cost. The newer versions clearly eclipse many
older versions, including the original Caspar plate that was difficult to apply in
practice and led to many complications. 

14.5 NEW SURGICAL PROCEDURES IN DEVELOPMENT

Evolution of surgical procedures is natural, and in general such transformations do
not require FDA approval (only devices or instruments do). In addition, many new
procedures have been modified or enhanced by the availability of novel devices and
instrumentation. Recent introductions to the market include frameless, fluoroscop-
ically guided computer systems to aid hardware placement. Examples include the
Stealth Medtronic, Fluoro-Nav, General Electric and InstaTrak systems.

Since these devices are surgeons’ aids and not therapeutic devices in their own
right, they require a different category of FDA approval. The evolution of devices
for stabilization has been constant. Devices on the market now include a full series
of occipital-to-cervical fusion sets, cervical plates, adjustable screws, anterior plates,
improved thoracic and lumbar posterior instrumentation, and a large variety of
horizontal and vertical cages. Such devices will not be further detailed, but there is
now an evolution from fixation and fusion hardware to arthroplasty for maintenance
of motion.1,8,17 Interestingly, the spine is one of the last bastions of fusion treatment
of joint malfunction because decreased motion at one or a few segments usually
does not detract significantly from overall spine function.

Several orthopedic concerns have transformed bone and joint surgery: advanced
knowledge of joints including degeneration and replacement, bone and fusion biol-
ogy and enhancement of both, and outcome measures to estimate whether surgical
procedures are worthwhile. The surgical procedures and advances introduced earlier
will be discussed in sequence.

14.5.1 IMPROVEMENTS AND RATIONALIZATION OF LAMINECTOMY

Technical aspects of laminectomy have been debated for many years. One of the
current discussions centers on what may be considered a minimally invasive lami-
nectomy. One suggestion is a bilateral hemilaminectomy for lumbar stenosis, sparing
the spinous process and interspinous ligament, but resecting part of each facet to
achieve bilateral lumbar decompression. This is in contrast to a facet-sparing lami-
nectomy, where the spinous process and medial aspect of the lamina are resected,
but the facets are only undermined rather than trimmed.

This is one example of the small, technical changes that are constantly debated,
although the outcome from overall surgery may still require further studies to fully
define. As is common in many surgical disciplines, this differential approach lies in
the category of surgeon preference, rather than relying on substantive biomechanical
or clinical outcome studies to support one approach or another.
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Most laminectomy procedures are performed to treat degenerative changes such
as cervical or lumbar stenosis to achieve root or central (spinal cord or cauda equina)
decompression. In general, laminectomies are elective procedures with usually
subjective endpoints. An excellent example is decompression for cervical stenosis
associated with cervical myelopathy. Treatment of this disorder has a long history.
Over time, the recognition of the syndrome and MRI diagnosis have consistently
improved, but no natural history studies have accompanied the improvements.31–33

Earlier studies in patients with severe myelopathies indicate progressive wors-
ening over time, but the degree of worsening and the influence of surgery on the
disorder remain poorly characterized. In addition, many surgeons now suggest
decompression for asymptomatic cervical stenosis without clinical signs suggestive
of myelopathy. As in the case of carotid stenosis and associated symptoms of either
transient ischemic attacks or stroke, a clear delineation is required to assess how
patients fare without surgery and determine the impacts of surgical decompression
over the short and long runs, especially compared to the risks of surgery.

Preliminary randomized studies suggest that, at least in milder myelopathy
patients, surgery produces no net benefit.37 Although practitioners agree on the need
for a full randomized study of all forms of cervical myelopathy,38 the format and
mechanisms of such a study remain highly contentious. This is one area where
rationalization of the need and outcome for surgery is important to obtain. However,
market forces and lack of collaboration among surgeons tend to forestall such a
common multicenter action.

There is a perceived need among surgeons for increased information about
outcomes from surgery and what types of surgery to perform. For example, when
should a fusion be added to a laminectomy? Additional questions relate to improved
patient education: which symptoms are really treatable with surgery and how can
we optimally advise patients on surgical outcomes and risks?39

14.5.2 NEW DEVELOPMENTS IN FUSION TECHNOLOGY

The outcomes of surgical fusions have dramatically improved with advanced hard-
ware over the past 20 years. Further improvements are expected with the use of
bone-specific growth factors, particularly BMPs.35,40,41 Most of the large number of
growth factors are involved with promoting bone growth and development. Currently
approved forms of BMPs involve rigid applications such as within cages to avoid
dispersion to tissues where bone growth is not wanted.42 New formulations for
posterior lateral (intertransverse process) fusions to replace the onerous iliac crest
autograft placed on the transverse processes to enhance fusion are in clinical trials.

Because one of the issues with instrumented fusions is rigidity, and hence the
tendency to transfer stress to adjacent segments, one consideration is the return to
noninstrumented fusions with enhanced rates of fusion augmented by BMPs. Other
new techniques include gene therapy for transfection of BMPs and other growth
factors, again with the primary goal of enhancing fusion.41,43 Such approaches do
not restore motion unless there is consideration of joint enhancement, such as with
stem cell replacement of chondrocytic joint surfaces or replacement of notochordal
stem cells for disc replacement.1,7,8 Clearly, a large number of possibilities exist
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because mesenchymal stem cells are readily available and likely easier to induce to
specific fates than neural stem cells due to the markedly fewer fates possible.10

14.5.3 CERVICAL ARTHROPLASTY

The primary consideration for joint replacement has focused on disc joints because
they are more accessible and larger than the facet joints, which are synovial. Synovial
joint replacements are available for small joints, such as finger joints in rheumatoid
arthritis. They have also been considered for additional replacement of a disc joint
at a single segment and also the two facet joints. The Frenchay artificial cervical
joint has now been in use in clinical trials for several years, but has not yet received
widespread approval.44

As with many prototypes, certain issues must be resolved: anchoring the artificial
joint within adjacent bodies and long-term functioning of the joint, but it is expected
that further prototypes will be developed. Ideally, an artificial joint would be used
with every anterior cervical procedure, instead of allografts or autografts, to preserve
motion segments and prevent or forestall the long-term progression of degenerative
changes at adjacent levels.

14.5.4 LUMBAR DISC ARTHROPLASTY

Lumbar disc joint replacement likewise is primarily under consideration for early
disc degeneration — a condition treated presently with anterior lumbar fusion.25 A
disc replacement should be as easy to insert as an anterior cage. It should tightly
hold into adjacent endplates and be able to withstand considerable wear and tear
over time due to the large stresses imposed on lumbar disc joints. Current prototypes
are not yet ready for widespread clinical use and they need revisions and better
clinical trials to achieve full clinical integration.24,25

14.5.5 STABILIZATION WITHOUT FUSION

To provide stability while avoiding the complications of fusion surgery, a pedicle
screw system with an elastic synthetic compound is used to control motion. Early
studies are promising, but long-term results are not yet available. One indication for
this type of nonfusion fixation is segmental instability with stenosis.45

14.6 JUDGMENT DECISIONS AND PATIENT-
INFORMED CONSENT

Because most spine surgery falls into the elective and optional category of
medical treatment, considerable judgment about when to propose a procedure is
required on the part of a surgeon. Judgment and sufficient understanding are also
required of a patient so that he or she can truly give informed consent. Clearly,
different surgeons have different indications as to when they propose various
procedures. Wennberg initially demonstrated the wide variation that exists even
on a small scale by performing a regional analysis of the rates of spine surgery.46
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Subsequently studies of large Medicare regions throughout the U.S. showed less
variation due to averaging across multiple practitioners within each region. 

It is clear that some surgeons may consider a procedure worthwhile if 90% of
the patients to whom it is offered may benefit; another surgeon may view a 60%
likelihood of improvement as an adequate measure. Although most surgeons assess
such decision making on a patient-by-patient basis, the preference can persist over
many patients to create an average. One factor in such decision making relates to
patients who do not improve with operative intervention. The larger the percentage
in this group, the more a surgeon will be challenged by poor results and over time
will likely adjust his or her judgment. However, the origins of judgment tend to be
based partly on training and experience, so such adjustment may not necessarily occur.

14.6.1 WHAT SPINE PROBLEMS ARE SUSCEPTIBLE TO OPERATIVE 
PROCEDURES?

Spine surgery is clearly very common in the U.S., particularly compared to the
U.K., suggesting that different standards and indications are applied in the two
regions. Thus, the question arises: is spine surgery in the U.S. suggested too often
and for less than reasonable indications? Since most surgery is for relief of pain
(clearly a subjective outcome), does the frequency also reflect the tendency in
the U.S. for a desire among patients to be completely pain-free? These are thorny
ethical issues that many spine surgeons in the U.S. find uncomfortable to con-
template, although they relate to other forms of optional medical care such as
plastic surgery or enhancement of bodily functions.20

14.6.2 APPROPRIATE PATIENT INFORMATION AND BASIS FOR 
INFORMED CONSENT

Patients commonly have misconceptions regarding spine surgery and these miscon-
ceptions are rarely discussed. One approach has been to develop a patient video that
provides both information and describes surgery from a patient’s perspective.39 Two
common misconceptions were identified. The first was that “the MRI scan will tell
the doctor what is wrong with me.” Patients do not appear to recognize the high
number of asymptomatic abnormalities and may not understand that clinical inter-
pretation of MRI scans requires integrating patient symptoms with MRI findings.
The second misconception was that “surgery is 98% effective for back pain.” Thus,
patients commonly perceive that MRI scans are critical. In reality, for most evaluation
purposes, an MRI scan represents one piece of clinical information that may or may
not be concordant with the patient’s symptoms.

These results highlight the nearly ubiquitous use of MRI scans for assessing
spine abnormalities due to common availability and a low degree of invasiveness.
However, from a surgeon’s perspective, it is common now for patients to treat MRI
findings as their primary concerns instead of subjective symptoms such as back and
leg pain. In other words, considerable patient concern surrounds even asymptomatic
findings on MRI scans, particularly osteoarthritis and age-appropriate degenerative
changes.
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The video presentation developed to educate patients involves an unbiased expla-
nation as to which symptoms actually improve with surgery and the realistic likeli-
hood of improvement.39 Because spine surgery is optional and best considered helpful
for specific problems, this likelihood can be estimated for each predominant symp-
tom such as radicular pain or axial pain, depending on the specific surgery. The
likelihood of worsening (risk) can also be explained. An excellent aspect of the
video presents various patients’ perspectives indicating whether their symptoms were
sufficiently bothersome to make surgery worthwhile. Contrasting views are pre-
sented. In the example of lumbar stenosis with walking-related pain, the ability to
walk only a limited distance without pain may be a severe disability for one patient
while another may not be bothered by this limitation. Presenting opposite patient
perspectives regarding interest in elective surgery for the same basic problem allows
a patient to understand that (1) surgery is not necessary in an absolute sense but can
be helpful for certain problems and (2) surgery involves a certain rate of helping
and a certain rate of worsening from unexpected problems. Thus, a balanced
approach to making a surgical decision includes placing a patient’s symptoms (and
underlying condition) into perspective. A patient should understand that the surgical
treatment is not perfect but can be helpful, depending on the symptoms and the
patient’s underlying concerns regarding the procedure.

The critical knowledge needed for an individual to make a good decision regard-
ing surgery varies considerably from patient to patient and a surgeon’s recommen-
dation may weigh heavily in the decision. The basic principles upon which the
surgeon must touch to obtain a fully informed consent include describing patient-
specific outcomes in specific terms the patient can fully understand, the salient risks
of the surgery (in basic categories, using the concept that certain individuals may
be affected if a problem arises), the lack of guarantee (except that the surgeon, of
course, will try to avoid problems), and the need for recovery time.

Included in this discussion should be the patient’s perception about the surgery
(some patients are very worried about “going under the knife”) and the underlying
disorder. These are all complex factors that feed into the decision. One critical feature
of the decision to elect or decline surgery that should be emphasized to patients is
that surgery is irreversible, so both the patient and surgeon must be committed to
caring for any postoperative problems. Likewise, the possibility that a positive benefit
from surgery may or may not occur, depending on the outcome identified preoper-
atively, is a difficult principle to explain to patients who always expect to be fully
relieved of their problems.

Figure 14.1 illustrates facets of the problem of a lumbar herniated disc. The
patient’s perspective involves two main concerns: the resulting leg pain and whether
the underlying disc problem (regardless of pain) could lead to future back problems
(i.e., is the problem serious?). From the patient’s perspective of surgery, residual
back pain (not considered to be helped by the procedure) may be the most troubling
problem, and far outweigh the relief of leg pain at a later date. From the surgeon’s
perspective, a lumbar discectomy is considered an excellent procedure, but caveats
are usually relayed to the patient in terms of relative relief of back versus leg pain.
From society’s perspective, the surgery may or may not be worth performing,
depending on whether the patient promptly returns to work and whether his or her
© 2005 by CRC Press LLC



care will consume exorbitant resources. What is clear is that the same medical
problem and the same surgical procedure are valued very differently by patients,
surgeons, and society.

14.6.3 WHEN IS A SURGICAL PROCEDURE “NECESSARY?”

Patients often ask whether it is “necessary” to have surgery when it is suggested
as an option. “Necessary” is defined medically as clinically indicated and implies
serious consequences if the surgery is not performed. Examples of clearly “nec-
essary” surgery include life-saving procedures to treat acute epidural hematoma
with deteriorating mental status or performing a carotid endarterectomy with
clear neurological symptoms and severe carotid stenosis. In both situations, the
clinical condition is obvious or significant medical evidence has accumulated.
Hence, the surgical procedure may be highly recommended and in some cases,
life-saving.

Many conditions and diseases have obvious consequences if surgery is not done,
for example, a severe infection that may worsen. Most spine surgery does not fall

FIGURE 14.1 (See color insert following page 146.) Multiple perspectives on lumbar disc
herniation. The center component is one of the most common spine problems: lumbar disc
herniation. There are three different perspectives on the disease and surgical treatment,
depending upon the vantage point. The patient, the surgeon, and society all have different
views of definition of outcome and whether a surgical procedure is worth undertaking.
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into the “necessary” category based on obvious clinical criteria or medical evidence.
The context into which most spine surgery clearly falls is optional, but clearly helpful
under appropriate circumstances. In other words, options are available. Whether or
not to opt for a surgical procedure depends on a balance of benefits, risks, and patient
opinion. From a medical view, indications have been developed for medical condi-
tions in which surgery may be appropriately considered an option and thus medically
indicated. In this context, cervical decompression for spondylotic myelopathy is
cited as a standard approach that most surgeons usually recommend. Even then,
many patients demur, and no strong medical evidence indicates what the best course
of action may be.

14.6.4 IS THERE A ROLE FOR PROPHYLACTIC SPINE PROCEDURES?

A high standard of evidence is required to perform surgical procedures for
preventative purposes on otherwise asymptomatic individuals. Two neurosurgical
conditions are examples where the evidence strongly points to performing pro-
cedures, the purpose of which is only to treat potential future (but likely)
occurrences rather than make the patient symptomatically better. These examples
are clip ligation of symptomatic (previous subarachnoid hemorrhage) cerebral
berry aneurysms to prevent rerupture (and possibly worse consequences such as
death) and treatment of symptomatic carotid artery stenosis to prevent stroke.
Studies performed to show whether to treat these two conditions (berry aneu-
rysms and carotid stenosis) in the absence of premonitory symptoms have been
problematic.47,48

The major factor determining whether the low rate of conversion of asymptom-
atic to symptomatic status is worth a procedure is the actual risk of the procedure.
Thus, when the risk that a patient will become symptomatic is low and a procedure
has tangible risks, considerable long-term data on the natural history of the disease
and the impact of the disease on health status are required to make a convincing
case for preventative surgery.

Asymptomatic cervical spinal stenosis and cervical spondylotic (compression)
myelopathy with stenosis (symptomatic stenosis) provide an interesting contrast.
Many patients have MRI scans that show degrees of spinal cord compression or
deformity due to cervical degenerative (spondylotic) stenosis without clear myelo-
pathic symptoms. In contrast, some patients who have abnormal MRI scans showing
both stenosis and abnormal signals within the spinal cord usually demonstrate some
forms of spinal cord-related symptoms. While we can argue for offering surgical
decompression to patients with symptoms (to stabilize their symptoms), can the
argument be extended to prevent an unknown event (development of cervical myel-
opathy) from occurring?

No natural history data are available on the progression of cervical stenosis,
the likelihood of developing myelopathy, or the determination whether patients
fare better than this natural history after undergoing cervical decompression.37,38

As in the case of asymptomatic carotid artery stenosis, a large randomized,
follow-up study with a clear natural history arm would be required to delineate
whether any net benefit would accrue from an aggressive (presymptomatic)
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surgical approach to cervical stenosis. Because cervical stenosis and cervical
myelopathy are common problems, such a study is feasible if interest among
surgeons and a commitment for long-term follow-up to assess outcomes in
patients are present.

14.7 WHEN SHOULD CLINICAL TRIALS BE 
PERFORMED AND BY WHOM?

Clinical trials in general and randomized clinical trials in particular remain very
controversial in spine surgery, except for small studies evaluating new technol-
ogy.49,50 Because spine surgery is very common, it produces a large impact on
society in terms of costs and standard issues arise as to how to effectively perform
unblinded trials of surgical treatments. Although other trial formats are possible
(open label or cohort trials), randomized trials still offer the most efficient route
(in terms of patients and money) to answer clinical questions provided sufficient
interest and funding are available. Chapter 15 gives further information on pos-
sible clinical trial formats for making decisions about surgical procedures and
outcome measures.

Although objective outcome measures are known for many spine syndromes,
in most cases spine surgery is performed for subjective relief of pain and quality-
of-life measures are critical to determine whether a patient perceives the same
benefit from the procedure as do surgeons (Figure 14.1). Thus, careful selection
of objective, measurable outcome measures and issues related to quality of life
(i.e., SF-36 [36 questions to assess general health status], etc.) are important for
assessing the impact of a surgical procedure on a patient’s life.

14.7.1 CLINICAL TRIAL FORMATS

Randomized, effectively powered pivotal studies are usually not required for FDA
approval of devices. Most devices achieve approval in other ways such as grand-
fathering and relating to older devices (see Chapter 1). The clinical trials per-
formed for device approval are usually performed by “enthusiasts,” who have
often been involved with development of the device and are interested in bringing
it to market. Because enthusiasts believe strongly that their device is both effi-
cacious and worth marketing (otherwise why would they do the work?), they are
biased because of this outlook and also by substantial financial incentives. FDA
approval studies ideally should be performed by clinicians who have no stakes
in the outcome.

After a device is FDA-approved, secondary studies are commonly performed by
“skeptics” who have no stakes in the results to assess more critically the worth of
a device in practice. In many cases, devices become outmoded because of these
secondary studies and overall lack of market approval. For example, percutaneous
discectomy procedures have by and large been abandoned because of lack of efficacy.
Thus, should efficacy and safety be determined by external, critical randomized trials
before new hardware becomes FDA-approved?
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14.7.2 FDA APPROVAL REQUIREMENTS

The FDA regulates marketing of devices and drugs, for considerations of safety and
to assess manufacturing standards, to ensure that optimal practices are used in the
initial testing and production. The FDA is particularly careful about surgical implants
because of their permanent nature. All spinal instrumentation components are char-
acterized as significant risk devices. The typical steps in device approval are that a
company obtains an investigational device exemption (IDE) for initial clinical test-
ing, which certifies that both appropriate animal studies and manufacturing require-
ments have been met (see Chapter 1).

After initial feasibility clinical studies, pivotal safety and efficacy studies are
performed for final approval, unless a device is substantially equivalent to one
already on the market. It is important to remember that the FDA does not regulate
surgeons; it only regulates manufacturers and marketing. It can require labeling of
any device or drug to indicate FDA-approved uses, however. It is important to explain
to patients that nonapproved uses are not necessarily experimental and that it is up
to the individual physician or surgeon to decide what is appropriate. 

For many years pedicle screws (and other posterior instruments such as cervical
screws) used for spine fixation (for fusion augmentation) were not FDA-approved for
that purpose. The final consensus was to recommend them, indicating to patients that
in the surgeon’s experience such devices (such as pedicle screws) were optimal for
the condition even though they were not specifically approved by the FDA for such
use. “Off-label” uses of drugs or devices by individual physicians or surgeons are
common and accepted, but a practitioner should have a good rationale for such use if
questioned.

14.7.3 ENTHUSIASTS AND SKEPTICS

Improvement in treatment is a natural extension of patient care and the perception
of less-than-optimal treatment schemes in current practice (or less-than-optimal
outcomes in patients) is a strong force for developing better or newer approaches to
treatment. Such alternative approaches could be new surgical methods, new devices,
or new treatment protocols.

Generally, one individual or a group of clinical investigators has sufficient energy
or enthusiasm for development of a new concept in spine surgery, and tends to be
the force behind development, clinical testing, and often FDA approval of a new
device. However, in the process of developing a new approach or device, the enthu-
siasm is high because the new approach is better than conventional treatment (or
else it would not be worth developing). This investigator enthusiasm could also
extend to a new device from which the investigator may receive royalties or other
financial compensation for development and eventual use. Clearly, the enthusiastic
developer does not necessarily maintain an objective viewpoint on the overall worth
of a new approach or device. However, in spite of this bias toward presumed
usefulness or efficacy, the enthusiast is usually responsible for the FDA approval
process in terms of providing data sufficient to ensure approval.

Thus, by the time the FDA has approved a new device (as opposed to a new
drug), only one clinical trial may have been performed by the developer or enthusiast
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who has considerable subjective bias in favor of the device and who focuses more
on safety than efficacy. It is then commonly left to the market to sort out (after FDA
approval) the value of the new device. Usually at the time of product introduction,
a consortium of independent investigators (skeptics) has begun to organize, and often
they do not share the blind acceptance of the worth of the new introduction to the
market. In many cases, clinical trials to assess the true worth of the approach or
device will then be conducted by the skeptics, often leading to abandonment of the
product (despite the existence of FDA approval). This has happened many times.
For example, percutaneous discectomy approaches (such as chymopapain) are still
FDA-approved and available, but are rarely used because of a lack of demonstrated
efficacy or unacceptable side effects.

As noted, FDA approval data are usually insufficient to satisfy a skeptic’s thirst
for both efficacy and safety information, although usually preliminary safety infor-
mation may be known. One consideration may be to have skeptics (those not involved
with the development of an approach or device) available to assess efficacy and
safety prior to FDA approval. Another suggestion is for FDA approval to require
scientific data beyond those provided by the company or enthusiasts, particularly a
controlled trial performed by independent investigators.

14.8 CONCLUSIONS

There are many significant areas of conflict related to advances in spine therapy.
For example, if arthroplasty were to become more widespread, interest in fusion
enhancement might drop rapidly because of a decreased need for fusion procedures.
Although many new devices are constantly in development, the actual value in
practice of these new approaches and devices remains unknown, particularly in
relation to existing therapies.51

In many cases, the enthusiasm for something new (and the equation of this
enthusiasm to an improved outcome) can overbalance a rational approach to deciding
value. Significant judgment questions remain about spine surgery in the United
States, particularly procedures performed for treatment of axial pain syndromes. The
answers in terms of how to decide the location and type of pain generator for
subsequent surgical attack remain murky. Thus, spine surgery is at a very active
point in its history. Because technology constantly provides new equipment and
approaches, rational decision making based on the efficacy of new technologies is
almost completely lacking.

Due to the rapid flux of devices, techniques, and surgical approaches, rationally
designed clinical trials often are too cumbersome and cannot keep pace with technol-
ogy development because the time requirements for initiating and concluding studies
may range from 5 to 7 years. If a surgical technique or device under study is a “fad”
and becomes rapidly outmoded, any trial is of historical interest only. As a result of
this concern, few trials are performed and practitioners have scant data upon which to
build clinical decisions for patients. Improved premarketing clinical trials may limit
device development, but could bring more order into the highly complex clinical
environment of spine surgery.
© 2005 by CRC Press LLC



REFERENCES

1. An, H.S., Thonar, E.J., and Masuda, K., Biological repair of intervertebral disc, Spine,
28, 15, S86–S92, 2003.

2. Gruber, H.E. and Hanley, E.N., Recent advances in disc cell biology, Spine, 28,
186–193, 2003.

3. Martin, M.D., Boxell, C.M., and Malone, D.G., Pathophysiology of lumbar disc
degeneration: a review of the literature, Neurosurg. Focus, 13, 1–6, 2002.

4. Alini, M. et al., A biological approach to treating disc degeneration: not for today,
but maybe for tomorrow, Eur. Spine J., 11, S215–S220, 2002.

5. Bao, Q.B. and Yuan, H.A., Nucleus replacement: new technologies, Spine, 27,
1245–1247, 2002.

6. de Kleuver, M., Oner, F.C., and Jacobs, W.C.H., Disc replacement for chronic low
back pain: background and a review of the literature, Eur. Spine J., 12, 108–116, 2003.

7. Ganey, T.M. and Meisel, H.J., A potential role for cell-based therapeutics in the
treatment of intervertebral disc herniation, Eur. Spine J., 11, S206–S214, 2002.

8. Gunzburg, R. et al., Arthoplasty of the spine: the long quest for mobility, Eur. Spine
J., S63–S64, 2002.

9. Phillips, F.M. et al., Biological treatment for intervertebral disc degeneration, Spine,
28, S99, 2003.

10. Roughley, P.J. et al., The potential and limitations of a cell-seeded collagen/hyaluro-
nan scaffold to engineer an intervertebral disc-like matrix, Spine, 28, 446–454, 2003.

11. Wallach, C.J., Gilbertson, L.G., and Kang, J.D., Gene therapy applications for inter-
vertebral disc degeneration, Spine, 28, S93–S98, 2003.

12. Kucharzyk, D.W., A controlled prospective outcome study of implantable electrical
stimulation with spinal instrumentation in a high-risk spinal fusion population, Spine,
24, 465–468, 1999.

13. Pilitsis, J.G., Lucas, D.R., and Rengachary, S.R., Bone healing and spinal fusion,
Neurosurg. Focus, 13, 1–6, 2002.

14. Yuan, H.A. et al., A double-blind study of capacitively coupled electrical stimulation
as an adjunct to lumbar spinal fusions, Spine, 24, 1349–1356, 1999.

15. Danisa, O., Turner, D.A., and Richardson, W.J., Posterior reductive (“egg-shell”)
osteotomy and fusion for reduction of kyphotic posture of the lumbar spine, J.
Neurosurg. (Spine), 1, 50–56, 2000.

16. An, H., Emerging techniques for treatment of degenerative lumbar disc disease, Spine,
28, S24–S25, 2003.

17. Guyer, R.D. and Ohnmeiss, D.D., Intervertebral disc prostheses, Spine, 28, S15–S23,
2003.

18. Szpalski, M., Gunzburg, R., and Mayer, M., Spine arthroplasty: a historical review,
Eur. Spine J., 11, S65–S84, 2002.

19. Berven, S. et al., The lumbar facet joints: a role in the pathogenesis of spinal pain
syndromes and degenerative spondylolisthesis, Sem. Neurol., 22, 187–196, 2002.

20. Caplan, A.L, Is better best? A noted ethicist argues in favor of brain enhancement,
Sci. Am., 289, 104–105, 2003.

21. Bao, Q.B., The artificial disc: theory, design and materials, Biomaterials, 17,
1157–1167, 1996.

22. Bertagnoli, R. and Kumar, S., Indications for full prosthetic disc arthroplasty, Eur.
Spine J., 11, S131–S136, 2002.

23. Itoh, S., Development of an artificial vertebral body using a novel biomaterial,
Biomaterials, 23, 3919–3926, 2002.
© 2005 by CRC Press LLC



24. Verhaegen, M.J. et al., Artificial disc replacement with the modular type SB Charite
III: 2-year results in 50 prospectively studied patients, Eur. Spine J., 8, 210–217, 1999.

25. Zigler, J.E. et al., Lumbar spine arthroplasty: early results using the ProDisc II: a
prospective randomized trial of arthroplasty versus fusion, J. Spinal Dis. Techniques,
16, 352–361, 2003.

26. Lutz, G.K., Butzlaff, M., and Schultz-Venrath, U., Looking back on back pain: trial
and error of diagnoses in the 20th century, Spine, 28, 1899–1905, 2003.

27. Deyo, R.A. and Weinstein, J.N., Primary care: back pain, NEJM, 344, 363–370, 2001.
28. Garfin, S.R. et al., New technologies in spine: kyphoplasty and vertebroplasty for the

treatment of painful osteoporotic compression fractures, Spine, 26, 1511–1515, 2001.
29. Genant, H.K. et al., Treatment of painful osteoporotic vertebral fractures with percu-

taneous vertebroplasty or kyphoplasty, Osteoporosis Int., 12, 429–437, 2001.
30. Jasper, L.E. et al., An ex vivo biomechanical evaluation of a hydroxyapatite cement

for use with kyphoplasty, Am. J. Neuroradiol., 22, 1212–1216, 2001.
31. Chiles, B.W., Leonard, M.A., and Choudhri, H.F., Cervical spondylotic myelopathy:

patterns of neurological deficit and recovery after anterior cervical decompression,
Neurosurgery, 44, 762–770, 1999.

32. Kumar, V.G., Rea, G.L., and Mervis, L.J., Cervical spondylotic myelopathy: func-
tional and radiographic long-term outcome after laminectomy and posterior fusion,
Neurosurgery, 44, 771–778, 1999.

33. Singh, A. et al., Clinical and radiological correlates of severity and surgery-related
outcome in cervical spondylosis, J. Neurosurg. (Spine), 94, 189–198, 2001.

34. Speciale, A.C. et al., Observer variability in assessing lumbar spinal stenosis severity
on MRI and its relation to cross-sectional spinal area, Spine, 27, 1082–1086, 2002.

35. Boden, S.D. et al., Use of recombinant human bone morphogenetic protein-2 to
achieve posterolateral lumbar spine fusion in humans: a prospective, randomized
clinical pilot trial, Spine, 27, 2662–2673, 2002.

36. Godde, S. et al., Influence of cage geometry on sagittal alignment in instrumented
posterior lumbar interbody fusion, Spine, 28, 1693–1699, 2003.

37. Kadanka Z. et al., Approaches to spondylotic cervical myelopathy, Spine, 27,
2205–2211, 2002.

38. Rowland, L.P., Surgical treatment of cervical spondylotic myelopathy: time for a
controlled trial, Neurology, 42, 5–13, 1992.

39. Phelan, E.A. et al., Helping patients decide about back surgery: a randomized trial
of an interactive video program, Spine, 26, 206–212, 2001.

40. Sandhu, H.S. et al., BMPs and gene therapy for spinal fusion, Spine, 28, 585, 2003.
41. Wang, J.C. et al., Effect of regional gene therapy with bone morphogenetic protein-

2-producing bone marrow cells on spinal fusion in rats, J. Bone Joint Surg., 85-A,
905–911, 2003.

42. Burkus, J.K. et al., Is INFUSE bone graft superior to autograft bone? An integrated
analysis of clinical trials using the LT-CAGE lumbar tapered fusion device, J. Spinal
Dis. Techniques, 16, 113–122, 2003.

43. Cha, C.W. and Boden, S.D., Gene therapy applications for spine fusion, Spine, 28,
S74–S84, 2003.

44. Wigfield, C.C. et al., The new Frenchay artificial cervical joint, Spine, 27, 2446–2452,
2002.

45. Schwarzenbach, O. et al., The dynamic neutralization system for the spine: a multi-
center study of a novel non-fusion system, Eur. Spine J., 11, S170–S178, 2002.

46. Fisher, E.S. and Wennberg, J.E., Health care quality, geographic variations and the
challenge of supply-sensitive care, Persp. Biol. Med., 46, 69–79, 2003. 
© 2005 by CRC Press LLC



47. Sundt, T.M. Jr. and Whisnant, J.P., Subarachnoid hemorrhage from intracranial aneu-
rysms, NEJM, 299, 116–122, 1978. 

48. NASCET Trial Collaborators, Beneficial effect of carotid endarterectomy in sympo-
tomatic carotid stenosis patients, NEJM, 325, 445–453, 1991. 

49. Carey, T.S., Randomized controlled trials in surgery: an essential component of
scientific progress, Spine, 24, 2553–2555, 1999.

50. Fairbank, J., Spine update: randomized controlled trials in the surgical management
of spinal problems, Spine, 24, 2556–2558, 1999.

51. Weinstein, J.N., Boden, S.D., and An, H.S., Emerging technology: should we rethink
the past or move forward in spite of the past? Spine, 28, S1, 2003.
© 2005 by CRC Press LLC



15C
i

linical Research 
n Surgery

Ricardo Pietrobon and Dennis A. Turner

CONTENTS

15.1 Introduction
15.2 Why Evidence-Based Surgery?
15.3 Clinical Outcomes

15.3.1 Pathology
15.3.2 Impairment
15.3.3 Disability
15.3.4 Patient Satisfaction Theories
15.3.5 Measurement of Patient Satisfaction

15.4 Selecting Most Appropriate Clinical Trial Designs
15.4.1 Randomized Controlled Trials
15.4.2 Outcome Studies
15.4.3 Outcome Scales
15.4.4 Secondary Data Analysis

15.5 Fallacy behind Levels of Evidence
15.5.1 Traditional Concept of Evidence-Based Medicine and Its 

Roots
15.5.2 Why Surgery Is Different
15.5.3 Other Limitations of Surgical Trials

15.6 Conclusions
References

15.1 INTRODUCTION

Clinical trials are the key interfaces of basic science findings, product development,
rationalization of existing therapies, and their translation into effective clinical ther-
apy (see Chapter 1). Thus, all translational research depends upon clinical trial data.
However, clinical trial design is a specialty field in its own right and few basic
scientists, clinician investigators, and clinicians have formal training in this field,
particularly in neurosurgery and orthopedics. The performance of clinical trials and
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the outcomes of those trials form the most severe bottleneck of new therapy devel-
opment, particularly in surgical fields and device development, where many alter-
native pathways for product introduction exist and no specific criteria are available
for trial format.1,2 Thus, particularly in product development (unlike drug develop-
ment), the manufacturer may omit clinical trials of efficacy determination altogether
to focus only on safety issues, rather than risk a failed clinical trial that could doom
FDA approval because alternative pathways to approval exist.

Various motivations should be considered when initiating a clinical trial. As
noted in many chapters of this book, promising new therapies emerging from basic
science studies can appear ready to apply to initial human feasibility studies (in a
true translational approach). An enthusiastic investigator may promote these initial
clinical studies for a variety of reasons or a sponsor (such as a corporate entity
banking on a marketable product) may initiate human product development.

The motivations in both cases are usually financial and the trial outcome is a
key ingredient in financial success. Both parties are under considerable pressure to
bias the trial outcome. Clearly clinical trials in such situations are best performed
by independent investigators not connected to the enthusiastic investigator or cor-
porate entity in an effort to decrease this bias. In many cases, FDA approval is
initially based only on biased clinical data. Only later (after market introduction)
are clinical trials initiated by skeptical groups of independent investigators (often
with negative outcomes).

Other motivations include improvement in knowledge and data on existing
therapy. This was the case with the multiple carotid endarterectomy trials,3,4 in which
the basis for an existing therapy was challenged by both neurologists (who felt the
therapy was dangerous at best and lacked efficacy compared to the natural history)
and vascular surgeons (who felt surgical therapy was an unassailable necessary path
and unethical to withhold). The uncertainty within the medical community regarding
the relative benefits of treatments was sufficient that the level of equipoise favored
randomized controlled trials. Since these trials involved an existing (insurance-
funded) therapy, the cost of the trials mainly involved obtaining and analyzing data.

Another situation is development of a new surgical therapy, not necessarily based
on a product, but an extension of an existing procedure or a new concept. Examples
from the 1980s are embryonic allograft and adrenal autograft implantations in the
basal ganglia for Parkinson’s disease (see Chapter 8). In such cases, no corporate
sponsor exists and no insurance reimbursement may be possible because of the
experimental nature (and unknown benefits and risks) of the procedure.

Eventually the NIH-funded clinical trials of embryonic allograft neural trans-
plantation required a sham control (a partial burr hole) because of the enormous
bias on the part of patients favoring improvement from such dramatic surgery,
particularly if the patients funded most or all of the procedures. Even a sham control
involves considerable ethical issues and the issue of the relative worth of partially
blinding patients to treatments is still debated today.

Even after FDA approval or a large controlled trial, considerable issues remain
in the extrapolation of the results to clinical treatments performed by a wide range
of practitioners on a variety of patients, often far beyond the initial disease indica-
tions. These issues may often require further open label trials based on a community
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setting for acquiring data on uses and risks in the population at large, but often the
quality of data obtained from such open label trials is poor and difficult to truly
analyze. The community of surgeons has considerable interest in such trials because
of political concerns related to the focus of academic centers on randomized clinical
trials. However, participation by a wide group of academic and private practice
surgeons is difficult, and new trial formats clearly are needed to assess how treat-
ments are really used in practice.

These primary motivations for considering and initiating clinical trials highlight
the needs for well-designed clinical trial formats, for innovations at the FDA approval
level, and in translational research as a whole. This chapter will review the key
concepts involved in the design of a surgical study and the multiple choices faced
by a designer. It starts by reviewing the importance of the current concept of “surgical
practice based on evidence” in modern surgery. This is followed by an evaluation
of some of the multiple clinical outcomes that may be measured in a surgical
investigation and the most common epidemiological designs: randomized controlled
trials, outcome studies, and population-based studies.

Although they are important for surgical research, designs such as decision
analysis, surveys, health economic, and qualitative studies will not be covered. A
special attempt will be made to demystify some of the concepts inherited from
classical “evidence-based medicine” without further judgment. In particular, the role
of randomized controlled trials for evaluating treatment efficacy will be scrutinized
— emphasizing differences between surgical and nonsurgical research while stress-
ing the importance of making a surgical study both feasible and generalizable to a
“real-world” patient population. 

15.2 WHY EVIDENCE-BASED SURGERY?

Evidence-based surgery is a current movement based on the application of scientific
method to the whole body of surgical practice, including long-established surgical
traditions that may never have been subjected to systematic scrutiny. In scope, it is
similar to evidence-based medicine because it pursues “the conscientious, explicit
and judicious use of current best evidence in making decisions about the care of
individual patients.” The roots of evidence-based medicine and surgery can be found
in the work of Professor Archie Cochrane, a British medical researcher whose book
Effectiveness and Efficiency: Random Reflections on Health Services (1972)5 and
subsequent advocacy increased acceptance of the evidence-based concept. Using
scientific techniques from other fields such as meta-reviews of the existing literature,
risk–benefit analysis, and randomized controlled trials, evidence-based surgery aims
for the ideal that all surgeons should make “conscientious, explicit, and judicious
use of current best evidence” in making decisions about patient care. 

Practicing evidence-based surgery implies both clinical skill and expertise in
retrieving, interpreting, and applying the results of scientific studies. It also involves
communicating the risks and benefits of different courses of action to patients. Critics
of evidence-based surgery claim that surgeons already follow this procedure; that
good evidence is often deficient in many areas; that lack of evidence of benefit and
lack of benefit are not the same; and that the more data are pooled and aggregated,
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the more difficult it is to compare patients in studies with the patient in the office.
Despite its problems, evidence-based surgery does not aim to exclude the individual
clinical experiences of surgeons. The intent is simply to enhance their experience
with information from scientifically sound studies. 

The next sections discuss evidence-based surgery from the perspective of an
active clinical researcher attempting to design and conduct a study — not from the
perspective of a surgeon trying to understand the literature. After a discussion of
trial formats and the clinical outcomes that can be measured, fallacies in this
approach will be evaluated in detail.

15.3 CLINICAL OUTCOMES

This section describes the main clinical endpoints that can be measured in a surgical
study, including disease (pathology, impairment, and disability) and patient satisfac-
tion. The outcome of a surgical procedure varies considerably, depending on the
viewpoint (see Figure 14.1). The same surgical procedure (for example, a lumbar
discectomy) may be viewed from the perspective of the patient, the surgeon, or
society.

The value of surgery and the outcome may be viewed completely differently by
these three involved parties. For example, the surgeon may view the outcome as a
complete success if the patient’s leg pain is resolved. The patient may view the same
surgery as a complete failure if his or her back pain is not resolved (despite leg pain
improvement), even though total resolution was not an expectation of the procedure.
Society as a whole may view the surgery as not worth funding if patients do not
commonly return to work, even though this expectation may be far different from
expectations of the medical community. These differing viewpoints naturally lead
on occasion to opposing philosophies as to the worth or overall benefit of a particular
medical or surgical approach.

15.3.1 PATHOLOGY

Pathology has been defined as the interruption of normal cellular processes and the
simultaneous homeostatic efforts of an organism to regain a normal state.6–8 Active
pathology can result from infection, trauma, metabolic imbalance, degenerative
disease process, neoplasia, vascular, or other etiologies reflecting the basic mecha-
nisms of disease occurrence. Examples of such processes include cellular distur-
bances consistent with the onset of disease processes such as spinal osteoarthritis
and cerebrovascular accidents. Although surgical research has focused on pathology
since the 19th century, largely following the Virchow tradition,9,10 pathology is not
linearly associated with the final clinical outcomes noticed by patients and surgeons.
For example, the same degree of lumbar osteoarthritis noted on radiographic studies
can affect patients’ symptoms in different proportions, from completely asymptom-
atic to highly symptomatic. It is therefore necessary to consider pathological findings
with other outcome measures such as impairment. 

Pathological measures are often primary methods (separate from the symptoms
associated with the primary disease) for understanding whether a treatment is
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working. For example, measurement of the size of a brain tumor on MRI scans can
form a primary data source with which to compare various chemotherapy treatment
regimens. However, these treatments may or may not improve other types of out-
comes or patient survival. In spine studies, radiographic fusion is often used as a
surrogate marker for success of a fusion procedure, even though this marker does
not appear to correlate with patient outcomes in most other respects. Clearly, the
use of pathological measures may be an important basis to decide on treatment
efficacy at a basic level, but these measures likely require supplementation with
other types of outcomes to decide whether a treatment on the whole is worthwhile
at patient level.

15.3.2 IMPAIRMENT

Impairment is a medically evident loss of function or abnormality at the tissue,
organ, or body system level. Active pathology may result in some type of impairment,
but not all impairments are associated with active pathology (e.g., congenital loss
or residual impairments resulting from trauma). Impairments can also occur at the
primary site of the underlying pathology (e.g., muscle weakness around an osteoar-
thritic knee joint), although they may also occur in secondary regions (e.g., cardiop-
ulmonary deconditioning secondary to inactivity). Impairments can usually be objec-
tively specified by an observer such as a physician or surgeon, and are classified in
a standard text, the American Medical Association Guide to Impairment.11

Although impairment is a measure that is closer to the outcome as observed by
a surgeon, a patient’s perception about his or her own outcome is not linearly
associated with impairment. For example, a limitation in shoulder range of motion
secondary to a cerebral vascular accident may greatly affect the life of an active
patient and be of little importance to a sedentary elderly patient. It is therefore
necessary to extend the concept of outcome to a classification that captures the real
impact of a disease on a patient’s life — disability.

15.3.3 DISABILITY

Several schools of thought have defined disability and related concepts. We will
focus our discussion on the disablement model developed by Saad Nagi, a sociolo-
gist,12 the International Classification of Impairments, Disabilities and Handicaps
(ICIDH-1),13 and its current revision, the International Classification of Functioning,
Disability and Health (ICF).14 The three concepts have in common the view that
overall disablement represents a series of related concepts that describe the conse-
quences or impact of a health condition such as lumbar arthritis on a patient’s body,
his or her activities, and on the wider participation of the patient in society.6–8,10 

In this social perspective, disability may or may not be linked to medical
impairment and the degree of disability may vary widely for the same impairment.
A common example is a finger amputation, an easily observed medical impairment.
It may not constitute a disability for some occupations (manual laborer) but would
produce complete disability for others (concert pianist, surgeon).
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According to the conceptual framework of disability developed by Nagi,6–8,10

disability is the expression of a physical or a mental limitation in a social context.
Nagi specifically views the concept of disability as representing the gap between a
person’s capabilities and the demands created by the social and physical environment
— a product of the interaction of the individual with the environment. This is a
fundamental distinction of critical importance to scholarly discussion and research
related to disability phenomena. 

Independent of Nagi’s work in the early 1970s, a group in Europe developed
the first draft of what later became the World Health Organization’s International
Classification of Impairments, Disabilities, and Handicaps. Similar to Nagi's, this
model differentiates a series of related concepts: health conditions, impairments,
disabilities, and handicaps designated the ICIDH-1 concepts. We will not review the
ICIDH-1 classification except to note that in principle this original system was
designed as a model for coding and manipulating data on the consequences of health
conditions. This classification system was revised, giving rise to the ICF (Table 15.1
and Table 15.2). The ICF has two sections, each with two complementary compo-
nents. Part 1 covers functioning and disability including body functions, structures,
activities, and participation.  Part 2 covers contextual factors — environmental as

TABLE 15.1
Function and Disability Sections of ICF

Component Body Functions and Structures Activities and Participation 
Constructs Changes in physiological function 

Changes in anatomical function 
Capacity: executing tasks in standard 
environment

Performance: executing tasks in current 
environment

Positive 
aspects 

Functional and structural integrity Activity participation

Negative 
aspects 

Impairment Activity limitation and participation restriction

TABLE 15.2
Contextual Factors of ICF

Component Environmental Factors Personal Factors 
Domains External influences on functioning and disability Internal influences on 

functioning and 
disability

Constructs Facilitating or hindering impacts of features of 
physical, social, attitudinal worlds 

Impacts of personal 
attributes

Positive aspects Facilitators Not applicable
Negative 

aspects
Barriers and hindrances Not applicable
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well as personal. Each component consists of various domains and, within each
domain, categories that are the units of classification.

Disablement models such as Nagi’s and the ICIDH-1 formulation present the
disablement process as more or less a simple linear progression of response to illness
and its consequences, thus leading to a static conceptualization of the whole process.
This view fails to recognize that disablement is more often a dynamic process that
can fluctuate in breadth and severity across the life course; it is anything but static
or unidirectional.

More recent disablement formulations and elaborations of earlier models have
explicitly acknowledged that the disablement process is far more dynamic. In these
newer concepts, a given disablement process may lead to further downward spiraling
consequences. Pope and Tarlov15 use secondary conditions to describe any type of
secondary consequence of a primary disabling condition. Commonly reported sec-
ondary conditions include pressure sores, contractures, depression, and urinary tract
infections, but it should be understood that they can be pathologies, impairments,
functional limitations, or additional disabilities. Longitudinal analytic techniques
now exist to incorporate secondary conditions into research models and are beginning
to be used in disablement epidemiologic investigations.

15.3.4 PATIENT SATISFACTION THEORIES

Patient satisfaction is an important outcome measurement since it can influence the
delivery of medical care at both the societal (total consumption of health care
resources) and individual (patient participation) levels. Because patient satisfaction
is a multidimensional concept, it is important to start by understanding its multiple
definitions. Patient satisfaction is a complex concept that may incorporate sociode-
mographic, cognitive, and affective components. Although many theories for patient
satisfaction have been proposed, few have been extensively tested and validated in
different health care settings. Moreover, few studies have been conducted to explain
associations between patient satisfaction and patient characteristics or subsequent
patient behaviors. Although theories of patient satisfaction are difficult to categorize
in an organized and easily comprehensible fashion, one may group these theories into
intrapatient comparisons (disconfirmation theory) and differences between individual
patients and health care providers (attribution theory) or other patients (equity theory). 

Intrapatient comparison theories explain the satisfaction phenomenon by a match
between patient expectations and perceptions of medical care. Differences between
what is expected and what is perceived to occur will contribute to patient satisfaction
or dissatisfaction. This theory is the dominant model of nonmedical customer sat-
isfaction in which consumers compare their perceptions of a product or service
against prior expectations. The resultant size and direction of the disconfirmation
results in satisfaction or dissatisfaction. 

Equity theories are based on the premise that patient satisfaction relates to
whether patients believe they have been fairly treated. Equity occurs when patients
compare their balances of inputs (time and money) and outputs (medical care and
its results) with those of other patients. Patient satisfaction occurs when people
perceive they are treated fairly; it may increase when patients perceive their outcomes
as more favorable than those of other patients with the same conditions.
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Attribution theories assume that any causes for failed expectations will be
examined. Dissatisfaction may occur if a patient and provider assume different
reasons for a failure. A related concept is gap analysis in which identification
of differences between provider and patient perceptions of services occurs.
Addressing potential gaps arising because providers focus primarily on delivery
of medical care and patients focus on services used may increase patient satis-
faction.

15.3.5 MEASUREMENT OF PATIENT SATISFACTION

Although patient satisfaction has become a common measurement in clinical
settings, proper assessment of a patient’s cognitive evaluation of and affective
response to medical care provided is an extremely complex task. The difficulty in
measuring patient satisfaction lies in the fact that satisfaction is a multidimensional
concept with inputs or determinants that are not yet clearly defined. One of the
major criticisms of patient satisfaction research relates to methodologic issues
including lack of psychometric standards, reliability, and validity of surveys. Many
patient satisfaction survey instruments have not undergone rigorous psychometric
construction, which is essential in the evaluation of all complex psychological
phenomena.

Many patient satisfaction surveys lack discriminatory values to assess spe-
cific aspects of medical care. As an example of these biased measurements,
studies have shown that the use of a single global measurement to evaluate
patient satisfaction generally results in high (95%) satisfaction ratings. Unfor-
tunately, these single-item questions cannot distinguish satisfaction with overall
medical care from satisfaction with specific aspects of care. These rudimentary
instruments often cannot accurately measure the multifaceted nature of patient
satisfaction and may actually reflect satisfaction with other issues of medical
care. 

Implementation of a survey instrument may also be associated with potential
bias. Possible problems include mode of administration (e.g., telephone, personal
interview, mail, and structured versus unstructured interviews), timing of survey,
nonresponders, and use of proxies. Although no consensus about an acceptable
response rate seems to exist, different methods of administration may produce
different response rates. The response rate is important in that missing data from
nonresponders may affect the validity of the results. The differences between
responders and nonresponders are important because patients who are less sat-
isfied with their medical care may be less likely to respond to satisfaction
surveys.

The timing of the survey and use of proxies may also introduce bias. There
is a greater likelihood of recall bias with increasing lengths of time between
hospital discharge and administration of the survey, which may affect patient
responses. Proxies (e.g., family members and friends) may not accurately reflect
the views of patients. Patient satisfaction assessments are typically considered
as nonparametric data and appropriate statistical analysis should be conducted. 
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15.4 SELECTING MOST APPROPRIATE CLINICAL TRIAL 
DESIGNS

Selecting the most appropriate trial design is one of the most important steps in the
design of a surgical study. In some situations, a cohort study may not appropriately
control for baseline differences between two or more treatment groups, whereas a
randomized controlled trial may be unfeasible or may over-select a study population
that would no longer be truly representative of the group of patients seen on a daily
basis. Therefore, the choice of a study design implies knowledge that is extraneous
to a purist and a theoretical view of the field. Other issues include pragmatic factors
determined by the experiences of previous researchers attempting to conduct similar
research studies, available time and funding, and the general expectations of peers
in the field. The goal of the study is also critical, for example, feasibility studies for
initial human trials of a device or surgical procedure versus pivotal trials for FDA
approval.

15.4.1 RANDOMIZED CONTROLLED TRIALS

Definition — A randomized controlled trial (RCT) is a design in which partic-
ipants are allocated at random to receive one of several clinical interventions. Since
treatments are randomly allocated, differences in baseline characteristics across
groups tend to be balanced if the groups are large and, therefore, any differences in
outcome can be attributed to the intervention. 

Classification — RCTs can be broadly classified into the following categories
according to exposure to the intervention:16

1. In parallel RCTs, each group of participants is exposed to only one of the
study interventions. Most surgical RCTs fall into this category.

2. Cross-over RCTs use a design in which each participant is given all the
study interventions in successive periods; the order of the interventions
is determined randomly. It is interesting to note that conclusions from
parallel studies are produced by comparisons across groups; in cross-
sectional RCTs, the comparisons are made from participants. Two issues
are crucial for the success of a cross-over trial. First, the condition treated
must be chronic and stable. Second, the interventions must be of short
duration to avoid contamination of the groups that will follow.

3. Factorial design is performed when two or more interventions are used
separately and also in combinations and compared against a placebo. For
example, when comparing treatments A and B for a certain condition,
four groups would be formed: one to receive only treatment A, one to
receive only treatment B, one to receive treatments A and B, and a group
that would receive no treatment.

When to perform RCTs — Unlike nonsurgical trials, logistical problems
largely determine the ideal situation for conducting an RCT. These factors include:
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1. A sufficient number of eligible patients should be available. The evalua-
tion should be based on data rather than a surgeon’s opinion about the
number of cases because surgeons tend to overestimate true numbers of
patients. 

2. The intervention should be stable, with the perspective that treatment will
continue in a similar fashion until the trial is concluded. Since surgical
RCTs tend to last longer than their nonsurgical counterparts, it is important
to ensure that the therapy is not a simple fad, and that results will still be
applicable when the study is completed. Otherwise, the results will be
meaningless if the therapy is outmoded.

3. Participating surgeons should be truly involved in the study and fully
believe in the presence of equipoise. Equipoise (state of genuine uncer-
tainty) about the comparative efficacy of two different interventions is an
ethical imperative for conducting a study. 

Important points — If RCT is selected as the design of choice, some important
concepts should always be kept in mind:

1. When a placebo is considered, it is important to ensure that no other
intervention has been previously shown to be effective. If an efficacious
therapy exists, it should be used in place of a placebo to avoid patient
suffering. 

2. It is important that the randomization be performed appropriately and
include true randomization mechanisms such as random number genera-
tion. Mechanisms such as selection of treatments based on the first letter
of a last name or day of the week are pseudorandom methods and should
be avoided. 

3. Surgical procedures and postoperative management should be identical
across participating surgeons and institutions. Differences in surgical tech-
niques will create clusters that can be impossible to control during com-
parative analysis across techniques. 

4. Outcomes should be assessed by a researcher not involved with the pre-
vious stages of the study and, of great importance, they should never be
assessed by the treating physician. 

5. If an outcome can be interpreted by different individuals in different
manners, such as the interpretation of radiographs, researchers should
conduct previous inter- and intraobserver agreement studies to ensure that
the measurement will not be biased by the opinion of a single evaluator. 

15.4.2 OUTCOME STUDIES

Definition — Outcome study is a popular name commonly used in the surgical
field to describe studies involving prospective cohorts of patients, particularly when
standardized scales are used to compare functional outcomes across patients and
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treatments. Although the intervention is not randomized, outcome studies are
valuable tools for determining associations between treatments and disease out-
comes. Of particular importance is that, because of the absence of randomization
and its issues of selection bias, outcome studies are fundamental in determining how
a certain intervention applies to patients in more natural settings. 

Outcome studies usually vary in lengths of follow-up, many constituting collec-
tions of all patients attending a certain clinic and thus enrolling all patients until
their last clinical visits. As could be expected, durations of follow-up will vary and
results can only be appropriately analyzed by time-to-event methods to obtain the
chance of a particular outcome for an individual with a particular treatment. One
weakness of outcome studies is that they are usually inefficient for measuring rare
outcomes where a secondary data analysis of a population-based study would be
more appropriate.

Classification — Outcome studies can be generally classified as:

1. Prospective outcome studies — An investigator chooses or defines a
sample of subjects to be studied. This selection is usually based on a
specific diagnosis, surgical procedure, or interest. The same set of outcome
scales is then applied to all participants before and after the surgical
intervention. Finally, the comparison across treatment groups is usually
performed by comparing postoperative outcomes as measured by the
scales adjusted for baseline scores and other potential confounders of the
association between treatment and outcome.

2. Retrospective outcome studies — The design of a retrospective outcome
study is essentially the same as that of a prospective study. Retrospective
studies, however, are usually based on longitudinal cohorts of patients
from a given clinic; outcome scales are widely spread across all diag-
noses and procedures. Although the outcome measurements are usually
somewhat less specific than measurements from prospective designs,
retrospective outcome studies have the advantage of providing a much
larger population immediately. Those conducting retrospective outcome
studies should pay particular attention to important factors such as
number of missing observations within measurements (missing values
for specific variables) and missing observations within the clinic
(patients who may have attended but failed to complete outcome ques-
tionnaires). 

3. Multiple outcome studies and external controls — This design compares
several separate outcome groups. It is typically used when two or more
groups are treated with different surgical techniques. The most important
factor is to ensure that the baseline variables (functional levels, disease
classifications, and sociodemographic factors) of the outcome groups are
as homogeneous as possible. Having groups who overlap reasonably in
the areas mentioned above will ensure that these differences can be con-
trolled during the comparison across the different surgical interventions. 
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15.4.3 OUTCOME SCALES

Because outcome scales are at the cores of outcome studies, it is important to
understand what they are and how they are validated. Validated outcome scales are
characterized by their reliability, validity, and responsiveness to clinical change.
These properties ensure that the data are collected and interpreted in a systematic
and reproducible way, allowing comparisons across different patient populations.

Reliability — This is the property that determines whether the instrument
measures the outcome of interest in a consistent and reproducible way. Reliability
is assessed by measuring internal consistency and temporal stability. Internal con-
sistency requires the items constituting a scale to be highly intercorrelated and
measure the same concept or construct. Scales whose items are all highly intercor-
related are considered to be one-dimensional because they measure only a single
construct. If a scale measures more than one construct, its items are expected to
correlate in clusters, and the scale is multidimensional. Internal consistency is usually
expressed by Cronbach’s coefficient. Values above 0.7 are usually considered to
express acceptable internal consistency. Score stability over time, on the other hand,
refers to the consistency of scores obtained on different occasions by the same
individuals.

One of the most common measures of temporal stability is test–retest reliability.
For example, a scale demonstrates good test–retest reliability if patients with stable
conditions tend to have similar scores over time. A common problem of test–retest
reliability is that the assumption of a stable underlying condition often can be
supported only if the time between the two evaluations is relatively short and if
patients can be assumed to not be responding to items based on a recollection of
their previous responses. 

Validity — This is an indication that the scale primarily measures the construct
it is intended to measure instead of another related construct. For example, a scale
devised to measure neck pain or dysfunction should not capture dysfunction due to
concomitant depression. The commonly reported types of validity are (1) face, (2)
content, (3) criterion-related, and (4) construct validity. A scale is considered to have
face validity if its content seems to measure what it is supposed to measure.

This evaluation is usually performed by the scale designers rather than the target
population without any quantitative evaluation, and therefore it can be biased. A
scale demonstrates content validity when the items reflect all the significant aspects
of the construct to be measured. Again, taking neck dysfunction as an example,
work-related disability is only one of the dysfunctions caused by the underlying
disease and a scale presenting items exclusively about work dysfunction would
capture the entire scenario. Thus, while such a scale may have adequate content
validity as a measure of work dysfunction, it would lack content validity as a measure
of dysfunction conceptualized more broadly.

Criterion-related validity implies that a scale is able to predict some criterion
variable, such as the course of the underlying disease. Criterion validity can be
applied to situations where the criterion follows (postdictive validity), precedes
(predictive validity), or coincides with (concurrent validity) the measurement in
question. Finally, construct validity refers to a scale’s behavior in relation to
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other related assessment tools. For example, one can reasonably hypothesize
that neck pain would be associated with impaired quality of life. A neck pain
scale would therefore be considered to have construct validity if a correlation
between the neck pain scale and a valid quality-of-life questionnaire could be
documented. 

Responsiveness — Responsiveness is the ability of an instrument to detect small
but important clinical changes such as minimal clinically important differences. This
index is the minimal score difference able to detect a “clinically important change,”
which is a subjective judgment made by a clinician or a patient independent of
available treatment choices. Most experts would probably agree that it is important
to define and assess the minimal clinically important differences for individual
functional scales. 

A crucial point in scale evaluation is that psychometric properties are not intrinsic
to a specific instrument, but instead are highly susceptible to change as functions
of the populations where they are used and how they are applied. As an example,
athletes may perceive functional incapacities at levels of activity sedentary patients
may never approach. In sum, it is important to consider how a scale may perform
within a specific population of interest.

15.4.4 SECONDARY DATA ANALYSIS

Definition — Secondary data analysis is conducted by using data that has already
been collected, usually with a broad purpose. Because it avoids the hurdles involved
with primary data collection, the secondary data analysis approach provides a quick
and efficient method of answering research questions.

In cases of research questions requiring very large populations, for example,
national surveys, secondary data analysis is the only possibility because the cost of
a prospective study would be prohibitive. Secondary data analyses can also serve as
excellent resources for obtaining preliminary information on a research question that
can later be further investigated through a prospective study with more specific
clinical variables. Finally, large databases with variables that relate to latent variables
such as disability or quality of life represent excellent resources for the formulation
of outcome scales because their large numbers allow for the use of powerful statis-
tical techniques such as item response theory.

Formulation of research questions — The formulation of research questions
from secondary data can occur in one of two directions. First, researchers with
preconceived research questions may look for large repositories of data in search of
a database with the variables that may answer their questions. Second, researchers
may navigate through a dictionary of available databases while trying to formulate
research questions that are of interest to them, the clinical research community, and
the public in general. In practice, research questions are usually formulated using a
mix of the above-mentioned approaches.

Since the formulation of a research question depends on finding databases that
will support the study question in both cases cited above, it is important to locate
repositories containing information on multiple databases with easily retrievable
information. Such a project was recently conducted by the Center for Excellence in
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Surgical Outcomes of Duke University in Durham, NC. Known as QUESTFORM
(QUESTion FORMulation), this web application aggregates detailed information on
more than 50 different clinical databases. The first section of QUESTFORM contains
extensive information about database characteristics, including primary purpose,
validity of specific variables, details about data collection methods, year coverage,
generalizability, total, and number of patient encounters. 

QUESTFORM can be used in two modes. In the first mode, researchers can
navigate through the data dictionaries of different databases while they are guided
in the formulation of a well-formed epidemiological question. In other words, they
are instructed on the selection of outcomes, primary predictor variables, confounders
that can potentially distort the association between main effect and outcomes, and
inclusion–exclusion criteria. A search tool for International Statistical Classification
of Diseases and Related Health Problems (ICD) and Current Procedural Terminology
(CPT) codes is provided to identify specific disease and procedure codes. Once the
question is fully formulated, researchers can save the question in a graphical format
known as a question diagram. Question diagrams can then be reviewed by other
members of the research team for project feasibility (clinical epidemiologist), sta-
tistical approach (statistician), coding (statistical programmer), and literature review
(participating students).

In the second mode, researchers can navigate through previously formulated
question diagrams. These previous examples serve as templates that can be modified
to generate new research projects. By navigating through previously formulated
diagrams, researchers can learn from observing successful designs and also save
time while creating new designs that bear structural similarities with previous ques-
tion diagrams. 

15.5 FALLACY BEHIND LEVELS OF EVIDENCE

Much has been said about RCTs for the evaluation of treatment efficacy because
RCTs are considered the gold standard against which all other clinical research
designs should be compared. In this section, we will argue that despite the several
advantages of RCTs if one is to consider internal validity only, RCTs may lack
external validity or feasibility in several surgical situations where other designs
would be clearly more appropriate. 

Because most RCTs are performed in academic medical centers, the number of
surgeons involved in surgical trials is often limited and carefully monitored for
quality. For example, the number of procedures performed prior to trial initiation
and their outcomes and morbidities are often carefully audited to ensure that the
surgical procedure is performed with the highest possible quality and consistency.
Although this auditing ensures that the trial design covers a single surgical procedure
(as far as can be specified), the same surgical procedure may actually be performed
in many different ways and with far different outcomes once it is available to a wide
range of nonacademic and academic centers after the trial conclusion. This can lead
to severe problems with extrapolation or generalization of the trial results to the
populations of both patients and surgeons. 
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15.5.1 TRADITIONAL CONCEPT OF EVIDENCE-BASED MEDICINE 
AND ITS ROOTS

Evidence-based medicine has traditionally claimed that RCTs provide better evi-
dence when compared with other study designs. This is clearly demonstrated by
Table 15.3. The clear preference for RCTs can also be distinguished by the desig-
nation of the Oxford Centre for Evidence-Based Medicine of nonrandomized studies
as the “hurly-burly of real-world clinical care.” But is the choice of a research design
something to be made with disregard for the logistics surrounding the study?

15.5.2 WHY SURGERY IS DIFFERENT

Despite the now classical statements about RCT design superiority, we believe that
the choice of research design is multifactorial and that, despite their internal validity,
RCTs may in some situations achieve results that are of quality inferior to the quality
of their nonrandomized counterparts. Several problems can threaten the validity of
an RCT:

1. Restrictive enrollment criteria implemented to enhance internal validity
in clinical efficacy trials can have the unintended consequence of exclud-
ing cases that would make the study sample truly representative of a real-
world population (e.g., those with comorbidities).

2. Evidence obtained solely from RCTs may be misapplied by policy makers,
payors and/or practitioners who misunderstand the approach and misin-
terpret it as prescribing a narrowly formulaic (“cookbook”) approach to
healthcare. 

3. Many patients are unwilling to be randomized to treatments, particularly
when one assignment option involves, in their perspectives, inert or inef-
fective treatments. 

4. When an RCT protocol involves a single sustained treatment, the design
may fail to reflect usual practice in which shifts in treatment occur until
a desired outcome is achieved and maintained.

5. Research documentation and reporting of critical phenomena, such as
treatment delivery (fidelity), therapy process measures, and population
reach are infrequent.

6. Relevant outcomes including functional status, quality of life, durability
of change, potential negative or iatrogenic outcomes, cost of treatment,
and client satisfaction may have been neglected in detriment of harder
endpoints.

7. Overemphasis on treating or fixing presumably homogeneous disorders
may detract from potentially more valuable efforts to understand what
caused the problem originally, what contingencies now maintain it, how
treatment influences biopsychosocial processes to produce desirable
behavioral change, and what changes are needed to address more complex,
comorbid problems.
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Differential 
Diagnosis/Symptom 

Prevalence Study 
Economic and Decision 

Analyses 
R (with homogeneity) 
f prospective cohort 
tudies

SR (with homogeneity) of 
Level 1 economic studies

rospective cohort study 
ith good follow-up

Analysis based on clinically 
sensible costs or alternatives; 
systematic reviews of 
evidence; includes multiway 
sensitivity analyses

ll-or-none case series Absolute better-value or 
worse-value analyses 

R (with homogeneity) 
f 2b and better studies

SR (with homogeneity) of 
Level >2 economic studies

etrospective cohort 
tudy or poor follow-up

Analysis based on clinically 
sensible costs or alternatives; 
limited reviews of evidence 
or single studies; includes 
multiway sensitivity 
analyses
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TABLE 15.3
 Oxford Centre for Evidence-Based Medicine Levels of Evidence (May 2001)

Level
Therapy/Prevention, 

Etiology/Harm Prognosis Diagnosis 
1a SR (with homogeneity) 

of RCTs
SR (with homogeneity) of 

inception cohort studies; CDR 
validated in different 
populations

SR (with homogeneity) of 
Level 1 diagnostic 
studies; CDR with 1b 
studies from different 
clinical centers

S
o
s

1b Individual RCT with 
narrow confidence 
interval

Individual inception cohort 
study with >80% follow-up; 
CDR validated in single 
population

Validating cohort study 
with good reference 
standards; CDR tested 
within one clinical 
center

P
w

1c All or none All or none case-series Absolute SpPins and 
SnNouts

A

2a SR (with homogeneity) 
of cohort studies

SR (with homogeneity) of 
retrospective cohort studies or 
untreated control groups in 
RCTs

SR (with homogeneity) of 
Level >2 diagnostic 
studies 

S
o

2b Individual cohort study 
(including low quality 
RCT; <80% follow-up)

Retrospective cohort study or 
follow-up of untreated control 
patients in RCT; derivation of 
CDR or validated on split 
sample only

Exploratory cohort study 
with good reference 
standards; CDR after 
derivation or validated 
only on split sample or 
databases

R
s



2c Outcomes research; Outcomes research Ecological studies Audit or outcomes research

R (with homogeneity) 
f 3b and better studies

SR (with homogeneity) of 3b 
and better studies

onconsecutive cohort 
tudy or very limited 
opulation

Analysis based on limited 
alternatives or costs; poor 
quality estimates of data; 
includes sensitivity analyses 
incorporating clinically 
sensible variations.

ase series or superseded 
eference standards

Analysis with no sensitivity 
analysis

xpert opinion without 
xplicit critical 
ppraisal or based on 
hysiology, bench 
esearch, or first 
rinciples

Expert opinion without 
explicit critical appraisal or 
based on economic theory or 
first principles
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ecological studies
3a SR (with homogeneity) 

of case-control studies
SR (with homogeneity) of 
3b and better studies

S
o

3b Individual case control 
study

Nonconsecutive study or 
lacking consistently 
applied reference 
standards

N
s
p

4 Case series (and poor 
quality cohort and case 
control studies)

Case series (and poor quality 
prognostic cohort studies)

Case control study; poor 
or nonindependent 
reference standard

C
r

5 Expert opinion without 
explicit critical 
appraisal or based on 
physiology, bench 
research, or first 
principles

Expert opinion without explicit 
critical appraisal or based on 
physiology, bench research, or 
first principles

Expert opinion without 
explicit critical appraisal 
or based on physiology, 
bench research, or first 
principles

E
e
a
p
r
p

RCTs = randomized clinical trials

SR = systemic reviews

CDR = clinical decision rule

SpPins = high specificity so a positive result rules in diagnosis

SnNouts = high sensitivity so a negative result rules out diagnosis

Source: www.cebm.net/levels_of_evidence.asp



8. Efforts to standardize treatments potentially support progression toward
a restriction of treatment that will enable therapy to be delivered by
paraprofessionals or by computers.

These points do not indicate RCTs have no place in surgical research, but mean
that their advantages must be contrasted against their weaknesses. In other words,
blindly applying the principles primarily developed for nonsurgical studies to sur-
gical studies is, at least, a mistake. 

15.5.3 OTHER LIMITATIONS OF SURGICAL TRIALS

Particularly in small disciplines such as neurosurgery, the number of patients spread
throughout the world may be insufficient for an adequate randomized trial of a
treatment despite considerable interest in the outcome. Small patient populations
can thus pose severe constraints particularly if they are widespread and hard to
capture. The fragmented health care system in the United States likewise hampers
patient access. One proposed solution is to limit surgical procedure reimbursement
to patients enrolled in clinical trials. That would encourage both surgeons and
patients to improve enrollment and enhance the number of trials. It is difficult to
standardize surgical procedures to the point where the same technique is performed
by many surgeons and studied at many locales, in contrast to studies of drug
formulations and devices that can be standardized.

Because many device companies would rather avoid the expenses and the uncertain
outcomes of randomized trials, alternate methods of FDA approval exist, but they
severely limit the amount of data concerning device efficacy at the time of market
introduction. Often fewer than 100 patients are studied adequately at one center. After
market introduction, it is highly unlikely that a device company would sponsor an
additional critical trial by skeptics, since negative trial results would lead to decreased
revenues. As a result, companies have little incentive to perform trials of devices. 

Since surgeons’ incomes depend on procedures, they have little incentive to com-
pare surgical treatments to nonsurgical treatments and such comparisons are nearly
forbidden in surgical circles. Rather, most surgical trials compare one form of device
or procedure to another, rather than to alternative treatments. Development of a com-
munity consensus among surgeons about equipoise and when the time is correct to
initiate a study is also very difficult. In many cases, surgeons almost have to be forced
into studying surgical procedures by outside influences and circumstances.

The funding of studies is also problematic. The National Institutes of Health
(NIH) fund only a small number of surgical studies and even pilot studies are difficult
to initiate without initial funding. NIH’s determinations of what should be studied
may also differ considerably from the topics surgeons would suggest, reflecting the
discrepancy between society’s needs and those perceived by medical practitioners.
All these factors combine to create a difficult environment in which many small,
retrospective studies are performed, many without any lasting merit or contribution.
However, taking the next step toward a prospective trial is almost prohibitive in
terms of the enthusiasm needed to obtain patient and surgeon enrollment, funding,
and consensus within the surgical community. 
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15.6 CONCLUSIONS

The motivation for initiation of clinical trials varies, depending on the goal of the study
and who will benefit from it. Surgical clinical trials are very different from those
usually designed for medical trials, including FDA approval studies and rationalization
of existing therapies. Small populations, particularly in neurosurgery, fractionated
health care systems, and lack of understanding of clinical trial formats all contribute
to difficulty in initiating clinical trials of substantial, lasting benefit. While all neuro-
surgery practitioners desire valid information about the treatments they suggest to
patients, the path to that information is highly convoluted and limited. Nevertheless,
all translational therapy depends on clinical trial format, which in some cases (such
as stroke trials), can be the limiting feature of new therapy introduction. 
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16.1 INTRODUCTION

What is the process through which a medical student becomes a neurosurgeon? How
do we teach the skills necessary for success? What role does a resident play in his
or her own educational process? Before consideration of neurosurgical simulators,
we should first reflect on these questions and understand the processes by which
neurosurgeons are currently trained. Then we can consider ways in which the
potential benefits of simulation and other new teaching techniques may contribute
to the process.

The current process clearly has many limitations because of the long hours and
number of years required for training and defining the need for additional manpower.
Simple questions remain unanswered, such as whether neurosurgery training should
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be closed-ended (a fixed number of years as is currently the practice in the United
States) or open-ended (until a job opens, possibly after many years of training, as
is commonplace in other areas of the world).

16.2 CURRENT NEUROSURGICAL TRAINING

16.2.1 APPRENTICES TO PRACTITIONERS

Traditionally, neurosurgical residency has been an apprenticeship process in which
residents spend several years with experienced neurosurgeons and participate in all
aspects of the profession. The environment for this apprenticeship is audited for
sufficient operative cases and approximate measures of the adequacy of the learning
experience through conferences and exam certifications. Residents learn operative
techniques, surgical anatomy, clinical management, and the subtleties of interactions
with patients and families. As with any apprenticeship, the resident gradually
assumes more responsibility and autonomy.

Training is regularly supplemented with lectures, small-group learning sessions,
and self-study. In addition, a significant portion of training occurs during interactions
of residents. “Senior” residents help in the training of “junior” residents. Ultimately,
neurosurgical residents are exposed to the information and clinical experience that
will prepare them to leave training for the next phase of their practices. The goal is
to produce high quality, independently functioning neurosurgeons, who are compe-
tent, adhere to high standards of professional conduct and patient care, and serve as
assets to their communities.1 

A critical part of the training process is evaluation of a resident’s performance
throughout the training period. Advancement is often dependent on completion of
various milestones judged internally at the training institution or by national boards.
Emphasis is now placed on evaluating residents from all specialties on six core
competencies involving knowledge, judgment, behavior, and technical skill: 

1. Patient care
2. Medical knowledge
3. Interpersonal and communication skills
4. Professionalism
5. Problem-based learning 
6. Systems-based learning

The process of acquiring factual knowledge and clinical judgment occurs in
several ways. The most direct method is a program of self-directed study via text-
books, journal articles, and Medline searches, but the method has a limited role for
teaching clinical judgment. Another way of gaining factual knowledge and judgment
is through apprentice relationships with attending physicians and senior residents
during patient rounds and small group discussions, or from lectures and grand
rounds. These types of learning programs typically include consideration of clinical
examples, review of factual knowledge, and Socratian-type interactions between
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residents and mentors. The learning processes have recently been augmented through
the advent of evidence-based medicine (see Chapter 15). The advantage of this type
of learning is that significant information can be efficiently imparted by the mentor.
However, the process relies to some extent on the mentor’s experience and willing-
ness to teach.

A potential role of neurosurgical simulation is its use in the form of a clinical
database that can be used by students to improve their factual knowledge and, to an
extent, their judgment and clinical decision making, by taking advantage of a wider
array of cases than may be present at one institution or during one training period.2,3

Apprentices also tend to retain local practices and knowledge that may be
sometimes parochial and limited by their mentors’ views of the world. Such local
preferences may then be treated as dogma, only to be perpetuated later as neurosur-
gical myth. Such biases can be retained for many years and may be difficult to
recognize and outgrow. 

16.2.2 JUDGMENT IN NEUROSURGERY

Is our current system of neurosurgery training only a Halstedian, apprenticeship
process?3 Neurosurgery clearly has two aspects: judgment — how to decide to whom
to suggest a surgical procedure and on what rationale — and technical — how to
perform a procedure with maximal efficacy and least risk. While considerable
emphasis is placed on the technical aspects and learning, less stress focuses on the
judgment side, which is the more critical in terms of subsequent liability and practice
enjoyment.

Typically, judgment is taught Socratically, by questioning and answering, by
building an internal database containing patient symptoms, common syndromes and
their treatments, and knowledge about procedures, outcomes, risks, and recovery
times. Judgment is usually considered as a case-by-case set of rules that can be
internalized, but which are subject to basic hypotheses, principles, and background
knowledge. Development of judgment requires time and experience. Honing and
refinement take into account past successes and failures. For example, selecting
patients appropriately for surgical approaches often involves taking into account past
cases from personal experience along with outcomes cited in the evidence-based
literature.

16.2.3 TECHNICAL ASPECTS OF NEUROSURGERY TEACHING

The process of learning neurosurgical technique includes mastery of complex three-
dimensional anatomy, visuospatial perception, and motor skills. Intraoperative train-
ing is the most direct method for developing these skills. It constitutes the gold
standard for learning neurosurgical technique and ultimately forms the foundation
of a neurosurgeon’s career. Typically performed through an apprentice relationship
with senior surgeons, it reflects the model of surgical training pioneered by Halsted.

Anatomy and technique are learned through observation of a senior surgeon and
directly in a supervised setting. The dual-headed microscope has greatly facilitated
this type of learning. Intraoperative training, however, has several important limita-
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tions. The environment can be relatively limited by time and tension because of
potential risks or bad outcomes and may not foster education as the primary goal.
Additionally, anatomic exposure is necessarily limited to what is clinically war-
ranted, and usually this is minimized to improve recovery time, hampering visual-
ization in many situations. Ultimately, patient care must always take priority over
education. In this regard, virtual reality simulators may help residents advance sooner
by demonstrating more complete dissections and underlying anatomy.3

In contrast, technical aspects can usually be taught by direct supervision or by
animal approaches such as implementing microvascular anastamoses in small
rodents. Technical expertise is a combination of practice, supervision providing
guidance, and the repetitive use of the hands as needed for motor learning. The
technical side is currently handled by direct observation and apprenticeship, with
progressive responsibility based on certain steps or levels. The levels can be indexed
according to degree of difficulty (i.e., carpal tunnel, disc, and shunt procedures
preceding craniotomies). Milestones that must be achieved before residents progress
to the next level are documented. 

One training tool is cadaveric dissection that provides residents the potential to
improve anatomic understanding, visuospatial perception, and motor skills. Cadav-
eric dissections are interactive, three-dimensional, and relatively transferable to the
operating room setting. However, dissection also has important limitations including
significant costs (preparation, facilities, instructors, and equipment), limited avail-
ability of specimens, and the substantial differences between living and cadaveric
tissues. Finally cadaveric dissection involves a substantial time commitment and is
not amenable to repeated rehearsal of a specific procedure.

Animal dissection provides opportunities to improve visuospatial and motor
skills, but the technique has both practical and ethical limitations and the anatomic
differences are usually significant. Thus, current training involves a large amount of
direct intraoperative assisting to allow direct visualization of human anatomy and
exposure and small (but key) cadaveric and small animal dissection experience to
augment the clinical experience gained over many years.

16.2.4 TRAINING OBJECTIVES

The goal of training is to produce fully trained academic neurosurgeons who are
clinically competent and have excellent technical skill, superb judgment, and thor-
ough knowledge of related disciplines, including basic neuroscience, neurology,
neuropathology. and neuroradiology. Technical competence is achieved through
“gradual delegation of earned responsibility for investigative and operative care to
penultimate levels.”1 The development of competence in clinical neurosurgery
requires a trainee to:

1. Master the principles of surgery
2. Become familiar with the basic science and diseases of the nervous system
3. Develop the necessary technical skills to perform neurosurgical procedures 
4. Learn to relate and work effectively with colleagues in medicine and

surgery and other health care professionals and ensure the development
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of a keen sense of responsibility and compassion toward patients and their
families

5. Understand the impacts of neurosurgery on society including medical
ethics, health care economics, law, prevention of disease, and promotion
of health

6. Develop an understanding of clinical and basic research techniques includ-
ing biostatistics and epidemiology

Residents must assume graduated responsibility throughout the course of their
residencies in terms of background knowledge, pre- and postoperative management,
operative experience and independence in decision making. However, supervision
is critical to a training program, and feedback from more experienced individuals
is essential to education along with a constant and sincere effort to learn on the part
of the resident.

Patient care is the core background to neurosurgical education and thus intimate
knowledge of patients forms the basis for informed decision making and increased
participation by residents in patient care decisions and management. The objectives
for technical competence build upon progressive training experience in neurosurgical
procedures, usually in an apprenticeship mode under direct supervision.

16.3 ARE THERE TRAINING DEFICIENCIES?

The current fixed length residency program is relatively short, compared to the large
number of judgment skills, procedures, and care issues that must be adequately
taught. It does not account for the varying learning rates of different physicians. For
that reason, some flexibility in training length may be important to accommodate
and overcome such differences. The current 80-hour work week limitation makes it
difficult to take occasional night calls and allow sufficient patient follow-up to
adequately assess a resident’s judgment. These limitations are compounded by
insufficient exposure to and understanding of less common cases because residents
commonly handle more common situations.

The skills routinely taught in most residency programs are primarily aimed at
a high quality clinical practice situations. They are not necessarily directed toward
academic investigations in the fields of basic neuroscience, translational neuro-
science, or clinical neuroscience. For many years, the minimum requirement for the
adequate pursuit of quality basic neuroscience has been at least 3 to 5 years of
experience beyond residency, at the graduate student (i.e., M.D.–Ph.D. combined
degree), postdoctoral, or mentored faculty level. This additional time is critical for
enabling clinician investigators to become sufficiently qualified to compete for
external funding from federal (National Institutes of Health, Department of Veterans’
Affairs, Department of Defense, etc.) or foundation sources.

Unless a clinician investigator is competitive in obtaining funding, it is unlikely
that research of sufficiently high quality will continue to make valuable contributions
to neurosurgery and the wider field of neuroscience. Developing and maintaining
adequate clinical credentials and sufficient research experience to be truly compet-
itive are difficult challenges at both the resident trainee and faculty levels. These
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abilities are under-emphasized. The difficulties are compounded by the additional
requirements for teaching and mentoring, as well as family commitments and obli-
gations (Figure 16.1). Ethically, family commitments cannot be handled by a sub-
stitute person and have a much higher priority than any of the other demands. Anyone
can be replaced professionally unless, of course, his or her ego cannot tolerate
replacement.

To meet translational and clinical neuroscience objectives, a master’s in public
health and epidemiology (M.P.H.) may provide a suitable path. This initial degree
provides some training in clinical investigation and trial design and can provide a
base upon which to build further training. Additional career pathways for clinical
neuroscience investigation should include training in epidemiology and statistics as
well as in clinical trial design and principles of translating neuroscience concepts
into clinical utility. These training issues have been discussed in terms of capacity
for translational research within academic medical centers, and the projected need
for manpower to perform critical studies in the future (see Chapter 1). 

Since the general public is somewhat suspicious of the involvement of residents
in procedures and “ghost surgeries (where a resident performs a procedure without
supervision),” it is critical that adequate supervision be present at all times and that
optimal use of technical training outside the operative suite be encouraged before

FIGURE 16.1 (See color insert following page 146.) Dilemmas of academic neurosurgery.
The center figure represents a typical neurosurgeon trying to decide on a career in academia,
or after embarking on such a career, deciding how to pay appropriate and adequate attention
to multiple critical aspects of life simultaneously. He or she has no easy choices.
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residents are allowed to perform procedures on humans. Clearly, current training
could be expanded to become less of an apprenticeship and more of a truly educa-
tional experience by optimizing knowledge-based and judgment-based approaches
in every situation possible instead of viewing training as a rote technical exercise.
Surgical simulation and practice judgment may go a long way toward supplementing
traditional, wholly patient-based approaches.

16.4 HOW DO WE IMPROVE OUR TRAINING CAPABILITIES?

16.4.1 JUDGMENT TRAINING DEVELOPMENTS

Web approaches for developing data to support judgments made in the course of
considering procedures are currently in development. These approaches enable prac-
titioners to learn and test the processes of making judgments including making
rational decisions, basing decisions on evidence in the literature, and methods of
presenting the decisions to patients. As discussed in Chapter 15, fallacies are present
at all levels of evidence, particularly in small specialties such as neurosurgery, in
which randomized controlled trials are rarely performed due to small patient popu-
lations. In cases like neurosurgery where it is not always possible to obtain high
level evidence because of small patient populations, the ability to infer information
from the existing literature is critical for optimal decision making. Development of
improved patient encounter simulations may also help in understanding how differ-
ently patients may value a surgical procedure; for some patients, the negative aspects
of surgery may outweigh any possible benefits.

16.4.2 TECHNICAL TRAINING ADVANCES

Technical training is currently limited by the availability of suitable patient encounters
and the teaching skills of mentors in teaching settings. While cadaver surgical
approaches are common methods of practicing skills and can be very useful, the
tissue characteristics (for example, brain deformation properties) of a cadaver differ
from those of an intact patient in vivo. There is considerable interest in surgical
simulation, particularly in virtual reality immersion settings4–7 similar to simulation
devices used to train aviators. This type of simulated environment, usually involving
virtual reality goggles and realistic touch and tactile feedback and various types of
instrumentation, allows simulation of manipulation of tissues in vivo.

These techniques rely on sophisticated three-dimensional renderings and models
of tissue deformations to mimic realistically the properties of the brain, skull, spinal
cord, and nerves. While such approaches are very demanding computationally,
limited views have been incorporated into endoscope viewers and are used during
intraventricular endoscopy procedures6,7 in which video simulations can be combined
with appropriate tactile feedback.

16.4.3 SIMULATION TECHNIQUES

Simulation may be broadly defined as the use of technology to recreate key elements
of an interactive experience, usually accomplished through a computer interface and
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routinely including visual representations and some degree of interactive control.
Simulation can include any of several components of an experience including visual,
auditory, tactile, or even conceptual. Depending on the skills to be trained, a simulator
may include one or more of these elements. In addition, the user’s experience will
be influenced by background knowledge. Theoretically, an ideal simulator is one in
which the user is unable to distinguish between the simulation and the actual
experience.2,4,8 

Current real-world limitations preclude the complexity this would necessitate,
but our ability to suspend disbelief allows us to develop effective simulators despite
their not being mistaken for reality. While an ideal simulator would potentially
recreate every aspect of an experience and be identical to reality, this is neither
necessary nor especially important. For example a simulator of neurosurgical anat-
omy can still have significant value even if it lacks a tactile component. Certainly
the potential costs and implementation efforts required to produce a “complete”
simulator would make the device prohibitive and necessitate compromise.

It is not necessary or even important for a simulation system to “fool” the user.
By accepting this principle, we can greatly reduce the potential hurdles to developing
an effective, accessible simulator. It is essential to recognize that prohibitive costs
and limited access can effectively make the world’s best simulators valueless. Several
high-end simulators have followed this path. The opportunity to provide inexpensive,
readily available simulation is clearly the promise of the personal computer. In fact,
the best simulators may be inexpensive and work on standard personal computers.
Such devices will actually be used and can accomplish some or all of the potential
goals of simulation.

The potential benefits of simulation are most significant if the experience sim-
ulated is uncommon, poses high risks, or demands extensive rehearsal. Flight sim-
ulators have been tremendously successful because they allow pilots to gain valuable
experience without risk to themselves, their passengers, innocent bystanders, and
expensive aircraft. In addition to frequent rehearsal of fundamental techniques, flight
simulators allow pilots to experience unusual and dangerous situations in completely
controlled environments. Similarly, surgical simulators offer several potential advan-
tages including the ability to frequently rehearse the steps of a surgical procedure,
familiarity with normal and unusual anatomies, and the potential for improved
reactions to adverse events. These advantages are useful for educating residents,
maintaining certifications, and disseminating novel or very complex techniques.
From the perspectives of training and public perception, the potential advantages of
simulation are improved surgical skill, minimization of surgical errors, and alterna-
tives to learning on patients.2,3,4 

16.4.4 SURGICAL NEUROANATOMY REPRESENTATION

The potential for simulators to augment visuospatial and motor skills is significant.
The most common simulators are based on graphical representations of surgical
neuroanatomy. They are typically animation-based or rely on photorealistic images
to recreate the visual experiences of surgery. The more advanced simulators allow
tissues to be deformed in a physically realistic manner. This involves substantially
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increased computational requirements and general assumptions about tissue charac-
teristics.

A popular technique for accomplishing this type of deformation is the use of
mass-and-spring lattices to model surfaces of structures.5 A surface is assumed to
be composed of a series of masses connected to each other by springs. Mathematical
calculations can then be used to determine the degree of deformation associated
with a particular force. This technique is less useful when attempting to model cut
surfaces. For this reason, the use of finite element analysis has become popular.
While providing more physically realistic tissue behavior, the computational require-
ments become substantially higher.

The use of haptics in neurosurgical simulators lends an additional degree of
realism and training potential. Haptics is defined as the use of tactile feedback in
an interactive experience. Examples of haptics include force feedback joysticks,
exoskeletons, and semiconstrained robotic arms. In each case, the visual feedback
of an interactive experience is mechanically linked to a haptic device to provide an
additional degree of realism and more accurately replicate the surgical experience
simulated.

16.5 MECHANISMS OF TRANSLATIONAL 
NEUROSURGERY

Throughout this book, a number of new concepts and approaches to clinical neuro-
surgery have been described, many based on laboratory concepts that are in the
process of translation to initial clinical experimentation. Many of these concepts and
approaches will become clinical therapeutics at some level and many will eventually
be rejected after they are tested. Great laboratory ideas often flounder in the setting
of clinical applicability when unanticipated consequences arise. The formats of
clinical trials most likely to be implemented with the advent of new therapeutics
were outlined in Chapter 15.

Most of the different clinical trial formats require team approaches. One team
member should be knowledgeable about the disease state to be treated and whether
sufficient clinical interests or controversy exists to make a trial worthwhile. A team
should also have a statistician or epidemiologist familiar with trial design who can
help set up a suitable trial intended to answer the questions posed by the clinician.
Such a trial may often involve multiple cooperating sites that are willing to rigidly
follow a specific protocol. Various additional personnel are also needed to acquire
and maintain data independently. A neurosurgeon should remain at the heart of any
team, both to provide the clinical rationale and experience in clinical testing schemes
and identify questions most suitable for study.

For devices there also needs to be a sponsor, such as an interested “enthusiastic”
investigator, or more commonly, a corporate entity with commercial interests at
heart. The sponsor is the liaison to the FDA for eventual approval and market release
of the device (see Chapter 1). This group forms the minimum team needed to begin
a clinical trial solution to a new product or device. However, one of the key com-
ponents of such a team is the interested clinician, who can pose the critical problem,
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which the clinical study or device will resolve, and who is sufficiently enthusiastic
to maintain the trial format through the large number of regulatory and funding
hurdles. The clinician needs to convince the community of other clinicians that
resolution of the problem requires a formal clinical trial, establishing equipoise and
uncertainty about the relative worth of differing treatment options.

Who will be these clinicians? As in Chapter 1, there is a large question as to
whether or not this breed of clinician-investigators may be waning, particularly in
surgical specialties such as neurosurgery. Unless there is a short payoff time from
new device products to clinical applicability, neurosurgeons tend to lose interest in
the problem, so maintaining a focus in spite of a more distant time to application is
critical. The critical question at this time focuses on whether we are training such
a blend of clinician investigators who will be sufficiently innovative and enthusiastic
to skeptically approach current and future therapeutics, yet possess the critical
training in both the basic science questions and clinical trials, to be able to address
directly these critical concerns. The answer is not clear, nor the path to achieve this
goal. 

Clearly, one of the goals of neurosurgery training is to improve the specialty in
the future by seeing that trainees are more involved with new approaches instead of
the history of neurosurgery and be prepared to address future treatments and direc-
tions more appropriately and scientifically.

16.6 CONCLUSIONS

Neurosurgical training is very traditional, and not necessarily aimed at developing
clinician investigators, particularly those who have bents toward translational neu-
rosurgery or clinical investigation. Neurosurgery traditionally is a technical- and
procedure-based specialty instead of having a research base. Critical and skeptical
approaches to investigation are not necessarily highly valued within the specialty,
particularly when the outcomes of investigations may result in limitation of practice
or curtailing of procedures if results are negative.

Interest within neurosurgery is generally much greater in the history and devel-
opment of neurosurgery than the development of translational approaches, particu-
larly if the translational timeline to clinical application is greater than 2 or 3 years.
Neurosurgery as a specialty could respond to such issues by altering the traditional
approach to training, encouraging skeptical and investigational approaches to both
judgment and technical aspects of neurosurgery, and aiding innovation even if it
means curtailing procedures that have shown limited efficacy. A large number of
innovational approaches to training now allow practitioners to hone their judgment
and expand their knowledge of neurosurgical applications. Advances in simulation
techniques and other technical advances will result in improvements in operative
procedures. Whether these new approaches will be embraced and integrated into our
training programs will be a critical question for the future.
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