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Supervisor’s Foreword

The thesis of Manuela Mura is a theoretical study of the self-assembly of a
collection of organic molecules on a gold surface. This is a very exciting area in
modern theoretical and experimental research, which lies on a boundary of surface
science and nanotechnology: on the one hand, adsorption of molecules on a crystal
surface is a domain of surface science; on the other hand, molecules assemble into
intriguingly ordered networks which can be utilised for various applications, and
these become the remit of nanotechnology. Indeed, nanotechnology deals with
nanostructures, which are designed to serve a particular useful purpose (or func-
tion), such as, e.g. sensor particular molecules in a gas or forming an artificial
material with predefined properties. One way of constructing nanostructures is of
course to build them step-by-step from its elements, i.e. atoms or molecules, using
surface probe methods such as scanning tunnelling and atomic force microscopies
(STM and AFM). However, even if we knew what to build and how, it is an
extremely difficult (although becoming increasingly possible!) and tricky proce-
dure. The main problem, however, is that this method cannot be utilised in
manufacturing when many devices are needed to be built. Self-assembly may be
the answer since molecules arrange into beautiful, highly ordered structures
themselves, without human intervention, and large structures covering significant
surface areas can be grown in this way. The problem of course is that one has to
learn how the desired structure is to be built. Although nature does the work, one
has to show her the way. We need to learn how to affect the structures of the
molecular assemblies, how to direct their growth in a particular direction without,
e.g. ending up with a collection of needed and not so much polymorphs. The coin
has two sides: thermodynamics and kinetics. The former is about free energies of
the assemblies, while the latter—about the way the assemblies actually grow under
particular experimental conditions. Although much work has been done over the
last 10 years on the thermodynamic aspect of self-assembly, very little is known
about their kinetics. In order to solve all these problems, a combined approach of
theory and experiment is absolutely essential with both feeding and inspiring each
other. Experiment and theory look at the same problem from different perspec-
tives, and this helps in tackling it. And this thesis is an example of such a
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collaborative approach since all systems studied here theoretically were done
jointly with experimental groups in Nottingham and Oxford (both in the United
Kingdom) and Aarhus (in Denmark). The thesis contains a systematic theoretical
study of a number of small organic molecules on the gold surface, which form
various planar two-dimensional assemblies by means of hydrogen bonding. All
essential facets of the process are covered, from understanding how and why the
molecules bind to each other and to the surface, to their mobility and kinetics of
growth. For small molecules such as Melamine, which was used throughout as a
testing ground, many assemblies in the gas phase (i.e. without considering the
surface) are possible, and a systematic approach of constructing all possible
structures is proposed. Then, interaction with the surface is considered. For the first
time, dispersion (or van der Waals) interaction between molecules and the gold
surface was accounted for in a self-consistent way using recently developed first-
principles density functional, and these calculations allowed better understanding
of the binding and mobility of planar organic molecules on the gold surface; on top
of that, an existing controversy related the observed evaporation temperatures for
molecules of different sizes was also resolved. The developed methodology is then
applied to several other molecules on the same surface, and the reader will see a
great variety and complexity of the structures they form, and how theory helped in
understanding them in great detail. Finally, first steps towards elucidating kinetics
aspects of Melamine self-assembly are made, especially related to trapping native
gold atoms in the hexagonal pores of the network they form. The fascinating point
here is that gold atoms cannot penetrate the growing assembly due to insur-
mountable energy barriers; hence, the only possibility was to assume that some
specific mechanism is at play that ‘‘delivers’’ gold atoms into the pores of the
network during its growth, and such a ‘gating’ mechanism is proposed. I sincerely
hope that this book will be of great help and inspiration for young scientists
working in the field of self-assembly of molecules on crystal surfaces.

Lev Kantorovich
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Preface

Over the last 10 years the world has been involved in a technological revolution.
Every day newer and smaller devices, essential to life, appear on the market:
mobile phones, computers, laptops, netbooks and so on. Nowadays, it is possible to
have a portable device with 1 Terabyte capacity compared to the 2 Gigabytes
being the maximum 4 years ago. This is just an example of how rapid the
development in technology can be. The main aim is to decrease the dimensions
while increasing the efficiency and capability of the product. In nanotechnology,
one is particularly interested in manipulating and designing objects at a nanoscale
to be implemented in everyday products. The main aim is to decrease the
dimensions while increasing the efficiency and capability of the product. In
nanotechnology, one is particularly interested in manipulating and designing
objects at a nanoscale to be implemented in everyday products. The organic/
inorganic interfaces are excellent candidates for building electronic devices at a
nanoscale, as well as optical sensors.

Developments in nanotechnology are related to the investigation of scanning
probe microscopy (SPM) , allowing analysis to be done at the nanoscale (10-9 m).
With STM they made possible the visualization of surfaces and interfaces by
employing the principles of quantum mechanical tunneling. The atomic force
microscope (AFM) by using the forces acting between the surface and the tip, an
image of the surface or an interface can be obtained. These new techniques make
possible an understanding of the physical structure and properties at the nanoscale,
changing the focus from the top-down to the bottom-up strategy of building
nanodevices.

Experimental methods based on SPM can give invaluable information con-
cerning the templates and the molecular aggregations. However, in many cases
atomic or even molecular resolution is not possible, and different theoretical
methods will therefore play an important role in resolving the image and model-
ling the supramolecular templates.

The aim of this thesis is to present a theoretical study of self-assembly of flat
organic molecules (such as melamine, PTCDA, PTCDI, NTCDA, NTCDI and
DNA derivative molecules) on the Au(111) metal surfac. In order to describe in
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detail the assembly of the molecules, a systematic approach to building molecular
superstructures based on the notion of binding sites has been proposed. First, one
must identify all possible sites for hydrogen bonding between molecules. Then
how to form molecular pairs and larger structures using all possible combinations
of these binding sites has been considered. In this way, all possible dimers, chains
and 2D monolayers of melamine, dimers and chains of PTCDA and PTCDI
molecules have been considered. The energies of these structures are calculated
using the density-functional theory SIESTA code. The strength of hydrogen
bonding in various molecular arrangements is analysed. The theoretically pre-
dicted monolayer structures are in very good agreement with the results of STM
measurements.

xii Preface
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Chapter 1
Introduction

The work in this thesis is focused on molecules that are able to self-assemble on
different surfaces by forming two-dimensional templates stabilised via double or
triple hydrogen bonding. In particular, assemblies of molecules such as melamine,
perylene tetra-carboxylic di-imide (PTCDI), perylene tetra-carboxylic di-anhydride
(PTCDA), naphthalene tetracarboxylic-dianhydride (NTCDA) and naphthalene
tetracarboxylic diimide (NTCDI) are studied in detail. The aim is to give a com-
plete characterisation of the supramolecular networks, taking into account the
balance between the molecule-molecule and molecule-substrate interactions. All
our assembly calculations are done within the gas phase approximation, i.e. without
taking into account the surface, which is a good approximation assuming that the
molecules are quite mobile on the surface. Using a systematic method based on
considering all possible hydrogen bond connections between the molecules we
investigate planar superstructures that organic molecules can form in one and two
dimensions. The structures studied are based on two or more molecules per unit
cell and all structures considered, assemble in flat periodic patterns. Most of the
calculations are performed using the density functional theory method. We show
that the calculated lattice parameters of the structures considered compare well with
those measured experimentally. To specifically check the applicability of the gas-
phase approximation, we systematically investigated the adsorption of the molecules
on the Au(111) metal surface with the particular attention being paid to the character-
isation of the potential energy surface of our molecules on this surface. We performed
these calculations using both a conventional functional (PBE) which does not include
the dispersion interaction, and the newly developed vdW-DF method which does.
We find that the adsorption energies of these flat molecules on the metal surface calcu-
lated with the vdW-DF method are effected significantly by the dispersion interaction
and depend linearly on the size of the molecules. While the PBE method predicts
very weak adsorption energies which do not depend on the sizes of the molecules,
the vdW-DF method gives strong binding entirely due to the dispersion interaction.
We found that both PBE and vdW-DF methods predict a very small corrugation of the
total energy of the molecules on gold. These results support our main assumption of

M. Mura, Self-Assembly of Flat Organic Molecules on Metal Surfaces, 1
Springer Theses, DOI: 10.1007/978-3-642-30325-8_1,
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2 1 Introduction

the molecule-surface interaction changing little laterally and resulting in a mobility
of the molecules at room temperature on the surface, i.e. the gas-phase modelling is
a good approximation for the Au(111) surface.

Developments in nanotechnology are related to the investigation of scanning probe
microscopy (SPM), allowing analysis to be done at the nanoscale (10−9m). Scanning
tunneling microscopy (STM) was first developed by Binning and Rohrer [1, 2]. With
STM they made possible the visualization of surfaces and interfaces by employing
the principles of quantum mechanical tunneling, and the discovery resulted in a
Nobel prize for Physics in 1986 [2]. The atomic force microscope (AFM) was devel-
oped in 1986 by Binning, Quate and Geber [3]: by using the forces acting between
the surface and the tip, an image of the surface or an interface can be obtained.
These new techniques make possible an understanding of the physical structure and
properties at the nanoscale, changing the focus from the top-down to the bottom-up
[4, 5] strategy of building nanodevices.

Molecular self-assembly is the ability of some molecules to rearrange themselves
in ordered templates on crystal surfaces, causing directional, selective, and noncova-
lent interactions between neighboring molecules [6–8]. These interactions are due to
the presence of functional groups that drive the assembly of the molecules through
of hydrogen-bonds or metal coordination. However, recent studies also highlight
the self assembly for molecules which are able to form complex networks through
covalent interactions [9, 10].

This thesis will in particular focus on the stability of self-assembled monolayers
strengthened via hydrogen bonding. Despite the weakness of the hydrogen bond,
the latter plays a central role in the self-organisation of biological systems [11].
It is responsible for the stabilisation of amino acids pairs in DNA, for the formation
of the tertiary (helix or beta-shift), and the quaternary structure (folding) of the
proteins [11].

An interesting application is related to the self-assembly of molecules on a sur-
face, where the molecules rearrange themselves in two-dimensional (2D) ordered
templates [12]. The interaction between the molecular network and the substrate
can be either strong (chemisorption) or weak, driven mainly by van der Waals
(vdW) forces (physisorption). The balance between the inter-molecular (lateral) and
molecule-substrate interactions drives the formation of the supramolecular order.
One of the aims of nanotechnology is to explore and control surfaces by forming
various assemblies of molecules and atoms on them. In exploring surface phenomena
at the nanoscale modern chemistry helps in the creation of new synthetic molecules
that can assemble on surfaces. The key point is the introduction, into the molecule,
of particular functional groups that can form hydrogen bonds. Playing with the prop-
erties of the functional groups and the shape of molecules it is possible to obtain
new different templates with well defined properties [4, 5, 12, 13] such as the 2D
porous nano-templates of melamine-PTCDA [14], which can trap molecules with
well defined functional properties.

Experimental methods based on SPM can give invaluable information concerning
the templates and the molecular aggregations. However, in many cases atomic or even
molecular resolution is not possible, and different theoretical methods will therefore
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play an important role in resolving the image and modelling the supramolecular
templates. The aim of these methods is to give a complete characterisation of the
supramolecular networks, taking into account the balance between the molecule-
molecule and molecule-substrate interactions. By using a systematic approach one
can characterise the self-assembled molecules in the gas phase (i.e. without taking
into account the surface) and then investigate the role played by the substrate in
molecular aggregation process.

The present work is focused on molecules able to self-assemble on different
surfaces and form hexagonal and square templates by stabilisation through double or
triple hydrogen bonds [6, 7, 14, 15]. In particular, assemblies of molecules such as
melamine, perylene tetra-carboxylic di-imide (PTCDI) and perylene tetra-carboxylic
di-anhydride (PTCDA) will be studied in detail.

A review of recent experimental and theoretical observations on the self-assembly
of small molecules is presented in detail in the following section, with particu-
lar attention paid to STM experiments performed under ultra-high vacuum (UHV)
conditions.

1.1 The Experimental Observations of 2D Supramolecular
Monolayers

This section will give an overview of recent literature on self-assembly of small
molecules on different surfaces.

As underlined in the previous section, the self assembly of some nano-structures
is governed by directional, selective and non-covalent bonds between the molecules.
The formation of nano-templates is due to the incorporation of functional groups into
the molecules, stabilising the interactions between neighboring molecules through
hydrogen bonding. It is well known that the formation of hydrogen bonds is a con-
sequence of the attractive force between one electronegative atom (oxygen, nitrogen
or fluorine) and a hydrogen atom covalently bonded to another electronegative atom.
Despite its weakness (the associated energy is one orders of magnitude lower than
that of a covalent bond), the role of hydrogen-bonding is nevertheless important
in biological systems: the secondary structure of DNA, the tertiary (double helix)
and the quaternary structure of proteins are due to the formation of hydrogen bonds
between different amino-acids and the back-bones of the proteins [11]. Using the
SPM techniques one has been able to study and understand the structures of vari-
ous assemblies and nanotemplates [1–3]. The deposition of organic molecules on a
metallic or non-metallic substrate modifies the density of states introducing which
may change the electronic behaviour of the “molecule/substrate” system.

Over the last 10–15 years the SPM techniques (see Sect. 1.3) have been used
extensively for visualising surface phenomena, such as the molecular arrangement
on the surface. Early experiments have been presented, in particular, with organic
molecules by depositing nucleic bases and DNA crystals on different surfaces. This
deposition highlights the role played by the shape of molecules and the functional
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group in the assembly of the template. Clearly, the ability to control the molecular
ordering on surfaces is a key requirement in producing molecular devices. However,
this goal can only be achieved if one can understand the molecular structure of the
sample from SPM images.

Recently many experiments have been conducted using SPM to investigate the
behaviour of organic molecules deposited on surfaces. The 2D self-assembly of
organic molecules leads to a new type of nanostructured template formed by arrays of
nano-holes or pores [6, 7, 14, 16, 17]. These structures are interesting as they can
be used in the trapping of diffusing molecular species with specific properties [18].
Depending on the nature of the peripheral sites of the molecules involved in the
process different networks can be constructed. However, the 2D molecular ordering is
a compromise between the adsorbate-adsorbate and adsorbate-substrate interactions.
In addition, the deposition of some molecules on surfaces can induce properties, such
as chirality, that are not normally observed in the three dimensional (3D) crystal
structure. Chirality is a molecular property indicated through mirror-symmetry of
the structure and the inability for two opposite chiral structures to be super imposed
[5, 9, 13, 19]. STM allows the investigation of the chirality of monolayers adsorbed
on substrates. It was possible to observe either a confinement of molecules with the
same chirality and the formation of large islands [20] (as is the case with the cyanuric
acid and melamine networks) or the formation of complicated structures (guanine
adsorption on the Au(111) surface [21]).

Another interesting aspect of these templates is the role of the surface. In some
cases the molecules are chemisorbed on the substrate. Molecules such as di-D-
phenylalanine are chemisorbed on the Cu(110) surface, whereas 3,4,9,10-perylene-
tetracarboxylic-diimide (PTCDI) are chemisorbed on the Ag(111) surface [22].
In these cases the surface is highly active and the geometry of the template is influ-
enced by the presence of the substrate.

In other cases the molecules are physisorbed, i.e. the molecules are mainly bound
to the surface through weak dispersion forces. The potential energy surface is quite
flat and the molecules are free to move on the surface eventually self-assembling.
The periodicity of the assembled network is determined by the molecule–molecule
interaction [6–8, 23, 24].

The molecules considered in this thesis are: 1,3,5-triazine-2,4,6-triamine
(Melamine), perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA),
3,4,9,10-perylene-tetracarboxylic-diimide (PTCDI), naphthalene tetracarboxylic
anhydride (NTCDA) and naphthalene tetracarboxylic diimide (NTCDI), all shown
in Fig. 1.1. These molecules have a particular shape and functionality allowing them
to assemble in networks.

1.1.1 Melamine

Melamine molecules are of special interest in engineering of 2D porous nanos-
tructures due to their specific triangular shape and hydrogen-bonding functionality
enabling them to serve as vertexes, which can be connected by other long molecules
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Fig. 1.1 Melamine, NTCDA and PTCDA molecules

Fig. 1.2 STM image of melamine (a) hexagonal and (b) square domain on a Au(111)-(22 × √
3)

surface (13 × 9 nm2; Vs = −1.1 V, It = 0.5 nA [25] [Vs and It are the STM parameter for the bias
applied and the tunneling current])

into large 2D nanostructures. In particular, complicated supramolecular structures
capable of trapping foreign fullerene molecules have been reported [7, 14, 20].
Melamine has been deposited on different surfaces such as Au(111) [18, 25, 26]
and Ag/Si(111) [8, 14]. STM studies of melamine on the Au(111) surface show
two possible arrangements: a hexagonal [20, 25–27] (Fig. 1.2a) and a closed-packed
structure [25] (Fig. 1.2b). This nonchiral molecule is able to form a chiral network
[13, 14] on metal surfaces. Moreover, it has the ability to mix with other molecular
blocks, such as PTCDA [17, 28], NTCDI [8], PTCDI [6, 14, 29–31] and cyanuric
acid [26, 20], creating complex supramolecular architectures with either nonchiral
or chiral symmetry.

It is perhaps not immediately obvious from the images that there is no com-
mensurability between the melamine template and the Au(111) surface.The network
presents a short range periodicity, where the dimer is repeated to form a hexagonal
or square pattern, and a long range periodicity [20] due to the non commensurability
between the network and the surface.
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Fig. 1.3 STM images of the four PTCDA phases: a herringbone phase [16], b square phase [16],
c brick wall [34] and d hexagonal phase [16]

1.1.2 PTCDA

Perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA) molecules, see
Fig. 1.1, are of special interest in engineering of 2D porous nanostructures due to
their special shape and a special hydrogen bonding functionality. These long mole-
cules are employed, alone or combined with other molecules such as melamine, as
building blocks of complicated supramolecular structures, or templates, capable of
trapping foreign molecules (e.g. fullerenes [14–17, 20]).

PTCDA molecules have been largely studied because they have interesting
chemical and physical properties, such as fluorescence and semi-conductance. The
self-assembled structures the molecules can form depend on the surface nature and
preparation, as well as the deposition rate and temperature. PTCDA molecules were
deposited on metallic Cu(110) [32], Cu(111) [33], Ag(110) [34], Ag(111) [34, 35],
Au(100) [36], Au(788) [37] and Au(111) [24, 28, 36–40], non-metallic KBr(001)
[41, 42], NaCl [43], on a bilayer of graphene deposited on the SiC(0001) surface [44],
GaAs(001) [45], Si/Ag(111) [16] and mica [46]. Despite the considerable effort, only
four molecular structures have been observed so far: (i) herringbone [16, 24, 28, 34–
37, 41, 42], see Fig. 1.3a, (ii) square [16, 24, 32, 36, 37], see Fig. 1.3b, (iii) brick wall
[34, 44], see Fig. 1.3c and (iv) a more complex hexagonal phase [16] which can be
considered as a combination of a herringbone and square phases, see Fig. 1.3(a, b).
Finally a new arrangement has been observed, the “domino” phase, in Fig. 1.4b.
In the domino phase the molecules are arranged in squares, each square is made of
four molecules attached to each other as domino pieces.

The structures described above were observed on different surfaces, i.e., the her-
ringbone phase was also observed by depositing PTCDA on the sulphur passivated
GaAs(001) [45], see Fig. 1.5.

The PTCDA on the Cu(110) [32] surface has a low coverage (0.6 monolayer (ML)
immediately after deposition of molecules at room temperature) and the mobility of
molecules was low. After thermal annealing to 450 K the PTCDA rearrange as in
Fig. 1.6. By depositing PTCDA on the Cu(111) [33] two possible arrangements were
observed, see Fig. 1.7. These two phases have been called 1a and 2a.

The deposition of PTCDA on Ag(110) [34] and Ag(111) [34, 35] resulted in two
different phases. PTCDA deposited on Ag(110) surface assemble in a square phase,
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Fig. 1.4 STM images of the observed new PTCDA networks on the Au(111) surface. a The narrow
stripe of the square phase providing a buffer for two shifted herringbone phases on the left and right
of it. The big black arrow at the top of the image indicates the square phase. The two lattice
vectors of the two square and herringbone phases are explicitly indicated by blue and black arrows,
respectively. The scanned area is 210 × 150 Å2. The tunneling current It = 0.3 nA and the applied
voltage Vs = 1.5 V. b The domino phase; the two lattice vectors are indicated by the blue arrows.
The scanned area is 105 × 70Å2. The tunneling current It = 0.7 nA and the applied voltage
Vs = −0.3 V [47]

Fig. 1.5 The herringbone
arrangement of PTCDA
molecule on the S-GaAs
(001) surface (It = 0.08 nA,
Vs = −3.3 V, deposition of
PTCDA at 180 ◦C) [45]

Fig. 1.6 PTCDA deposited
on the Cu(110) surface
annealed to 450 K (It =
300 pA, Vs = −0.45 V) [32]

see Fig. 1.8a, while the deposition on the Ag(111) surface is observed the usual
herringbone structure, see Fig. 1.8b. There are few groups that studied the deposition
of PTCDA on the Au(111) surface [24, 36, 38–40]. The STM image of PTCDA on
Au(111) shows one herringbone arrangement and a square phase (Fig. 1.9).

Some experiments have been conducted by depositing PTCDA on the KBr(001)
surface [41, 42] and on NaCl [43] in both the cases the herringbone phase has been
observed. Other STM experiments have been done on SiC [44], where the herring-
bone structure (80 K, Vs = 2.1 V, It = 4.8 pA) and the brick-wall structure (4.7 K,
Vs = 1.2 V, It = 16 pA) have been observed. Interesting the deposition of PTCDA
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Fig. 1.7 PTCDA deposited
on the Cu(111) surface (Vs =
−0.9 V, It = 3.3 pA) [33]

Fig. 1.8 a STM image of
the PTCDA monolayer on the
Ag(110) surface (Vs = 0.90 V
and It = 1.0 nA) [34] and
b PTCDA monolayer on the
Ag(111) surface (Vs = 0.20 V
and It = 1.3 nA) [35]

Fig. 1.9 STM images
of the herringbone phase
a (Vs = −1.44 V, It =
0.11 nA at room tempera-
ture) and the square phase
(V s = −1.29 V, I = 0.1 nA)
of PTCDA on the Au(111)-
(23 × √

3) surface [24]

on the Si-Ag(111) surface [16] evidence three different phases: the herringbone
(Vs = 2.0 V, It = 0.1 nA), the square (Vs = −2.5 V, It = 0.1 nA) and another more
complex phase called the hexagonal phase (Vs = −3.0 V, It = 0.1 nA), see Fig. 1.3d.
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1.1.3 PTCDI

Perylene-tetracarboxylic-diimide (PTCDI) molecules, see Fig. 1.1, are shaped like
PTCDA, but have different chemical properties due to different hydrogen bonding
functionality at their shorter sides.

From the experimental point of view, PTCDI have been studied less than PTCDA
molecules. As far as we are aware, these molecules were deposited only on the
graphite and MoS2 [48], Ag/Pt(111) [49], Pt(100) [50], NaCl(001) [51], Au(111)
[29, 52, 53] and Si/Ag(111) [16] surfaces, and basically three structures has been
reported: canted, brick-wall and domino [53]. In the canted structure the molecules
sandwiched between the parallel rows are rotated and are connected by their edges
[16, 52, 54]. In Fig. 1.10a we see rows of canted molecules running parallel to each
other [52, 16]. Molecules in every other row are tilted in the same direction at an
angle which is approximately 12 ◦ to the row direction. The shapes of the molecules
in the rows between these ones are not well resolved. However, there are indications
that these are tilted in the opposite direction by 12 ◦. We believe that this is a canted
structure already observed on the Au(111) and Ag/Si(111) surfaces previously [16,
29, 52]. In the “domino” structure shown in Fig. 1.10b the molecules are arranged in
squares, each square made out of four molecules attached to each other as domino
pieces. Two different contrasts are observed in the centre of the squares delimited
by the PTCDI molecules. Larges squares appear brighter than small ones. The bare
gold surface is observed in the large square, whereas the PTCDI interactions in the
small squares lead to a local decrease of the density of states. Similar phenomenon
was observed in melamine network on Au(111), where melamine hexagon centre
appears lower than the gold surface in the STM images [25]. In the structure seen
in Fig. 1.10c molecules are arranged in identical rows shifted with respect to each
other; molecules within rows are aligned along the rows direction. This arrangement
is equivalent to the brick-wall structure formed by PTCDA molecules on a number
of substrates [34, 44].

A lot of experiment conducted on the Ag(111) surface indicate that the type of
bonding is likely to be physisorption [22].

1.1.4 NTCDA and NTCDI

Naphthalene tetracarboxylic-dianhydride (NTCDA) and Naphthalene tetracarboxylic
diimide (NTCDI) are two molecules that have a similarity with PTCDA and PTCDI
molecules, respectively, described above, see Fig. 1.1. They have the same termi-
nation on both ends of the NTCDA/NTCDI molecules, which may form hydrogen
bonds with melamine. The main difference between NTCDA, NTCDI and PTCDA,
PTCDI is the distance between the two ends of molecules: NTCDA, NTCDI mole-
cules are much shorter.
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Fig. 1.10 Three PTCDI
monolayers observed with
STM on the Au(111) surface:
canted (a), domino (b) and
brick-wall (c) structures. The
lattice vectors are indicated
by white vectors in each case.
Tunneling parameters: (a, b)
It = 0.1 nA, Vs = −1.8 V; (c)
It = 0.5 nA, Vs = −1.8 V

The deposition of NTCDA on the Si/Ag(111) [12] results in the formation of
diffuse islands which nucleated at the step edges and in the defect terminations,
see Fig. 1.11a. At the same time deposition of NTCDA on the Au(111) surface [55]
results in a herringbone structure.

The deposition of NTCDI on the Si/Ag(111) surface [12] results in the for-
mation of single rows and close-packed islands of NTCDI molecules [8, 12, 56],
see Fig. 1.11b. The NTCDI deposited on the Au(111) surface [56] assemble into a
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Fig. 1.11 a The 50 × 65 nm2 STM image (It = 0.1 nA, Vs = −3.0 V) of NTCDA adsorbed on
the Ag/Si(111)

√
3 × √

3 R30 ◦ surface [12] where there are the formation of diffuse islands; b the
95×165 nm2 STM image (It = 0.05 nA, Vs = −1.2 V) of NTCDI adsorbed on the Ag/Si(111)

√
3×√

3R30 ◦ surface [12]; c 13.4 × 11.4 Å2 STM image (It = 0.162 nA, Vs = −1.6 V) of NTCDI
adsorbed on the Au(111) surface [56] and d 24.3×15.4 AA2 STM image (It = 0.162 nA, Vs =
−1.6 V) of NTCDI adsorbed on the Au(455) surface [56]

Fig. 1.12 STM images of the structures formed after depositing PTCDI and melamine molecules
on the Au(111) surface: a the parallelogram network (Vs = −1.80 V , It = 0.03 nA, 17.0 nm ×
14.0 nm); b the hexagonal network (Vs = −1.80 V , It = 0.03 nA, 15.1 nm×12.4 nm) [18]; c mixed
PTCDA and melamine domain (Vs = −1.50 V, It = 0.01 nA, 14 nm × 8 nm) [28]; d mixed PTCDI
and melamine domain (Vs = 1.50 V, It = 0.03 nA, 32.9 nm ×33.9 nm) [18]

herringbone (Fig. 1.11c) structure while on the Au(455) surface [56] a close-packed
structure is observed (Fig. 1.11d).

1.1.5 Mixed Phases PTCDA/PTCDI-Melamine

Experimentally assembly into interesting networks was observed when these mole-
cules are deposited on the surface. Structures such as the parallelogram and hexagonal
domain, see Fig. 1.12a and b, but also other mixed phases with different composition
of melamine and PTCDA/PTCDI molecules were seen, (Fig. 1.12c and d), the hexag-
onal phase may exist alongside the parallelogram network [17]. These phases often
form from the deposition of PTCDA and melamine [17, 28] and PTCDI melamine
[7, 14, 18] on the Au(111) and the Ag-Si(111) surfaces. The melamine/PTCDI ratio
for this mixed phases is 2:1 for the structure shown in Fig. 1.12c and 4:1 for the
structure shown in Fig. 1.12d, while for the hexagonal and parallelogram phases the
ratio is 2:3. Therefore, in order to work out the periodicity of this structures it is
necessary to consider unit cells with more than 2 molecules.
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1.2 Theoretical Issues Related to 2D Supramolecular Monolayers

Particular structures formed during the deposition depend crucially on the interplay
between the molecule–molecule and molecule-surface interactions which determine
the kinetics steering the “construction” process [28, 57, 58]. If the molecule-molecule
interaction dominates, then molecules may move around the surface to form molec-
ular assemblies (providing, of course, that the surface diffusion is not hampered by
the too large deposition rate [13, 59, 60]; in this case commensurability issues do
not arise and the gas-phase modeling of the assemblies [61–65], i.e. without consid-
ering the surface, is justified. If, however, the molecule-surface interaction is much
stronger than their mutual interaction, then all depends on the actual energy barriers
for the surface diffusion: in the case of small barriers, the molecules can still move
around to form the assemblies steered by inter-molecular interactions; if the barriers
are significant, then one has to start the analysis by finding all possible adsorption
sites. In the intermediate case the full calculation involving the assembly and the
surface should be performed and the whole potential energy surface analyzed, i.e. in
this case the commensurability analysis becomes essential.

Density Functional Theory (DFT) has become an invaluable tool in studying
molecular assemblies (see, e.g. [23, 25, 62–75]). It is essential, in the present case,
to have an accurate characterisation of the kind of interaction (hydrogen bond) sta-
bilised between the single molecules that are involved in the assembly. The strength
of the hydrogen bond is dependent on the electronegativity of the hydrogen donor
and acceptor atoms. There are three types of hydrogen bonds: strong, moderate and
weak. This classification is strongly dependent on the electronegativity of donor and
acceptor atom and the geometrical formation of the whole complex donor–acceptor.
We are mainly interested in strong hydrogen bond. Previous ab-initio calculations
done for DNA bases investigate the accuracy of the DFT method using different
density functionals in the description of the hydrogen bond formation [76–79] and
compared the results with more accurate Møller-Plesset perturbation theory (MP2)
studies [80–83]. One can use these calculations as the benchmarks to identify the
strength of the hydrogen-bonds and justify the choice of the PBE functional to char-
acterise them. In these calculations the results obtained for different hydrogen bonds
with PBE and BLYP GGA functionals calculated using the SIESTA method, PBE
functional using the VASP method and MP2 method were compared. They show
a good performance of the PBE functional compared with the more accurate MP2
approach [80–82].

The main concern is to understand the role played by the vdW interaction in
formations of hydrogen bonded assemblies of simple flat molecules on the sur-
face. The Au(111) surface was chosen since it represents a popular platform for
looking for flat ordered molecular arrangements: it can be easily prepared with rel-
atively large terraces available, is well studied, and allows performing Scanning
Tunneling Microscopy (STM) experiments. In many cases, e.g. for DNA bases
[64, 65, 75, 84, 85] and melamine molecules on the Au(111) surface [23, 25],
PTCDA molecules on the Ag(111) surface [67, 69, 70], benzene [73] and PTCDA
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[86] molecules on the Au(111), Cu(111) and Ag(111) surfaces the calculated
adsorption energies are too small (of the order of 0.1–0.2 eV) which is incon-
sistent with experimental observations of the desorption temperatures for these
molecules (around 100–300 ◦C). This failure of standard generalized gradient approx-
imation (GGA) functionals, such as e.g. Perdew–Burke–Ernzerhof (PBE) [87, 88],
is attributed to the incorrect description of the electron correlation in situations when
the electronic densities of the molecule and surface practically do not overlap and the
dispersion interaction, or van der Waals (vdW) forces, become dominant [73, 89].
The local density approximation (LDA) typically predicts stronger binding than
GGA, also for covalent systems, however, this effect is artificial [90, 91].

The second order MP2, coupled-cluster and other methods of quantum chemistry
are amongst the available methods used to study systems for which the dispersion
forces is important. Unfortunately, in many cases, their application are limited to
small systems. The questions about the main binding mechanism of the molecules
to stick to the surface and the values of the binding energies were addressed in
[23, 25, 64, 75] for some DNA bases on the gold surface using a semiempirical
approach based on the correction to the PBE energies by the vdW interaction obtained
in Ref. [92] by fitting to the second order MP2 calculations of gold clusters with
fragments of nucleic base molecules. However, since the DFT is successfully used
in the physics community to describe systems there is the necessity to improve
description of dispersion forces with this method. There are two main methodologies
available that are able to treat the vdW interaction using first-principles calculations.
One approach consists in adding to the standard DFT an additional semiempirical
term which takes into account the dispersion forces (DFT-D) [93, 94] while the
second one is a truly first-principles approach which does not require any fitting
parameter (vdW-DF) [95]. Both methods have been successfully applied to a large
variety of systems. They were used to calculate the interaction energies as a function
of the distance for the benzene dimer in the sandwich and two T-shape configurations
[93, 96]. In both the cases the results obtained are in good agreement with quantum
chemistry calculations [97].

The DFT-D approach is implemented in a large number of ab-initio codes and it
has been accurately tested for carbon and organic based systems [93, 94, 98–100]
and recently has been tested for molecule-metal interface systems as well [101].
On the other hand the vdW-DF is a rather new technique that has only been applied
to a limited number of systems; however, this method has an advantage as being
a truly first-principles basedmethod that has not got any parameters to adjust
[91, 96, 102–104].

1.3 Experimental Techniques STM and AFM

In order to control the formation of nanostructures with desired properties, methods
are needed capable of characterisation of their structure. This is provided by two
techniques: Scanning Tunnelling Microscopy (STM) and Atomic Force Microscopy
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Fig. 1.13 Schematic STM apparatus [105]

(AFM). These allows the imaging the surface structures and are classified as Scanning
Probe Microscopy (SPM) techniques. STM was invented in 1981 by Binning and
Heinrich Rohrer [1, 2], while the AFM was invented by Binning, Quate and Gerber
[3] in 1986.

These techniques enable one to investigate the surface phenomena, and to under-
stand the principle factors of supra-molecular ordering in two dimensions and con-
trol the outcome of the self-assembly process itself. STM and AFM exploit different
quantum physical properties of the molecule-surface-tip junction. Which physical
properties do they exploit?

1.3.1 STM

STM uses the tunneling effect between a metallic tip and a conductive surface. An
experimental STM set-up (Fig. 1.13) can be schematically represented as a metallic
tip brought very close to a conductive surface. When the voltage is applied the
tunneling effect occurs between the probe and the sample, as shown in Fig. 1.13. The
tip is mounted on a piezoelectric tube allowing for tip tiny movements by applying a
voltage. This guarantees a very high precision in the change of its lateral and vertical
positions with respect to the surface. When a bias is applied between the tip and
the sample a net intensity of current is measured. The scan can be done at constant
tunneling current (constant current mode) which makes it possible to visualise the
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Fig. 1.14 Schematic representation of the tip and the sample when the bias is not applied, but two
are electronically connected (i.e. Fermi level alignment)

Fig. 1.15 Schematic representation of the electronic levels of the tip and the sample when a negative
(a) or positive (b) bias, with respect to the surface, is applied

topography of the surface. The topographic image approximately is the spatial map
of the local density of states affect by the exponential dependence of the tunneling
current (It ) on the tip-surface distance [1, 2]. In another approach the tip keeps
its position at a constant height (constant-height mode) with the tunneling current
measured across the surface. In the constant current mode the STM image could be
considered as a map of the tip height at different positions across the surfaces. The
same argument can be repeated in the constant height mode, because the height is
fixed but the actual tunneling current is measured across all surface.

A schematic overview of the physical principles lying at the heart of the STM is
presented in Figs. 1.14 and 1.15.

The tunneling from tip to the sample (and vice versa) is well described by quantum
mechanics as a transfer of one electron through a single potential barrier. The latter
is the vacuum between the tip and the sample. In Fig. 1.14 the electronic levels are
schematically represented as filled colour boxes. EF1 and EF2 are the Fermi levels
of the tip and of the sample, respectively. Above the Fermi energy all the levels
are unoccupied. In the case of no applied bias (Fig. 1.14) and assuming that Fermi
energies of the tip and the sample are equal (EF2 = EF1), no current flows from
one media to the other. Quantum mechanics asserts that there is a small but non-zero
probability that an electron will cross or tunnel through the “forbidden” vacuum gap.
The resulting current is proportional to the tunneling probability. The latter is related
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to the corresponding transmission coefficient T (E) where E is the electron energy.
Unfortunately, the flow takes place in two opposite directions and there will be no
net current (I ) due to the detailed balance (Isample→tip = Itip→sample). In order to
have a tunneling effect it is necessary to overcome the barrier (Eb) by applying the
bias voltage. As a result, the balance is destroyed (Isample→tip �= Itip→sample) and
there is a net current (I ) in some direction. The direction of the tunneling current
depends on the polarity of the electric field. If a negative bias respect the surface is
applied electrons flow from the sample to the tip (see Fig. 1.15, left panel), but when
a positive bias is applied, the electrons flow in the opposite direction (see Fig. 1.15,
right panel). The net current through the junction “surface-tip” is then given by

It→s = 2πe

�

∫
|Mts |2 Nt (E − eV )Ns(E) ft (E − eV )[1 − fs(E)]d E (1.1)

where fs(E), ft (E) are the Fermi-Dirac functions of the surface and tip, E ′ =
E + |e| V , and Nt (E) and Ns(E) denote their density of states. Mts is the effective
matrix element for the current between the tip and sample due to the states of energy
E, and V is the applied voltage. At zero temperature the Fermi functions can be
replaced with a step-like function which equals to 1 for E < EF and 0 for E > EF .
Therefore, for a positive bias V > 0, only states on the top within the energy interval
EF < E < EF + |e| V would contribute to the current and the electrons will be
transmitted into empty states of the surface, while for negative bias V < 0, the
surface states, EF − |e| V < E < EF would contribute to the current with surface
electrons transmitted into unoccupied states of the tip.

The current depends strongly on the transmission probability. The current is also
very sensitive to the tip position and decreases exponentially with an increasing
tip-sample distance. This makes it important to the control of the lateral and vertical
positions of the tip with respect to the sample. A simple calculation of the STM image
was suggested by Bardeen [106], which is based on time-dependent perturbation
theory. In this approach the key assumption is that the interaction between the tip
and the sample is very weak. The current will depend on the amount of overlap
between the wave-functions of both electrodes, which gives the tunnelling matrix
element, M . Using Fermi’s golden rule it is possible to derive the probability of
one electron tunneling from one electrode into another. The matrix element has the
same physical meanings as the transmission probability. Tersoff and Hamann [107]
simplified the Bardeen formula even further assuming that the tip wave-function is
spherical, in which case the formula for the current would not longer depend on the
tip structure at all, only the density of states of surface and tip position.

The STM technology can be employed to study different kinds of materials such
as: metals or semiconductors, and molecules on conductive surface including bio-
logical molecules (e.g. DNA).

The advantage of STM is a high atomic resolution, but unfortunately the chemical
structure of the tip is unknown; since the results of the scan do depend on the tip
structure, their interpretation may be not straightforward; in addition this technique
can be used only to study conductive materials. Also, in many cases, including
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Fig. 1.16 A vertical deflec-
tion of the cantilever is
detected by reflecting a laser
beam off the back of the can-
tilever. The photodiode signal
is used to drive a feedback
system which controls the
movement of the piezo xyz
excitation signal and oscilla-
tion frequency. The change in
the cantilever deflection is due
to the tip-sample interaction
force [108]

(especially organic) molecules on surfaces atomic resolution has not been achieved,
like in the brick-wall phase of PTCDA shown in Fig. 1.3c, or the brick-wall phase of
PTCDI on the Au(111) surface, Fig. 1.10c.

Most of the STM experiments are conducted under ultra high vacuum (UHV),
however, STM in a solution or ambient is also possible.

1.3.2 AFM Technique

The Atomic Force microscopy (AFM) technique is based on exploiting the forces
between tip and sample and monitoring the surface under study.

As in the case of STM, Sect. 1.3, in the AFM apparatus there is a tip that scan the
sample under study. The AFM apparatus, schematically shown in Fig. 1.16, consists
of a microscale cantilever which ends with a sharp tip (probe) that is used to scan
the surface. The cantilever is typically made of silicon or silicon nitride and the tip
has a radius of curvature of the order of tens of the nanometers.

The forces measured in AFM in UHV are due to long range (electrostatic and van
der Waals) and short range forces (chemical bonds).

Typically, the deflection of the tip is measured using a laser spot reflected from
the top of the cantilever into an array of photodiodes. There are different possible
regimes of operation of the AFM set-up: static (contact), dynamic (non-contact) and
intermittent or tapping AFM. The contact mode operates by scanning the tip across
the sample surface while the change in cantilever deflection is monitored. A feedback
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loop maintains a constant deflection between the cantilever and the sample for each
(x, y) data point while the tip scan the sample. The vertical position of the tip at each
(x, y) point is stored to form the topographic image of the sample. Operation can take
place either in vacuum, ambient or liquid environments.

In the non-contact mode the cantilever oscillates slightly above the surface at a
resonance frequency (amplitude is of 10 nm). The tip is not in contact with the sample
surface, but oscillates above the surface during scanning. The resonant frequency of
the cantilever is a function of the tip-sample force. Several feedback loops maintain
a constant oscillation amplitude and frequency by vertically moving the scanner at
each (x, y) data point and adjusting the excitation signal during the scanning. In the
AFM tapping mode the cantilever oscillates at near resonance constant frequency
(amplitudes are typically from 20 to 100 nm). The tip lightly taps on the sample sur-
face during scanning. The feedback loops maintain a constant oscillation amplitude
by maintaining a constant oscillation signal acquired by the split photodiode detector.
Operation can take place in ambient or liquid environments.

The advantage of AFM is that it can analyse semiconductors, metals and insula-
tors, and it has high versatility and simplicity of use and high resolution.

This thesis concerns the modelling of the STM images observed. Therefore, an
accurate description of the computational methods used to perform the theoretical
work and a theoretical description of the STM approach we used to perform simu-
lations will be given in the next chapter. In the following Chapters we shall present
the results reached, performing the calculations. In Chap. 3 we shall describe the
molecule-molecule interaction in the gas phase and the comparison of derived gas-
phase structures with the corresponding STM images. In Chap. 4 we shall investigate
in the molecule-substrate interaction and the role played by the surface in the assem-
blies of the molecules. Chapter 5 is dedicated to examining the presence/absence of
“bright spots” in the melamine hexagonal network due to trapped gold atoms.

Most of the work presented in this thesis has been published. The gas phase work
presented in Chap. 3 on the melamine structures have been published in [23, 25, 109],
the PTCDA work in [47, 109], on the PTCDI in [53, 109] and on the NTCDA/NTCDI
molecules in [109]. The results presented in Chap. 4 have been published for the
melamine in [23] and for PTCDA and NTCDA in [109]. The results presented in
Chap. 6 for the DNA derivatives have been submitted in [110].
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Chapter 2
Theoretical Methods

Many of the properties of the solid state and chemical systems can be determined
solving the Schrödinger equation for a given system. However, states of most of
electrons and nuclei have to be accounted for. The solution to many electrons can be
obtained by the Hartree Fock (HF) method, using the wavefunction of the electrons,
or density functional theory (DFT) based methods, using the density function of
the electrons instead of solving the Schrödinger equation. The former method is a
base for other approaches used in the quantum chemistry community, whereas the
latter method has been largely used in the physics community to study the electronic
structure of solids. However, over the last 20 years due to the increased efficiency of
computers and the accuracy of the DFT functionals, the number of systems studied
using DFT method has increased. As a result of this expansion, systems typically
studied using quantum chemistry methods, such as organic and inorganic molecules,
are being increasingly often studied with DFT methods because of much better
efficiency and high quality which is close to that of the quantum chemistry (QC)
methods.

Another way to address many body problem is the classical molecular dynamics
that is used to derive physical properties of the system from empirical potentials.

2.1 Solving the Schrödinger Equation

To understand the properties of chemical bonding in molecules and extended systems,
we consider the Schrödinger equation, which, for a generic system with Na nuclei
of mass MN and Ne electrons of mass me, leads

Ĥ(r, R)�a(r, R) = Ea�a(r, R) (2.1)

where �a(r, R) is the system many-body wave function, the electronic coordinates
are r = {ri } and the nuclear coordinates R = {Ri }.
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The Hamiltonian operator in Eq. (2.1) is expressed by:

Ĥ(r, R) = T̂n + T̂e + Ûn,n + Ûn,e + Ûe,e (2.2)

T̂e = −�
2

2me

Ne∑
i=1

∇2
i (2.3)

T̂n = −�
2

2MN

Na∑
i=1

∇2
i (2.4)

Ûn,n = 1

2

∑
j=1

Na∑
j �=i

Z∗
i Z j∣∣R j − Ri

∣∣ (2.5)

Ûn,e = −
Ne∑

i=1

Na∑
j=1

Z j e∣∣R j − r i
∣∣ (2.6)

Ûe,e = 1

2

Ne∑
i=1

Ne∑
j=1,i �= j

e2∣∣r j − r i
∣∣ (2.7)

where Zi and e are the charges of the nuclei and electron respectively, T̂ represents
the kinetic energy and Û the potential energy of either nuclei or electrons. Solving
Eq. (2.1) exactly for realistic systems is impossible, because of the high number of
degrees of freedom involved. Thus, it is required to apply some approximations.

The most important approximation deals with the separation of nuclear and elec-
tronic degrees of freedom and it is known as Born-Oppenheimer approximation.
In general, electronic and nuclear dynamics are not independent. However, usually
their dynamics can be considered independently because of the difference between
the mass of the proton and electron (me � MN ): due to this difference, the electrons
are faster with respect to the nuclei and can instantaneously adapt their wavefunction
to the current nuclear positions. If the electron system is much “faster” than ionic
one, the nuclei can be treated “classically” and the nuclear kinetic energy can be
neglected (or treated as a small perturbation, if necessary).

To implement this approximation one can expand the wave function �a(r, R) into
a complete orthonormal set �ζ(r, R) of the electronic wave functions of the whole
system as follows:

�a(r, R) =
∑
ζ

Xζ(R)ψζ(r, R) (2.8)

where Xζ(R) is a function of the nuclear coordinates only. By replacing the new
form of the wave function, Eq. (2.8), in Eq. (2.1), and neglecting some electron-
nuclei matrix elements arising from the nuclei kinetic energy, it is possible to write
two equations: one for the electronic wave function �ζ(r, R),
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(T̂e(r) + Ûe,e(r) + Ûn,e(r, R))�ζ(r, R) = εζ(R)�ζ(r, R) (2.9)

and another for the nuclear wave function, Xζ(R), which is an eigenstate of the
following Hamiltonian:

Ĥ(r, R) = T̂n(R) + Ûn,n(R) + εζ(R) (2.10)

Note that the wave function �ζ(r, R) and the eigenvalue εζ(R) depend paramet-
rically on the nuclear coordinates R. In practice, in many cases the nuclei equation
is not solved, and nuclei are considered classically.

Unfortunately, solving Eq. (2.9) is still a complicated task and requires more
approximations. Several methods are used to solve the Schrödinger equation approx-
imately. In this chapter only the Hartree-Fock (HF) and the density functional theory
(DFT) methods are considered.

2.2 The Hartree-Fock Method

The Hartree-Fock (HF) method allows solving the Schrödinger equation approx-
imately. The starting point of this theory is the Pauli exclusion principle. From
quantum mechanics it is known that the wavefunction depends on the position and
spin of each electron and that the electrons are indistinguishable and the many-
electron wavefunction is antisymmetric. That means that if two electrons switch their
positions the wavefunction should change its sign. The probability density, defined
as

∫
dr|�ζ(r)|2, for both cases will be identical. Also the normalisation condition

should be respected: the
∫

dr|�ζ(r)|2 must be equal to unity. The simplest wave-
function which obeys these can be constructed as follows [1]. Each electron is given
a one electron wavefunction ψi (x), where x = ( y,σ) contains both spatial and spin
electronic coordinates:

ψi (x) = Ri (y)Si (σ) (2.11)

which is composed of a spatial part Ri (y) and a spin part Si (σ), where σ has only
two possible values α or β (spin up or spin down). In general for a system composed
of Ne electrons the ground state wave function (the index ζ from here on will be
omitted) may be given by the product of orbitals of each electron:

�(x1, x2, . . . , xNe ) = ψi (x1)ψ2(x2), . . . ,ψNe (xNe ) (2.12)

However, this would be incorrect because the electrons are indistinguishable and the
Pauli exclusion principle would not be respected.

If we take into account these principles, the simple product of the electron func-
tions must be replaced by a Slater determinant [1]:
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�(x1, x2, . . . , xn) = 1√
Ne!

∣∣∣∣∣∣∣∣

ψ1(x1) ψ2(x1) . . . ψNe (x1)

ψ1(x2) ψ2(x2) . . . . . .

. . . . . . . . . . . .

ψ1(xNe ) . . . . . . ψNe (xNe )

∣∣∣∣∣∣∣∣
(2.13)

In this approximation the one electron wavefunction is described by the Slater
determinant, that gives the correct description because it is antisymmetric.

The Schrödinger equation, as defined in Eq. (2.1), is solved applying the varia-
tional principle: we have to minimise the energy and find the one-electron wavefunc-
tions. The energy is:

ε =
∫

. . .

∫
�∗ Ĥ�dx1dx2 . . . dxNe = 〈� ˆ|H |�〉 (2.14)

where in the right hand side we introduced the Dirac bracket notation. Therefore,
the total energy, ε, is expressed via the one-electron orbitals ψi (x). Varying the total
energy with respect to these functions, we obtain the Hartree-Fock (HF) equations
for them:

F̂(x)ψi (x) = εiψi (x) (2.15)

where F̂ = ĥ + Ĵ − K̂ is the Fock operator with components [1]:

ĥ(x)ψ(x) =
[
−1

2
∇2

r −
Na∑

k=1

Zke

|Rk − r|

]
ψ(x) (2.16)

Ĵ (x)ψ(x) =
[

e2
∫
ρH F (x ′|x ′)dx ′

|r − r′|
]
ψ(x) (2.17)

K̂ (x)ψ(x) =
[

e2
∫
ρH F (x ′|x)P̂xx ′dx ′

|r − r′|

]
ψ(x) (2.18)

where Ĵ (x) and K̂ (x) are called Coulomb and exchange operators, respectively, and
P̂xx ′ is the permutation operator which changes x to x ′ in the function it acts upon.
Finally,

ρH F (x |x ′) =
Ne∑

i=1

ψ(x)ψ(x ′) (2.19)

is the one-electron density matrix.
To improve the HF method, it is necessary to take into account the difference

between the exact and the HF energy, that is defined as the correlation energy. Higher
level QC calculations are based on Moller-Plesset Perturbation theory (MP2) or Con-
figuration Iteration method (CI). The latter is considered as exact as this method
accounts for the correlation energy exactly. These methods, however, are not con-
sidered here because, due to their very high computational cost, they can only be
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applied to small systems, under fifty atoms. For more detailed information about
these methods, the reader is referred to [1].

2.3 Density Functional Theory

Density functional theory (DFT) [2] allows one to study the properties of complex
systems of atoms by reducing the quantum mechanical problem for a many-body
interacting system to an equivalent problem of non-interacting particles. This is
achieved using as a fundamental variable the electronic density, instead of the many
body wavefunction. Nowadays DFT is a well established and popular framework to
study properties of many-body systems without using empirical parameters: hence
it is considered as an ab-initio method.

The theory is advantageous for several reasons: the density is an observable that
can be experimentally measured (e.g. X-ray diffraction) and the dimensionality is
reduced from 4Ne (3 coordinate for each electron and a spin) to 4 (the coordinates
x, y, z and a spin).

The theoretical basis of DFT are in the Hohenberg and Kohn theorems [2] that
originally referred to an electronic system subjected to an external potential.

The first Hohenberg and Kohn theorem [2] can be formulated as follows:

• it exists a one-to-one mapping of the set of “densities” ρ(r) onto the “potential” Ue

• all observable are functionals of these densities, and

Furthermore, the total energy can be written as:

Eel
U [ρ] = F[ρ] +

∫
Ue(r)ρe(r)dr (2.20)

where F[ρ] is the universal functional independent of the external potential Ue(r);
The second Hohenberg and Kohn theorem permits to determine the ground state

of electronic systems by minimizing the energy with respect to the charge density,
by means of the variational method.

F[ρ] = min
�→ρ

〈�|(Te + Uee)|�〉 (2.21)

The Hohenberg and Kohn theorem, which is true for each fixed electron-electron
interaction Ûee can be used to construct an auxiliary “non-interaction” system, the
Kohn-Sham (KS) system, with external potential leading to the same set of density
as the original interacting system.

[
−∇2

2
+ vK S(r)

]
ψK S

i (r) = εiψ
K S
i (r) (2.22)
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The ground state density is:

ρe(r) =
occ∑

i

|ψK S
i (r)|2 (2.23)

where the sum is over all occupied states. Equation (2.22) is known as the Kohn and
Sham equation [3]. The term vK S is:

vK S(r) = Uρ.e(r) +
∫

ρ(r1)

|r1 − r|dr1 + vxc(r, ρ) (2.24)

where vxc is the exchange and correlation potential, which is an unknown functional
of the electron density. The Kohn and Sham equations are solved in a self-consistent
way with respect to the orbitals ψK S

i (r) entering the charge density via Eq. (2.23).
The total energy of the electronic system has the following form:

Eel [ρ] = −1

2

occ∑
i=1

∫
ψ∗

i ∇2ψi dr + 1

2

∫ [ρ(r)ρ(r′)]
|r − r′| drdr′

+
∫

Ue(r)ρ(r)dr + Exc[ρ] (2.25)

Here Exc[ρ] represents the exchange and correlation energy. To solve the Kohn and
Sham equations we need to determine the form of Exc[ρ] (or vxc).

An approximation introduced by Kohn and Sham to solve the problem is known
as the Local Density Approximation (LDA). It assumes that the exact exchange and
correlation potential at the point r is equal to the exchange correlation energy of a
homogeneous electron gas, which has the same density as in the real system at point r.
In this approximation the density is purely local, the corrections to the exchange
and correlation energy at the point r due to nearby inhomogeneities in the electron
density are ignored.

Another popular approximation is the Generalized Gradient Approximation
(GGA), in which the correlation energy also depends on the density gradient.
It takes account of the density inhomogeneities.

Both methods are very popular in practical calculations. One of the failures of
the standard approximations is the incorrect description of weak vdW forces. The
dispersion (van der Waals) interaction is inherently non-local, so that local (LDA)
and semi-local (GGA) functionals fail to describe correctly interactions between two
systems at distances from each other where their electronic densities do not overlap.

2.4 Technical Details of DFT Calculations

There are few practical issues to be faced with when one uses the DFT method. These
concern the choice of the basis set, k-point sampling used for the description of the
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electronic wavefunctions, the pseudopotential and the periodic boundary conditions
(PBC).

2.4.1 Choice of the Basis Set

To solve the KS equation it is necessary to expand the electronic wavefunction in
a basis set and there is a quite wide variety of basis sets used for constructing the
electronic wavefunction. This can be obtained using a sum over atomic orbitals [1]:

ψλ(r) =
∑

b

Cbλφb(r) (2.26)

where Cbλ are the expansion coefficients. These basis functions are usually con-
structed from atomic orbitals centred on atoms [1]:

φb(r) → ξnlm(r − RA) (2.27)

where RA is a vector of an atom A and n, l and m are the quantum numbers.
The basis function ξnlm can be split into two parts, one radial and another angular,
i.e. ξnlm = Rnl(r)Slm(r) [1]. The angular part, Slm , is a spherical harmonic describing
the angular dependence while the radial part, Rnl(r), describes the radial dependence.
There are three main types for the orbitals which can be obtained following these
principles [1]:

• Slater type orbitals where the radial part of the atomic orbital is a simple exponential
which mimics the exact eigenfunctions of the hydrogen atom.

• Gaussian orbitals which are similar to the Slater type orbitals but the exponential
terms in the radial functions are replaced by Gaussian functions.

• Numerical orbitals which have radial functions specified on a numerical grid which
are more suitable for quick calculations.

The size of the basis set is important for the calculations: the larger the basis set,
the more accurate the calculation should be. In this approximation the basis set
suffers from being incomplete, with practical implications for the results, especially
binding (or stabilisation) energies. Sometimes, adding more atomic orbitals may
result in over-completeness problem as well, so one has to be very careful in reaching
convergence with this type of basis set.

In fact, there are other ways to create the basis set where periodicity is present.
It is possible to split the basis set into two main types [1]:

• Crystalline atomic orbitals where the atomic orbitals constructed using either of
the atom based approaches given above are periodically repeated . The SIESTA
code (see Sect. 2.5) uses crystalline numerical atomic orbitals.

• Plane waves [1]:
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φk+G(r) = 1√
V

ei(k+G)r (2.28)

where k is a vector in the Brillouin zone, G is a reciprocal lattice vector and
V is the volume of the crystal. These are not atom centred functions and they are
completely analytic. They are also easy to use with periodic boundary conditions
(PBC), especially for solids. However, with empty space in the system (e.g. a
molecule on a surface in the slab model) they are very inefficient because the
number of plane waves needed becomes very large.

2.4.2 Pseudopotential Method

Another important tool to solve the KS equation is the pseudopotentials method [1].
In general the number of electrons in a system is determined by summing up all core
and valence electrons, where the latter are known to be most important for chemical
bonding. This is due to their wavefunctions being further away from the nuclei and
this also has the effect that they are shielded from nuclei Coulomb attraction by
core electrons. The core electrons feel a very strong Coulomb attraction from the
nuclei so that their wavefunctions are very localised around it and less affected by
the surrounding of the atom.

In fact, the core electrons can be considered as frozen, i.e. in a molecular or periodic
system they can be considered as having the same form as they have in the isolated
atom. Therefore, only the valence electrons need to be considered variationally.
However, valence electrons need to be orthogonal to the core electrons and therefore
will oscillate rapidly in the core region. This requires many basis functions being
required to properly describe the valence wavefunctions in the core regions [1].

This is where the introduction of pseudo-wavefunctions for the valence electrons
becomes necessary. These pseudo-wavefunctions have unnaturally smooth behaviour
inside the core regions, but still keep their natural form outside the core regions so
that the chemistry is unaffected. Pseudopotentials incorporate the potential due to
the nuclei and the core electrons into one effective potential. There are three general
forms for the pseudo-potential [1]:

• Norm-conserving pseudopotentials which provide the correct normalisation for
the pseudo-wavefunctions.

• Ultra-soft pseudopotentials which do not provide the correct normalisation for
the wavefunctions, but are smoother in the core region. This complicates the KS
equation but improves the efficiency overall.

• The Projector Augmented Wave method which takes explicit account of the frozen
core electrons in a way which still provides good efficiency.

The radius of the core region is denoted by rc. One must be careful in choosing rc:
if it is too large, the chemistry in the system may be unreliable; if it is too small, the
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oscillating characteristics in the core region need to be described. This would destroy
the reason for introducing the pseudopotential as larger basis sets would be needed.

2.4.3 Periodic Boundary Conditions and k-Point Sampling

Many physical systems have translational symmetry (for instance, solids, mono-
layers, chains etc.). However, even if this is not the case (e.g. isolated molecules,
a point defect in a solid, an adsorbed molecule on a surface), periodicity in all the
three dimensions is imposed artificially. When one system has only one or two-
dimensional periodicity, the 3D periodicity can be easily implemented by introduc-
ing large vacuum gaps between the periodic systems so that one or two dimensional
structures cannot spuriously interact with their periodic images.

The electronic structure of a system with PBC resembles a band structure of a
perfect periodic crystal [1]. In this case the KS potential (2.24) is translationally
invariant

vK S(r) = vK S(r + R) (2.29)

where R is the direct lattice vector. According to the Bloch theorem, this property
will affect the form of the single-particle wavefunctions. One electron energies ελ
and the wavefunction ψλ are counted using the band index n and the k point within
the Brillouin zone, i.e. via λ which is the joint index (nk):

ψλ(r) = ψnk = eikrunk(r) (2.30)

unk(r) = unk(r + R) (2.31)

In practice, the number of k-points to be used depends on the size of the unit
cell. When the unit cell is big, the number of k-points required is small because the
corresponding Brillouin zone to sample is smaller [1]. The actual number of k-points
required for given system can be chosen by checking the convergence of the energy
and geometry while increasing the number of k-points.

2.5 Siesta Method

The DFT code mainly used in this thesis for calculations of the electronic structure
and geometry of various systems is the Spanish Initiative for Electronic Simulation
with Thousands of Atoms (SIESTA) [4]. The code employs as the basis set a lin-
ear combination of numerical orbitals, uses periodic boundary conditions and the
method of pseudopotentials. The core electron properties are simulated using scalar-
relativistic norm-conserving [5, 6] Troullier-Martins [7] pseudopotentials factorised
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in the Kleinman-Bylander form [8]. In this work the nonlinear core-valence exchange
correlation scheme [9] is applied for all elements except for hydrogen.

In all our calculations, a double-zeta-plus polarisation orbitals (DZP) basis was
used. DZP uses two functions for each atomic orbital plus polarisation orbitals.
The energy cutoff used is between 160–200 Ry.

Perdew, Becke and Ernzerhof (PBE) [10] generalised gradient approximation
(GGA) functional is used in this thesis for the exchange and correlation energy. This
functional gives good description of the hydrogen bond formation of DNA pairs
[11–14] as compared to quantum chemistry calculations.

The atomic relaxation in our systems was performed until the forces on atoms
were no larger than 0.01 eV/Å for all the individual molecules and pair calculations.
The exception were the monolayers and the molecules on the gold surface, where
the precision was of 0.05 eV/Å or better.

In the calculations on single molecules and dimers, very large super-cells were
used to avoid unphysical interaction between the images.

2.5.1 Definition of Useful Energies to Analyse Systems Stability

In order to analyse the stability of the studied systems, it is necessary to calculate a
number of useful energies [15]. The first of these is the stabilisation energy, Estab,
defined as the total energy of the relaxed combined system (i.e. a pair of molecules)
minus the total energies of all its individual components (two molecules) relaxed
separately. The combined system is stable if the Estab is negative. To describe the
interaction between the single molecules, we define the interaction energy, Eint , as the
total energy of the system minus the energies of each individual molecule calculated
in the geometry of the relaxed combined system. This energy should also be negative
for a stable system. Finally, we define the deformation energy, Edef = Estab − Eint,
which characterises the sum of losses in the total energies of the molecules due to
their relaxation towards their geometry in the combined system. The Edef is positive
because the energies of the individual molecules calculated in the geometry of the
combined system are higher than when they are individually relaxed.

These energies are correct only if the complete basis set is used. Therefore, if
a finite localised basis set is used, a Basis Set Superposition Error (BSSE) [16]
correction is to be applied to calculate binding energies. Moreover, since we employ
a localised basis set, these energies would only be correct after the application of
the BSSE correction. Therefore, to simplify the analysis, the same BSSE correction
was applied to the interaction and stabilisation energies ensuring that this exact
relationship remains. These corrections have been calculated by the standard Boys-
Bernardi counter poise correction method [16]. The BSSE correction for a pair is
defined as:

EBSSE = E A + EB − E∗
A − E∗

B (2.32)
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where E A and EB are the total energies of each monomer in the geometry of the pair,
and E∗

A and E∗
B are the total energies of each molecule in the geometry of the pair

with the orbitals of the other molecule also present. For this second group of energies
the basis set is larger as more orbitals are available in the construction, implying a
lower energy as the basis set is more complete (e.g. E∗

A < E A), then the EBSSE is
always positive. In the calculation the additional orbitals are considered as “ghost”
orbitals because they are associated with atoms that do not exist in calculations of
E∗

A and E∗
B .

2.5.2 Characterisation of the Hydrogen Bonds: “Kebab” Structures

A way of characterising the strength of the hydrogen bonding between two molecules
is by analysing the electron density difference plots [11–14], �ρ = ρab − (ρa +ρb),
where ρab is the electron density of the combined pair and ρa and ρb are the densities
of the individual monomers calculated at the geometry of the pair. Hydrogen bonds
are characterised by a “kebab” structure of alternating regions of charge excess and
depletion, that represent the redistribution of the charge density due to the hydrogen
bond formation Kelly et al. [11]. The stronger the bond, the more regular is the
“kebab” structure. This concept can be easily generalised for complexes containing
more than two molecules.

2.6 Diffusion Calculations

To investigate the corrugation of the surface potential for a single molecule or a cluster
of molecules and hence calculate the corresponding diffusion barriers, we placed the
molecules above the gold surface (the DFT optimum height) and translated it in steps
of 0.1 Å along several directions across the surface ([1̄10], [101̄] and [112̄]); during
each relaxation the lateral position of one atom of the molecules was fixed, although
it was allowed to move vertically. All other atoms of the system including the top
layer atoms of the surface were allowed to relax. The bottom atoms of the surface
slab were fixed in the bulk-line position.

2.7 Van der Waals Implementation in DFT Method

The standard approximations to the exchange-correlation energy in DFT, discussed
in Sect. 2.3, are relatively cheap and can describe reliably many characteristics of
systems of interest. However, LDA and GGA approximations to DFT are not able
to describe a weak non-local dispersion interaction, also known as the as the vdW
interaction, which is essential for many systems. The reason why the standard DFT
functionals fail is due to an incorrect description of the electron correlation in sit-
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uations where the electron densities of two parts of the system do not overlap and
the vdW interaction becomes dominant. Indeed, the vdW interaction is non-local in
character and is entirely missing in most of the GGA density functionals which are
semi-local.

There have been attempts to solve the problem in several ways. One approach
consists of adding to the standard DFT method additional semiempirical terms
which take into account the dispersion interaction (DFT-D method) [17]. However,
this method has a limited flexibility and is system dependent. The parameters are
bound to work for the systems they were designed for and the use of these para-
meters outside that set of parametrisation may not be able to deliver reasonable
results. Another approach includes accounting for the vdW interaction through effec-
tive atom-electron pseudopotentials [18]. Recently, a truly first-principles approach,
which does not require any fitting parameters and is within the remit of the DFT
method was developed (vdW-DF) [19–23] and successfully applied to many sys-
tems. In this method the exchange-correlation energy functional has the form:

Evdw−DF [ρ] = EGGA[ρ] − EGGA,c[ρ] + ELDA,c[ρ] + Enl
c [ρ] (2.33)

where ρ is the electron density, EGGA is the GGA exchange-correlation energy corre-
sponding to some flavour of GGA and ELDA,c is the LDA correlation energy. The Enl

c
represents a non-local contribution to the correlation energy and accounts for the dis-
persion interaction. The difference of correlation energies, ELDA,c[ρ] − EGGA,c[ρ],
serves to replace the correlation energy contained in GGA functional with that of
the LDA. This particular form of the energy expression guarantees that for uniform
densities (e.g. the uniform electron gas) the correlation energy equals exactly that of
the LDA density functional as the non-local term Enl

c [ρ] vanishes.
This approach has been implemented in SIESTA [24, 25] and used in some cal-

culation [24, 26]. It was shown that inclusion of dispersion interaction may result in
substantial changes of the stabilisation energies of molecules on surfaces.

2.8 Super-Structure Modelling: A Systematic Method

The STM and AFM techniques which allow the imaging of the surface covered with
molecules was mentioned in Sect. 1.3. Unfortunately, it is not possible to achieve
atomic resolution with any of these techniques for most of the organic molecules.
Therefore, a theoretical approach is required to determine the geometries of the
observed supramolecular assemblies.

This subsection describes the approach employed to construct the supramolecular
structures and the computational method used. In order to build all the possible
structures, a systematic approach has been used [11], which consists of the following
steps: (i) identification of all the peripheral sites of the molecule that can participate
in a hydrogen bonding with another molecule; (ii) all possible dimers are constructed;
(iii) by combining molecules, using dimer rules, all unit cells are constructed having

http://dx.doi.org/10.1007/978-3-642-30325_1
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a predefined number of molecules; (iv) all possible one dimensional (1D) structures
(chains) are constructed for every unit cell; (v) by attaching chains parallel to each
other, all possible two dimensional (2D) structures are formed; (vi) the stabilities per
unit cell of the assemblies predicted in this way are estimated by summing up all
the dimer energies per cell; (vii) the most stable predicted structures are then fully
relaxed using DFT. In this way, by assuming a certain number of molecules per unit
cell, one can build up all the possible 1D and 2D structures. The gas phase calculation
(i.e. without taking into account the surface) is a good approximation by considering
that the molecules are quite mobile on the gold surface. This is because the surface
potential, as will be demonstrated in Sect. 4.1.1 is flat. This approach is particularly
useful because it allows considering all possible structures in the gas phase with a
modest computational cost.

2.9 Modelling of STM Images

2.9.1 Tersoff-Hamann Method

The modelling of STM images could be a useful tool to gain an understanding of
experimental images and as a means of identifying the actual system geometry.

The Tersoff-Hamann method provides an easy way to analyse this surface phe-
nomenon.

According to the Fermi’s golden rule one can write the current flowing from the
tip to the sample using the Bardeen’s expression [27]:

It→s = 2πe

�

∫
|Mts |2 Nt (E − eV )Ns(E) ft (E − eV )[1 − fs(E)]d E (2.34)

f (E) denotes the Fermi-Dirac distribution for the tip and the sample, Nt (E) and
Ns(E) denote their density of states. Mts is the effective matrix element for the
current between the tip and sample due to the states of energy E , and V is the
applied voltage.

In order to model the STM image of the molecules on the surface the Tersoff and
Hamann model has been used [28]. Tersoff and Hamann suggested replacing the
unknown electronic structure of the tip by a simple model, where the wave function
of the tip atom is assumed to be an atomic s-wave function. Since the tunneling
current depends on the overlap of the wavefunction of the tip and sample, and the
wavefunction decays exponentially into the vacuum, only the orbital localised at the
tip will be involved in the tunneling matrix element.

Within the approximation of zero temperature and low bias voltage the total current
flowing from the tip to the sample will be:

http://dx.doi.org/10.1007/978-3-642-30325_4


36 2 Theoretical Methods

I = 2πe2

�
V

∑
N

|Mts |2δ(Es − EF )δ(Et − EF ) (2.35)

where V represents the voltage applied and δ-functions ensure the energy conserva-
tion.

The effective matrix element Mts is

Mts = �
2

2m

∫
(�∗

t ∇�s − �s∇�∗
t )d S (2.36)

where the integral is taken over a surface separating the tip and sample. To calculate
the matrix element, the surface wave-function �s is written as a 2D reciprocal lattice
expansion.

The main point of Tersoff-Hamann theory is that no choice of the wavefunction
of the tip is needed. Since there is usually no knowledge of the exact tip structure,
�t can be modelled as a solution in a locally spherical potential with curvature R
about its center r . So asymptotically the tip wavefunction is chosen to have the form
of an s-wave. By using this approximation the matrix element becomes proportional
to the sample wavefunction evaluated at the tip center of curvature (Mts ∝ �s(r0)).
Then the total current flowing from Eq. (2.35) can be written as:

I ∝ V Nt (EF )
∑

s

|�s(r0)|2δ(Es − EF ) (2.37)

In this expression, the sum represents the local density of states of the sample
(LDOS) at the Fermi level evaluated at the tip center. Then Eq. (2.37) can be rewrit-
ten as

I ∝ V Nt (EF )LDOS(r0, EF ) (2.38)

This equation gives an easy way for the interpretation of the STM images.
SIESTA can output the LDOS integrated over a range of energies which allows

one the calculation of simple STM images in the Tersoff-Hamann approximation.

2.9.2 Scattering Formalisms

The Tersoff-Hamann approximation is an easy way to analyse the surface phenom-
enon. However, this kind of approach does not take into account the effect of the
tip.

We also used a new program called Nt_STM which is a graphical interface for
“Green”, a code written by Cerda [29, 30]. This approach is based on the generalised
Landauer theory [31], and the scattering matrix is determined by the Green’s-function
techniques [29].
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The junction is modelled by partitioning the system into three regions: two bulk
regions for the substrate and the tip, and two principal layers that are involved in the
scattering. The bulk region for the tip and the substrate is periodically repeated in
the z direction away from the junction while the apexes involved in the scattering are
composed by several atomic layers. The whole system is considered periodic in the
x and y directions.

The tunnelling process is considered as a scattering mechanism for which the scat-
tering matrix S is calculated from the electronic transmission and reflection ampli-
tudes at the tunnel junction. The conductance is evaluated via the Landauer-Büttiker
formula for the multichannel case1 [31].

At the zero temperature limit, the current I is

I (V ) = e

π�

−eV∫

0

T ±(E + μT )d E (2.39)

The T ±(E) is the total transmission coefficient:

T ±(E) =
∑
m,m′

T ±
mm′(E) (2.40)

where T ±
mm′(E) are the matrix elements that give the probability for an electron in

the m channel to be transmitted to channel m′. The electron propagates from the
channel m at the negative side of the tunnel junction to the channel m′ at the posi-
tive side without dissipation. Each channel wavefunction has the current bloch-line
asymptotic behaviour in the regions far away from the junction.

2.10 Classical Molecular Dynamics

Classical molecular dynamics uses empirical potentials (known as the “force field”)
that either ignore quantum mechanical effects, or attempt to capture them in a limited
way through entirely empirical equations. Parameters in the potential are fitted against
known physical properties simulated in the system, such as the elastic constants and
the lattice parameters, in order to reproduce the basic aspects of the intermolecular
and intramolecular interactions.

In order to perform classical molecular dynamics calculations, the Sci-Fi code
has been used [32]. The energy expression implemented in the code has the form:

U = Vcov + VvdW + Vel (2.41)

1 At a given energy E the surface (s) and the tip (t) could be described by a certain number Ns(E)

or Nt (E) of independent conductors that are defined as channels.
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where in that energy, the effects of the covalent (Vcov), van der Waals (VvdW) and
the electrostatic (Vel ) interactions are taken into account. The covalent term is used
for describing internal energies of organic molecules and it consists of a number of
terms:

Vcov =
Nb∑
b

kb(b − b0)
2 +

Nθ∑
θ

kθ(θ − θ0)
2 +

Nφ∑
φ

Kφ[1 + cos(nφ− φ0]

+
Nχ∑
χ

Kχ[1 + cos(nχ− χ0)] (2.42)

The terms in the above expression apply to the many body interactions in the
system and summations only apply to specified interactions, in this case only cova-
lent interactions. These interactions are most conveniently specified via the internal
coordinates of the system, not via the Cartesian coordinates of atoms as is the case
for other interactions. These internal coordinates are: bond lengths b, angles between
bonds ϑ, torsion angles about bonds ϕ and out-of-plane angles χ. The vdW energy
is given via

VvdW =
atoms∑
i< j

(
Ai j

R12
i j

− Bi j

R6
i j

)
(2.43)

Ai j and Bi j are constants and Ri j is the distance between atoms i and j . It also
includes short-range repulsion terms.

Finally, the electrostatic energy Vel , in Eq. 2.41, describes electrostatic interaction
between atoms.

Here, in a number of calculations we combined a DFT with a force field [33]
developed by fitting results of the quantum chemistry calculations at the MP2 level
of various groups of all DNA base molecules with gold clusters. Note that the force
field includes all interactions between the bases and the gold surface, including vdW
interactions In these hybrid calculations only interaction between molecules and
surfaces was supplemented by a force field. We have also done some calculations
using the Sci-Fi code [32] we did not relax neither the surface, nor the melamine
molecule, so that the total energy of the melamine-surface system represents directly
the adsorption energy.

The following chapters review the results obtained. In Chap. 3, attention is paid
to the assembly of molecules in the gas phase, considering the molecule-molecule
interaction and disregarding the presence of the surface. Chapters 4, 5 include a more
detailed characterisation of the interaction between molecules and surface.

http://dx.doi.org/10.1007/978-3-642-30325_3
http://dx.doi.org/10.1007/978-3-642-30325_4
http://dx.doi.org/10.1007/978-3-642-30325_5
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Chapter 3
Hydrogen-Bonding Templates in the Gas Phase

In this chapter we shall consider all possible gas-phase structures which could be
formed by various molecules on the Au(111) surface. To understand these findings,
we followed a systematic theoretical approach in constructing 1D and 2D planar peri-
odic molecular assemblies. The method is described above, see Sect. 2.8. Our method
is based on predicting all possible structures in the gas phase by first identifying and
then utilising all connections between the molecules. All possible monolayers based
on dimers or more complicated unit cells could be obtained using this method. This
will be done firstly in the gas phase, that is justified if the potential energy surface
(PES) of the “molecules + surface” system is flat. This implies that the molecules dif-
fuse easily on the surface and the assembly is driven mainly by molecule-molecule
interaction.

In the next section we shall apply the systematic approach to different molecules
such as Melamine, PTCDA, PTCDI. NTCDA, NTCDI and mixed phases of melamine
and PTCDA/PTCDI.

3.1 Melamine

We shall consider all possible gas phase structures based on up to four melamine
molecules, see Fig. 3.1a, per unit cell. Initially, we shall describe in detail the approach
used and present the melamine dimer; this will be followed by building all superstruc-
tures based on the dimer unit cell. After that, we shall consider unit cells containing
three and four molecules and the superstructures based on these unit cells.

3.1.1 Dimer

The starting point in our method is the identification of the binding sites of the
melamine molecule. We identified six sites, which, due to the high symmetry of

M. Mura, Self-Assembly of Flat Organic Molecules on Metal Surfaces, 41
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Fig. 3.1 a Geometry of the melamine molecule and its six binding sites shown by ovals; b planar
melamine dimer shown together with the plot of the electron density difference corresponding to
0.01 electrons/Å3. The dimer binding sites on one of the molecules are also indicated; the other
molecule has similar sites. The green surfaces correspond to the regions of positive electron den-
sity difference (excess) and the red areas correspond to the regions of negative electrons density
difference (depletion); c side view of the non-planar dimer

melamine (point group D3h), are equivalent; each site is able to form a double
hydrogen bond with similar sites of another melamine molecule. They are composed
of a nitrogen atom, which acts as the hydrogen acceptor, and an amino group, which
is the hydrogen donor of the hydrogen bond; see Fig. 3.1b.

Only a single dimer can be constructed in the case of melamine [1], shown in
Fig. 3.1b. The pair is built by rotating the second melamine by 60◦ with respect to the
first one, and connecting the second molecule to the first to form a double hydrogen
bond of the N–H...N type.

Surprisingly, the melamine dimer relaxed into two stable geometries: one where
the two rings are in the same plane (planar) and another one where the rings are not
planar, but are at some angle to each other, as shown in Fig. 3.1c. The top view and
the “kebab” structure of the electron density difference of the two dimers, shown for
the planar dimer in Fig. 3.1b as an example, are practically the same. The two struc-
tures are equally stable with similar hydrogen bond properties (lengths and angles),
as shown in Table 3.1. The non-planar structure is more favorable, however, the
energy difference is within error bars of DFT. The two configurations are possible
because the melamine molecule is not planar in the bulk [2] and in the gas phase. As
found in Ref. [2] and confirmed by our calculations, the hydrogen atoms are out of
the ring plane by the same distance z. The planar structure is also in agreement with
previous calculations [3, 4]. Since the planar structure is more likely to be realised
on the surface, in the following analysis we will focus on the planar dimer only.

The stabilisation energy, Estab, per hydrogen bond in the melamine dimer is
−0.22 eV for the planar case and −0.24 eV for the non-planar structure; both hydro-
gen bonds in either of the dimers are identical and bring equal contributions to the
stabilisation of the dimer structure. The results of the dimer calculations are needed
for our further analysis, because at the next step we shall consider super-structures
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Table 3.1 Energies and geometrical parameters of the melamine dimers

Planar Non-planar Literature

Estab (eV) −0.44 −0.48 −0.42 [5]
Eint (eV) −0.57 −0.60 –
Edef (eV) 0.13 0.12 –
dN−H . . . N (Å) 2.89 2.89 2.9 [6, 7]
N−Ĥ . . . N (◦) 178.6 177.6 –

The stabilisation and interaction energies include the BSSE correction. The last two rows show
the distance between the N atom involved in the N–H bond in one molecule and the N atom in the
other molecule and the N–H...N angle. Available results from other calculations are given in the
last column

Table 3.2 Comparison of melamine dimer binding energies (in eV) obtained using PBE, MP2 and
vdW-DF based calculations

PBE vdW-DF MP2

M–M −0.48 [11] −0.42 −0.49

based on the dimer. Also note that the stabilisation energies of complex periodic
structures based on melamine dimers can be estimated as the stabilisation energy
per bond multiplied by the number of hydrogen bonds per unit cell in the periodic
structure.

3.1.1.1 The Effect of Dispersion Force on the Melamine Dimer Formation

In order to evaluate the influence of the dispersion forces on the stabilisation energy
of the melamine dimer, we also performed its relaxation with the vdW-DF method.
In order to evaluate the performance of the two density functionals, we also com-
pare our binding energies of the dimers with that obtained using the MP2 method
by Gulans.1 As demonstrated by Jureĉka et al. [8], it reliably describes hydrogen-
bonded interactions. On the other hand, the benchmark calculations of Goll et al. [9]
imply a good performance of the PBE functional for hydrogen-bonded complexes.
The result of the binding energy for the hydrogen bonded melamine dimer is pre-
sented in Table 3.2. In the case of the strongly bound melamine dimer, we have
also looked at charge density differences and found a characteristic for the hydro-
gen bonding “kebab” structure, which is very similar to that obtained with the PBE
density functional results of Mura et al. [10].

We can conclude from these calculations that the vdW-DF method gives a descrip-
tion of the lateral interaction between molecules which is very close to that provided
by GGA functionals such as PBE.

1 Department of Applied Physics, COMP, Helsinki University of technology, P. O. Box 1100, 02015
TKK, Finland.
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3.1.1.2 One-Dimensional Chains Based on the Melamine Dimer

In this section we will present the 1D structures that can be built using the melamine
dimer as a unit cell. As before, we start from the identification of the binding sites
available on the periphery of the dimer: there are three non similar sites in the dimer,
see Fig. 3.1b, which are available for the connection with more dimers. We build 1D
chains by connecting dimers in a chain-like manner along one direction. The chains
are obtained by adding a second dimer to a chosen binding site of the first dimer,
then a third dimer is added to the same site of the second one, and so on. In this way,
and using all three dimer binding sites, three different chains can be constructed,
see Fig. 3.2. One more chain, based on the dimer fourth binding site, appears to be
equivalent to one of the three upon a rotation by 60◦.

The one-dimensional structures, shown in Fig. 3.2, are all planar. The geometric
properties of the hydrogen bonds in the chains are in good agreement with the values
found for the melamine dimer, compare Tables 3.1 and 3.3; only for Chain3 the bond
length is somewhat longer. Also, the first two chains are similar in their stability
and geometric parameters, whereas Chain3 is somewhat different. Its stabilisation
energy, −0.70 eV, is smaller than those of the other chains and is also much less
than the stabilisation energy of −0.88 eV predicted using the dimer energies (for all
three chains there are four hydrogen bonds per unit cell). Note that, for the first two
chains, their stabilisation energies are in good agreement with the predicted value,
−0.88 eV. Chain3 also has a more compact structure, as it has the shorter lattice
vector, 7.76 Å, against 10.70 and 12.26 Å of the first and the second chains. Chain3,
which has a close-packed configuration, is indeed an interesting case because it is
almost a two-dimensional structure by itself.

Electron density difference plots, shown in Fig. 3.2, demonstrate that in the case
of Chain3 the hydrogen bonds are much weaker: one amino group out of three of
each molecule participates in two hydrogen bonds at the same time, thus making
it difficult for the corresponding nitrogen donor to provide enough electron density
for the bonds. In addition, there is also a steric effect: some of the hydrogen atoms
in the third chain are too close in distance; consequently, in order to minimise the
deformation energy, the hydrogen atoms of neighbouring molecules move away from
the molecular plane in opposite directions. All these factors make Chain3 less stable
than the other chains, however, it is much denser and it allows a more efficient packing
of the molecules.

Thus, according to our calculations, three chains are possible with Chain1 being
the most stable and Chain3 being the least stable.

In the next section we will present how, starting from the 1D structures, 2D
structures can be derived.

3.1.1.3 Two-Dimensional Structures Based on the Melamine Dimer

To build all possible 2D structures, we considered each chain separately and again
identified the binding sites on either side of the chain which are available to connect
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Fig. 3.2 The geometries (the left column) and the electron density difference plots (the right column,
see the caption to Fig. 3.1 for notations) for the three melamine chains: a Chain1; b Chain2 and
c Chain3. The unit cell and the lattice vector for each chain are also indicated

two chains with each other. Although there are three 1D chains (see Sect. 3.1.1.2),
only two 2D structures can be constructed out of them with two molecules in the unit
cell [11]: a hexagonal arrangement, Fig. 3.3, and a close-packed structure, Fig. 3.4.

Both arrangements are planar. The hexagonal monolayer is more stable in energy
and has a higher symmetry in comparison with the close-packed structure. Both
structures have six hydrogen atoms per unit cell involved in the formation of hydrogen
bonds, but in the close-packed case, see Fig. 3.4, there are structural features that
weaken its H-bonding. Exactly like in the case of close-packed Chain3, which this
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Table 3.3 Energies and geometrical parameters of the melamine chains

Chain1 Chain2 Chain3

Estab (eV) −0.87 −0.85 −0.70
Eint (eV) −1.13 −1.10 −0.99
Edef (eV) 0.25 0.25 0.29
N–H...N distance within the unit cell (Å) 2.90 2.92 3.01
N–H...N distance between the unit cells (Å) 2.89 2.91 3.06
N−Ĥ . . . N angle within the unit cell (◦) 177.7 178.3 177.6
N−Ĥ . . . N angle between the unit cells (◦) 179.6 178.3 178.0
Lattice vector A1 (Å) 10.70 12.26 7.76

The stabilisation and interaction energies include the BSSE correction. The last five rows show the
N–H...N distances and the N–H...N bond angles within and between unit cells, as well as the lattice
vectors of the one-dimensional chains

Fig. 3.3 The geometry a of the hexagonal melamine monolayer and its electron density difference
plot b corresponding to ±0.01 electrons/Å3

network is based on , one amino group (out of three) of each molecule participates
in two hydrogen bonds simultaneously so that the corresponding nitrogen donor is
unable to provide enough electron density to the bonds. Also, this structure is very
dense and some hydrogen atoms are positioned very close to each other thus forcing
them to move out of the molecular plane, see Fig. 3.4c, to relieve the strain in the
system. Due to this reason, the close-packed structure is less stable. This conclusion
is also supported by comparing the stabilisation energies of the 2D structures with
the predicted value of −1.32 eV from the (planar) dimer energies, considering that
there are six hydrogen bonds per unit cell. The predicted value agrees well with the
stabilisation energy of the hexagonal structure, Table 3.4, but it is much bigger than
the close packed stabilisation energy.



3.1 Melamine 47

Fig. 3.4 The top (a) and side (c) views of the close-packed melamine monolayer and its electron
density difference plot (b) corresponding to ±0.01 electrons/Å3

Table 3.4 Stabilisation, interaction and deformation energies and geometrical parameters of the
melamine 2D networks with two molecules in the unit cell

Hexagonal Close-packed

Estab (eV) −1.29 −0.99
Eint (eV) −1.67 −1.29
Edef (eV) 0.38 0.30
N–H...N distance within the unit cell (Å) 2.88 3.05
N–H...N distance between the unit cells (Å) 2.88 2.98
N−Ĥ . . . N angle within the unit cell (◦) 178.8 170.4
N−Ĥ . . . N angle between the unit cells (◦) 178.8 173.1
Lattice vector A1 (Å) 10.66 12.00
Lattice vector A2 (Å) 10.66 7.68
̂A1 A2 angle between A1 and A2 (◦) 60 65.3

The stabilisation and interaction energies include the BSSE correction. The N–H...N distances and
the N–H...N angles within the unit cell and between two different unit cells, the lattice vectors of
the networks and the angle between them are also shown

Both hexagonal [3, 5, 11] and close packed [11] structures have been experimen-
tally observed and the geometrical properties of these two structures are in good
agreement with the experimentally measured ones [11].

In this section we have described the systematic approach used to build the 2D
structures based on the melamine dimer. Note that these are gas-phase calculations,
which do not include the effect of the substrate. The approach presented here is
general and applicable to all our systems. In the following sections our method will
be extended towards building structures based on more than two molecules in the
unit cell.
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Fig. 3.5 The top and side views of the three possible trimers

3.1.2 Trimers

In this section we consider melamine trimers and all possible structures which one
can construct based on three molecules in the unit cell. Such cells are built starting
from the dimer. Firstly, the dimer binding sites available to form hydrogen bonds
with the third molecule are identified as in the previous section. The third molecule
in each trimer would have the same orientation as the first one, i.e. it is rotated by
60◦ with respect to the second melamine (to which it is immediately connected by
a double hydrogen bond). Taking into account the symmetry of the dimer, there are
four distinct sites available on a dimer to build the trimer cell. However, we find that
only three trimers are possible, as shown in Fig. 3.5.

The trimers are stabilised by four hydrogen bonds, so that the predicted stabilisa-
tion energy for either of the trimers is −0.88 eV, based on the planar dimer structure,
and −0.96 eV if it is based on the non-planar one. Although the starting geome-
tries were in all cases planar, the relaxed structures were all non-planar. This fact is
reflected in the N–H...N angles in the trimers being different from 180◦, as shown in
Table 3.5.

All trimers have similar stabilities. Trimer2 has a similar structure to Chain1 based
on the melamine dimer; Trimer1 is similar to Chain3, while Trimer3 has the structure
similar to Chain3. The stabilisation energies of Trimer3 and Chain3 (per molecule)
are also similar (−0.32 and −0.35 eV, respectively, see Tables 3.3, 3.5).

Following the same logic as we used for the chains based on the dimer unit cell,
all available binding sites on the periphery of the trimers can be identified, and 1D
chains based on all trimers can then be built. Taking into account the symmetry of
the trimers, eight chains can be constructed, each having six hydrogen bonds per unit
cell as shown in Fig. 3.6.
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Table 3.5 Stabilisation, interaction and deformation energies and geometrical parameters of the
melamine trimers

Trimer1 Trimer2 Trimer3

Estab (eV) −0.98 −0.99 −0.96
Eint (eV) −1.19 −1.21 −1.15
Edef (eV) 0.21 0.22 0.19
dN−H . . . N (Å) 2.89 ± 0.01 2.90 2.94 ± 0.04
N−Ĥ . . . N (◦) 177.4 ± 0.2 177.8 ± 0.5 178.1 ± 0.8

The stabilisation and interaction energies include the BSSE correction. The last rows show the
average N–H...N distance and the N–H...N angle in the three structures

Fig. 3.6 Models of eight 1D chains based on the trimer unit cells

Stabilisation energies (per cell) of these chains can be predicted as before from
the dimer energies and they are −1.32 eV for the planar and −1.44 eV for the non-
planar trimers, respectively. However, our analysis shows that it is not possible to
connect the trimer chains together to form 2D structures, because all chains have edge
molecules with the same orientation. To construct 2D structures, a fourth molecule
is required which is 60◦ rotated.

Thus, to have 1D chains and 2D networks based on the same unit cell, a half of
the molecules in the cell should be rotated by 60◦ with respect to the others. This
means that in order to be able to create 2D structures stabilised by hydrogen bonds,
we need to use unit cells with even numbers of molecules, i.e. it is not possible to
do it with trimers. The trimer structures, however, are necessary as a starting point
to build tetramers which will be used in the next section as the building blocks for
constructing chains and monolayers with four molecules in the unit cell.
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Fig. 3.7 The geometries of all possible tetramer structures

3.1.3 Tetramers

In this section we will present the results on melamine tetramers, and the corre-
sponding chains and networks based on four molecule unit cells. In the same way
as described above, we identified the binding sites in the trimers, available for con-
necting with another melamine molecule, and found that 11 tetramers can be built
as shown in Fig. 3.7. All structures, once relaxed, become non-planar. To construct
periodic structures, we have to consider all tetramers in their ability to connect to each
other in 1D and 2D periodic geometries. Therefore, a very large number of struc-
tures may be possible. In practice, however, a much smaller number of structures is
derived. In particular, it is not possible to set up a super-structure with tetramers T9
or T10 as a unit cell as they have three molecules with the same orientation at their
edges, and thus no sites are available to form hydrogen bonds with the same cluster.
On the other hand, other tetramers such as T2, T3, T4 and T5 can be described as
two identical dimers connected to each other and their combination may lead to 1D
and 2D structures in which the periodicity is actually based on unit cells with two
molecules, and we have already considered such structures in Sect. 3.1.1. Finally,
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Table 3.6 Stabilisation, interaction and deformation energies and geometrical parameters of the
first four melamine tetramers

T1 T2 T3 T4

Estab (eV) −1.51 −1.38 −1.48 −1.46
Emol (eV) −0.38 −0.35 −0.37 −0.37
Eint (eV) −1.84 −1.76 −1.81 −1.78
Edef (eV) 0.33 0.38 0.33 0.32
N–H...N distance (Å) 2.89 ± 0.03 2.89 ± 0.01 2.92 ± 0.02 2.90 ± 0.02
N−Ĥ . . . N angle(◦) 177 ± 1 177 ± 1 177 ± 2 178 ± 1

The stabilisation energy per molecule, Emol, is also given. This, as well as stabilisation and inter-
action energies include the BSSE correction. The last rows show the mean N–H...N distance and
the N–H...N angle

starting from different tetramers, identical 2D structures can be constructed because
of the very high symmetry of the melamine molecule.

Table 3.6 describes the energies and geometries of the first four melamine
tetramers. Only these four tetramers are considered here because they are sufficient
to build all the possible 1D and 2D structures, as we shall show in the next section.

Each tetramer has six hydrogen bonds, so that the predicted stabilisation energies
for the tetramers are −1.32 and −1.44 eV for the planar and non-planar config-
urations, respectively. All structures have similar stabilisation energies, shown in
Table 3.6, which are slightly higher than the predicted energies. This indicates a
cooperative effect, i.e. neighbouring hydrogen bonds affect favourably each other,
so that the redistribution of the electron density, which appears as the alternating
“kebab”-like pattern on one bond, electrostatically favours a “kebab”-like structure
on the other, the so-called resonant assistant hydrogen bonding (RAHB) [12]. The
RAHB effect is known to play a role in some systems stabilized by hydrogen bonding
[10, 13–15]. To characterize this collective effect, it is convenient to perform also an
approximate calculation in which the binding energy of the whole complex system
is estimated as a simple sum of binding energies of each pair of molecules involved.
If for instance the DFT calculated binding energy of the whole system is lower (more
negative) than the sum of dimer binding energies, then this would indicate on the
existence of the positive RAHB effect, i.e., that the hydrogen bonds effect favorably
each other in the system.

By connecting the tetramers together along one directions, all possible chains can
be constructed. We find that there are 51 different 1D structures possible. We do not
show them here to save space and we will instead concentrate, in the next section,
on all possible 2D monolayers which are the main concern of this study.

3.1.3.1 Two-Dimensional Structures Based on the Melamine Tetramers

By putting tetramer based chains parallel to each other, all possible 2D periodic mono-
layers can be constructed. Because of the high symmetry of the melamine molecule,
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Fig. 3.8 Six monolayers based on four molecule per unit cells. Unit cells and the corresponding
lattice vectors are also indicated

the large number of chains results in only 8 possible distinct 2D monolayers. These
include the two already considered in Sect. 3.1.1.3, based on the two molecule unit
cell (the dimer), which may be obtained from tetramers T2–T5 consisting of two
identical dimers. In fact, in order to build up all 8 monolayers, it is sufficient to use
only the first four tetramers T1–T4.

The six new 2D structures based on the melamine tetramers are shown in Fig. 3.8,
and their energetic and geometrical characteristics are given in Table 3.7.

We find that when using four-molecule cells, it is possible to obtain 2D structures
with more complicated shapes and with larger pores than even in the hexagonal
network shown in Fig. 3.3. In the case of the two-molecule cell structures, each
molecule is three-fold coordinated and has all the sites employed in the hydrogen
bond formation. In the networks Mono2–Mono6 based on the tetramer unit cells,
some of the molecules are only two-fold coordinated and thus have some of their
binding sites unused. These monolayers all have similar stabilisation energies, see
Table 3.7, which can be compared with the predicted binding energy of −2.22 eV
calculated for 10 hydrogen bonds (five dimer connections) per unit cell. We see that
in all cases the actual energies are slightly higher the predicted value indicating the
RAHB effect. Only one of the tetramer-based structures, namely Mono1 shown in
Fig. 3.8, has every molecule surrounded by three other molecules, and, sure enough,
this is the most stable tetramer-based monolayer, see Table 3.7. Its stability is also
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Table 3.7 Stabilisation, interaction and deformation energies (per cell) and geometrical parameters
of the melamine 2D networks based on tetramers

Mono1 Mono2 Mono3 Mono4 Mono5 Mono6

Estab (eV) −2.72 −2.31 −2.35 −2.34 −2.29 −2.33
Emol (eV) −0.68 −0.58 −0.59 −0.58 −0.56 −0.58
Eint (eV) −3.31 −2.87 −2.91 −2.83 −2.81 −2.88
Edef (eV) 0.59 0.56 0.56 0.49 0.52 0.54
dN−H . . . N (Å) 2.92 ± 0.04 2.90 ± 0.04 2.90 ± 0.04 2.90 ± 0.06 2.92 ± 0.06 2.92 ± 0.05
N−Ĥ . . . N (◦) 175 ± 4 176 ± 2 176 ± 2 176 ± 2 176 ± 2 177 ± 1

The stabilisation and interaction energies include the BSSE correction. The stabilisation energy per
molecule, Emol, is also given. The last rows show the mean N–H...N distance and the N–H...N angle
in the monolayers

higher than the predicted value of −2.64 eV based on 12 hydrogen bonds per cell, so
that the RAHB effect is at work here as well. In fact, Mono1 is the highest stability
network we have found; indeed, it is more stable even than the hexagonal structure
considered in Sect. 3.1.1.3, as the binding energy of Mono1 per two molecules is
−1.36 eV, compare with Table 3.4.

3.1.4 Comparison with Experimental Data

Assuming that there are only two molecules in the two-dimensional unit cell, we
have found, using our systematic method, (Sect. 3.1) that only two monolayers are
actually possible: (i) the hexagonal structure shown in Fig. 3.9c and (ii) a close-
packed arrangement, whose relaxed structure is shown in Fig. 3.9d. The small num-
ber of possibilities is explained by the high symmetry of the melamine molecule.
If the hexagonal structure is non-chiral, the close-packed one is chiral, as the latter
monolayer, when flipped over, cannot be made identical to the original one by means
of any rotations and/or translations.

The calculated lattice parameters of the two structures, which are shown in
Table 3.8, compare well with those measured experimentally. We have also checked
that the relaxed structures match well with the observed ones if overlayed on
their images, suggesting that they represent the correct models for the observed
monolayers.

By considering a larger number of the molecules in the unit cell, more monolayers
can be constructed, as, is done in Sects. 3.1.2 and 3.1.3. Now, assuming four molecules
in the cell, we find ten possible unit cells which can be used to construct eight
different monolayers. One example is the hexagonal structure corresponding to four
molecules in the unit cell and it is shown in Fig. 3.10b. This structure is quite peculiar:
it consists of elements of both monolayers (which were based on two-molecules
cells) considered above, see Figs. 3.3 and 3.4. Indeed, one can see hexagons and
close-packed rows of molecules with some of their amino groups participating in
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Fig. 3.9 STM image of a the hexagonal and b close-packed melamine domain on a Au(111)-
(22 × √

3) surface (a 13 × 9 nm2; Vs = −1.1 V, It = 0.5 nA and b 12 × 8 nm2, Vs = −1.1 V, It =
0.5 nA.); c the corresponding molecular model consisting of hexagons and d square arrangement

Table 3.8 Comparison between the theoretical (assuming two-molecule unit cells) and the exper-
imental lattice parameters for the two monolayers

Lattice vector Lattice vector Angle
A1 (Å) A2 (Å)

Hexagonal (theory) 10.66 10.66 60◦
Hexagonal (experiment) 10 ± 1 10 ± 1 60◦ ± 2◦
Close-packed (theory) 12.00 7.68 65.3◦
Close-packed (experiment) 10 ± 1 8 ± 1 63◦ ± 4◦

two double hydrogen bonds at the same time. In addition, in this structure, as well
as in the close-packed monolayer of Fig. 3.9d, some of the hydrogens are positioned
very close to each other forcing them to move out of the molecular plane to relieve
the strain in the system. One can also appreciate that this structure is quite stable
with the stabilisation energy of −1.21 eV per two molecules (this is only slightly
less stable than the hexagonal structure of Fig. 3.3). This four-molecule structure can
serve as an atomistic model for the close-packed boundary region shown in Fig. 3.4.

In the next section the same kind of approach will be applied to more compli-
cated molecules such as PTCDA, PTCDI, NTCDA, NTCDI and to mixed phases of
melamine and PTCDA/PTCDI.
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Fig. 3.10 a STM-image of a melamine domain on a Au(111) surface (Vs = −1.1 V, It = 0.5 nA,
8 × 6 nm2); b molecular model and c the electron density difference plot of the region along the
arrow in a. (The theoretical lattice vectors are: A1 = 10.65 Å, A2 = 17.69 Å; angle between them
51.3◦)

3.2 PTCDA

In this section we shall consider our theoretical method in application to all possible
gas-phase periodic structures formed by PTCDA molecules. All structures based on
two molecules per unit cell will be described in detail first. Then we shall discuss what
one can expect when going beyond this limitation. We start by describing in detail
the approach used and shall present the PTCDA dimer; this will then be followed by
considering the construction of all superstructures.

3.2.1 PTCDA Dimers

The starting point in our analysis is the identification of the binding sites in the
PTCDA molecule, see Fig. 3.11. Six possible non-equivalent binding sites have been
identified. Sites 2, 4 and 5 are exclusively of donor type; they are composed of carbon-
hydrogen groups and are able to form either double or triple hydrogen bonds. Two of
the binding sites are exclusively acceptors (3 and 6) and are composed by oxygens
enabling them to form three or two hydrogen bonds as well. There is also a third
kind of binding site (site 1) with both donor and acceptor atoms (it is composed of
an oxygen and hydrogen atoms able to form a double hydrogen bond); there are four
such bonds along the molecule perimeter.

Although the PTCDA molecule has many binding sites, because of the symme-
try of the molecule, only a limited number of distinguishable dimers are possible.
In fact, in combining two PTCDA molecules, four dimers are obtained and are shown
in Fig. 3.12. Three of these dimers (D1, D2 and D4) are very similar, as they are con-
structed by placing one PTCDA molecule perpendicularly with respect to the other
and shifting along its longer side. Dimer D1 is formed by aligning two hydrogen
atoms in the centre of the long side of one molecule with the three oxygens of the
other. Dimers D2 and D4 are obtained by shifting the molecules with respect to
each other as compared with the D1 configuration. The final dimer structure D3 is
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Fig. 3.11 PTCDA and PTCDI molecules and their non-equivalent binding sites shown by numbered
ovals

Fig. 3.12 The geometries of the four possible PTCDA dimers shown together with the electron
density difference plots corresponding to ±0.01 electrons/Å3. The green surfaces correspond to
the regions of positive electron difference (excess) and the red areas correspond to the regions of
negative electrons density difference (depletion)

obtained when the two PTCDA molecules are connected in a “head-and-tail” like
structure, see Fig. 3.12, using the binding site 1.

The four dimers are found to relax into stable geometries. As expected, the sta-
bilisation energies of the dimers shown in Table 3.9, are found to be rather small and
similar; this also means that it could be energetically easy to switch between the D1,
D2 and D4 dimers. In the cases of similar D1, D2 and D4 dimers all three oxygens of
one molecule participate, however, a different number of hydrogen atoms (between
2 and 3) participate in the other.

As evidenced by the electron density difference plots in Fig. 3.12 and the binding
energies, in all cases the dimers are very weak. By a small margin, the most stable
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Table 3.9 Stabilisation, interaction, deformation and BSSE energies (in eV) of the four PTCDA
dimers

D1 D2 D3 D4

Estab −0.25 −0.23 −0.26 −0.27
Edef 0.01 0.01 0.02 0.02
Eint −0.26 −0.24 −0.28 −0.29
EBSSE 0.10 0.08 0.13 0.08

The stabilisation and interaction energies include the BSSE correction in each case

dimer is D4, remaining still very weak. This is peculiar since the most developed
“kebab” structure is displayed by the dimer D3. Dimer D4 in the end appears to be
marginally stronger due to the overall effect of having three (weak) hydrogen bonds.

One would expect stronger hydrogen-bonds when the oxygen atom is involved
due to its high electronegativity, however, from the chemical point of view, in all
cases the hydrogen donors are carbon atoms that are not enough electronegative to
contribute sufficiently into the hydrogen bond formation. Small deformation energies
Edef , shown in Table 3.9, underline the rigidity of the PTCDA molecule, including
its C-H groups.

Once all the possible dimers are constructed, the next step is to identify the binding
sites available to connect the PTCDA dimers into a one-dimensional (1D) chain. In
the next section the possible chains based on the PTCDA pairs are presented.

3.2.2 One-Dimensional Chains Based on the PTCDA Pairs

In this section we present the 1D structures that can be built using a PTCDA dimer as
an unit cell. As before, we start from the identification of the binding sites available
on the periphery of the dimer and for the connection with more dimers, see Fig. 3.12.
We build 1D chains by connecting dimers in a chain-like manner along one direction.
The chains are obtained by adding a second dimer to a certain binding site of the
first dimer, then a third dimer is added to the same site of the second one, and so on.
In this way, by using free dimer binding sites 30 different chains can be constructed.
However, as many chains are geometrically similar (mainly due to similarity of the
dimers D1, D2 and D4), one can group them into families of the geometrically similar
chains and then calculate the stabilisation energy for a single representative of each of
them. The PTCDA chains therefore were classified into 10 distinct families, and one
chain from each family was selected and its energy calculated with DFT; their relaxed
structures are presented here in Fig. 3.13 and the energies are given in Table 3.10.

In the previous Sect. 3.2.1 we found that the PTCDA dimers are very close in
energy. Therefore, it does not come as a surprise that the calculated stabilisation
energies of chains constructed from them are also very close, spanning a narrow
energy interval between −0.47 and −0.61 eV, i.e. the largest energy difference of
only 0.14 eV is found here for the different chains, see Table 3.10.
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Fig. 3.13 Relaxed geometries of the 10 PTCDA chains, named from F1 to F10 and representing
10 distinct families of chains. The lattice vector A1 is shown in all cases and the unit cell is indicated
by a dashed box for convenience

Table 3.10 The calculated (using SIESTA) and evaluated (as a sum of dimer energies) stabilisation
energies (in eV) of all ten PTCDA chains

F1 F2 F3 F4 F5

Estab (calc.) −0.47 −0.50 −0.56 −0.52 −0.60
Estab (eval.) −0.48 −0.50 −0.44 −0.44 −0.46

F6 F7 F8 F9 F10

Estab (calc.) −0.56 −0.56 −0.48 −0.61 −0.48
Estab (eval.) −0.44 −0.50 −0.44 −0.50 −0.52

We have also presented in the table the evaluated stabilisation energies, as
described in Sect. 2.5, which are sums (per unit cell) of the corresponding dimer
energies. One can notice that the evaluated and the calculated (with DFT) stabilisa-
tion energies are generally very close; small differences of up to −0.14 eV are found
for some of the chains where there is an additional cooperative effect due to multiple
hydrogen bonds, e.g. chain F9, see Fig. 3.13; chains F5 and F9 are the most stable
ones. These chains are very similar in geometry, and have the maximum number of
hydrogen and oxygen atoms involved in the chain formation.

http://dx.doi.org/10.1007/978-3-642-30325-8_2
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Table 3.11 The evaluated (by summing up dimer energies) and calculated (with DFT) stabilisation
energies of eight representative PTCDA monolayers

Square Herringbone Brick wall
Index MON1 MON2 MON3 MON4 MON5 MON6 MON7 MON8

Estab (eval.) −1.00 −1.00 −1.10 −1.10 −0.72 −0.78 −0.70 −1.04
Estab (calc.) −1.19 −1.17 −1.19 −1.34 −0.7 −1.01 −0.61 −0.89
EBSSE 0.42 0.40 0.42 0.58 0.28 0.47 0.26 0.50

BSSE corrections are also shown for each structure. For the ease of comparison, energies for the
MON8 structure containing a single molecule in the unit cell, were doubled

The next step is to combine the chains and obtain all possible 2D structures.

3.2.3 Two-Dimensional Structures Based on the PTCDA Pairs

In order to build all possible 2D structures, we considered each chain separately
and identified again the binding sites on either side of the chain. Out of 30 1D
chains available (see Sect. 3.2.2), it is possible to generate 42 2D structures in which
molecules are attached to each other via the PTCDA dimers connections.

Such a rather significant number of possible monolayers is due to a large number
of dimers PTCDA molecules can form (however, because of a very similar nature
of the dimers D1, D2 and D4, many monolayers look alike and their energetics and
the structural motif are expected to be similar as well). Therefore, the same method
as in the previous section has been used to simplify our discussion. Since we know
all the dimers binding energies, the energy (per unit cell) of each monolayer can
be evaluated by summing up all the relevant dimer energies. Then it is possible to
classify the monolayers into families of “similar” monolayers taking into account
both the geometry and the evaluated energy of each monolayer. In this way, eight
families of monolayers have been identified and hence eight prototype monolayers
(one from each family) have been considered for further DFT study. These repre-
sentative structures, relaxed with our DFT method, together with the corresponding
lattice vectors, are shown in Fig. 3.14. Note that the structure MON8 is based on a
single molecule in the unit cell; however, to simplify the forthcoming discussion, for
this structure we consider a supercell with two molecules as indicated in Fig. 3.14.

We have also considered separately another monolayer MON9 shown in Fig. 3.15.
Although this structure formally belongs to the second family of structures, it was
found to be convenient to separate it out since it was found to be the best match for
the domino phase observed in the STM image in Fig. 3.16b.

The stabilisation energies for the selected eight monolayers are given in Table 3.11,
while the density difference plots for three of them are shown in Fig. 3.17. The lattice
vectors in each case are also provided in Table 3.12.

In the present case, the evaluated stabilisation energies for monolayers MON1-
MON4 and MON6 based on PTCDA pairs are smaller than the actual calculated
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Fig. 3.14 Eight PTCDA monolayers, representing eight distinct families of them, relaxed with our
DFT method. Both the lattice vectors, A1 and A2, and the unit cell in each case are indicated
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Fig. 3.15 The monolayer MON9. Both the lattice vectors, A1 and A2, and the unit cell are indicated

Fig. 3.16 STM images of the observed new PTCDA networks on the Au(111) surface. a The
narrow stripe of the square phase providing a buffer for two shifted herringbone phases on the left
and right of it. The big black arrow at the top of the image indicates the square phase. The two
lattice vectors of the two square and herringbone phases are explicitly indicated by blue and black
arrows, respectively. The scanned area is 210 × 150 Å2. The tunneling current It = 0.3 nA and the
applied voltage Vs = 1.5 V; b the domino phase; the two lattice vectors are indicated by the blue
arrows. The scanned area is 105×70 Å2. The tunneling current It = 0.7 nA and the applied voltage
Vs = −0.3 V [16] (Colour figure online)

(with DFT) energies. This is because the geometries changed after relaxation with
the DFT method and cooperative effects must thus be playing a role. The MON4 is
the most stable monolayer and the extra stabilisation energy can be identified as a
result of the formation of additional hydrogen bonds in the structure. This is most
clearly seen in the density difference plot in Fig. 3.17. The least stable monolayer
is MON7 with the corresponding density difference plot also shown in Fig. 3.17 for
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Fig. 3.17 The electron density difference plots for three PTCDA monolayers, MON1, MON4 and
MON7, with the contours corresponding to ±0.01 electrons/Å3. The green surface corresponds to
the regions of positive electron difference (excess) and the red areas correspond to the regions of
negative electrons density difference (depletion)

Table 3.12 The lengths (in Å) of the two lattice vectors and the angle γ between them (in degrees)
for the selected eight PTCDA monolayers

Square Herringbone Brick wall
Index MON1 MON2 MON3 MON4 MON5 MON6 MON7 MON8

A1 16.47 17.3 20.1 19.6 23.13 22.28 22.32 19.54
A2 16.26 15.5 12.74 12.71 13.78 12.41 16.72 15.6
γ 90.1 89.6 87.6 90.1 102.1 96.7 108.0 90
τ 90 87.6 89.8 79.6 88.6 79.6 87.9 0

The difference in the orientations of the two molecules in the cell are shown by the angle τ (also in
degrees)

comparison; in every molecule has only three “contacts” with other molecules (less
than the other structures) and the corresponding hydrogen bonds are very weak.
As an example of a monolayer with intermediate stabilisation energy, we show in
Fig. 3.17 the density difference plot for MON1. One can see that each molecule is
“connected” to four neighbours, however, all hydrogen bonds are rather weak.

The monolayer MON1 corresponds to the square phase observed experimentally
[17–21], MON2-MON7 monolayers present the herringbone phase [17, 19–28],
while MON8 is the brick wall phase [24, 29]. Lattice vectors of some of the observed
monolayers on different substrates (defined in the same way as in Fig. 3.14) are shown
in Table 3.13 for comparison. The geometrical characteristics of the square and her-
ringbone phases observed in this work (see Sect. 1.1.2) are also given. We see that
some of our calculated gas-phase monolayers compare reasonably well with the
experimental geometries, e.g. the square monolayer MON8 is very similar to the one
observed on the Ag-terminated Si(111) surface [17]. We also observe, in Fig. 3.14
and Table 3.12, considerable variations in the calculated possible herringbone phases
which comprise 6 families of structures differences in their lattice vectors and the
angle τ between the molecules in the unit cell. This variation is possible, in the first
place, due to the similarity of the D1, D2 and D4 dimer connections between PTCDA
molecules in the perpendicular orientation. Monolayers MON3 and MON4 are

http://dx.doi.org/10.1007/978-3-642-30325-8_1
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Table 3.13 Geometrical characteristics of some of the experimentally observed PTCDA
monolayers

Substrate References A1 A2 γ τ

Square Si/Ag(111) [17] 16.4 16.4 90.6 90
Au(111) [16] 17.0 17.0 88 88

Herringbone Si/Ag(111) [17] 20.01 11.55 90 88.4
Cu(111) [22] 21.6 13.6 90 90
Au(111) [23] 20.0 12.0 90 86
Au(111) [16] 19.4 12.5 88 85
Ag(111) [24] 19.0 12.6 89 80
KBr(001) [25] 19.91 11.96 90 83.2

Brick wall Ag(110) [24] 17.31 16.33 90 0
Domino Au(111) [16] 15.5 15.3 105 90

See Table 3.12 for the explanation of the notations. In some cases the corresponding data were
missing in the quoted papers and hence was obtained directly from their images

similar to the observed ones in [17, 23–25] and in this work, while monolayers
MON5 and MON6 may be compared with the one observed in [22]. Several herring-
bone phases have also been observed in some studies on the same sample [20–22,
25]. The low density monolayer MON7 has very large lattice vectors and it has never
been observed, most likely, due to its relatively low stability. The brick wall mono-
layer MON8 in the gas phase, as calculated by us, has noticeably different lattice
vectors as compared to that observed on the (corrugated) Ag(110) surface [24].

3.2.4 Going Beyond Two Molecules Per Cell

We note that the hexagonal structure seen in [17] has not appeared in our analysis
above. This is because, so far we have limited our study to the structures based on
two molecules in the unit cell only. However, it can easily be seen that this particular
hexagonal structure, containing 4 molecules in the unit cell, can be obtained by
placing two different chains parallel to each other, namely F1 and F6 from Fig. 3.13,
and then repeating the arrangement periodically in a sequence ...-F1-F6-F1-F6-....
Therefore, this hexagonal structure would necessarily be considered (alongside other
possible arrangements) if our method was to be applied with the assumption of
4 molecules in the cell.

One question still remains, however: it is not a priori obvious that such an arrange-
ment would be stable. In order to check this point, we build the corresponding 2D
arrangement with 4 molecules in the unit cell by alternating the chains F1 and F6,
and relaxed it using our DFT method. The relaxed structure and its geometrical
characteristics are shown in Fig. 3.18. One can recognise both types of chains there.
Namely, looking from the top, we see F6-F1-F6-F1 sequence in the picture. How-
ever, the chains are distorted from their original geometry, as seen in Fig. 3.13. This
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Fig. 3.18 The DFT relaxed geometry of the hexagonal phase based on the PTCDA tetramer unit cell.
Both the lattice vectors, A1 and A2, and the unit cell are indicated (|A1| = 23.51 Å, |A2| = 23.35 Å,
γ = 83.6◦)

findings seem to indicate that the hexagonal structure seen in [17] may have been
additionally stabilised by the interaction with the Si/Ag(111) surface. Note that the
experimentally observed distance between equivalent molecules along the rows is of
23.03 Å [17] and it agrees well with the length of the lattice vector A2 found for the
structure in our calculations.

Interestingly, the stabilisation energy for this structure found in our DFT calcula-
tions (−1.14 eV with respect to 2 molecules) differs very little from the stabilisation
energies of other structures shown in Table 3.11. This result may explain why the
three phases (herringbone, square and hexagonal) coexist on the Si/Ag(111) surface
[17]. Similarly, we can rationalise the complex structure seen in the STM image of
Fig. 1.4a [16]. In this image one can notice three regions: in the region on the right
and on the left a herringbone phase is clearly visible, while in the region between
them (as indicated by the arrow at the top) a narrow stripe of the square phase exists.
Clearly, the two borders between the square and the herringbone phases are pro-
vided by exactly the same two rows F1 and F6 as in the hexagonal phase discussed
above (which was, however, observed on a different Ag/Si(111) surface). Obviously,
by alternating these two rows, the hexagonal phase appears. However, since one can
repeat identical rows as well, as follows from our calculations on two molecule per
cell structures as described in the previous section, these two chains provide a per-
fect arrangement for the herringbone phase to go continuously into the square phase

http://dx.doi.org/10.1007/978-3-642-30325-8_1
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and then back to the herringbone one. The particular key to the sequence seen in
the STM image may be assigned as ...-F6-F6-F1-F1-F1-F6-F6-... assuming that the
square type row F1 is repeated exactly three times. This sequence is approximate due
to the relaxation of the molecules at the boundaries. Each particular arrangement is a
result of complicated kinetics governing the formation of the assemblies during the
deposition and (possible) further treatment.

Using our theoretical method, we find a large number of 1D and 2D structures for
PTCDA molecules. Our calculations show that the chains and the monolayers based
on PTCDA dimers are very similar in energy and in many cases also in geometry.
However, one of the most stable PTCDA monolayers was found to be MON4, shown
in Fig. 3.14, where the geometry of the system allows for the formation of more
hydrogen bonds. Three of the obtained monolayers have been already observed
experimentally as the square [17–20, 22, 24, 26], herringbone [17, 19, 20, 25–28]
and brick wall [24, 29] phases. Some other structures we find theoretically have not
been observed yet. In fact, they may never be identified due to their similarity to the
already observed structures; at the same time, some of the structures have relatively
small stabilisation energies and hence the probability of their formation is low.

In summary, a new complex structure was formed by the molecules on the Au(111)
surface consisting of a herringbone phase continuously merging with the square
phase; when the latter goes over into the herringbone phase again on the other side,
the two herringbone phases appear to be shifted with respect to each other. That shift
of course would depend on the width (i.e. the number of rows) of the intermediate
square phase separating the two herringbone phases. Our theoretical analysis does
not only help to rationalise this structure (as well as the previously observed on
the Ag/Si(111) surface hexagonal phase), but demonstrates that such a boundary
between the two distinct phases is not energetically prohibitive.

A detailed comparison between theory and experiment is hampered by a number
of factors. Many experimental studies reported incommensurability of the molecular
structures with respect to the periodicity of the substrates leading in some cases to
very large cell extensions needed to match the lattice vectors of the surface (see, e.g.
[17, 22]). Moreover, experimental observations reveal that the geometries of the same
types of structures differ depending on the surfaces, e.g. various herringbone phases
are seen on the (111) terminations of Cu [22], Au [23] and Ag [24]. The effect of
the surface may be significant in some cases discussed above (e.g. for the hexagonal
phase discussed in Sect. 3.2.4) and hence may render some of the structures we find
theoretically to be unfavourable on a given substrate. These factors hint to the role
played by surfaces in providing a platform for the arrangement of the molecules.
A direct comparison of calculations and experimental STM (AFM) images would
therefore require taking into account the interaction of the molecules with the surface
directly, i.e. going beyond the gas-phase model adopted here. This is made even more
difficult by the problem of incommensurability mentioned above and inability of
commonly used density functionals to account for the dispersion interaction which
may play a significant role in binding molecules on some surfaces such as e.g. the
Au(111) surface [30].
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Table 3.14 Stabilisation energies (eV) of the PTCDI dimers

D1 D2 D3 D4 D5

Estab −0.15 −0.24 −0.5 −0.11 −0.14
Edef 0.05 0.07 0.11 0.03 0.01
Eint −0.20 −0.31 −0.61 −0.14 −0.15
EBSSE 0.14 0.14 0.15 0.12 0.09

The stabilisation and interaction energies include the BSSE correction which is also shown

3.3 PTCDI

The structure of the PTCDI molecule is close to that of the PTCDA, instead of the
central oxygen atom at shorter sides there is an imide group, see Fig. 3.11. This
small change in the molecule design leads, as we shall see, to essential differences in
structures these molecules can form with each other. Although some of the structures
are similar to those formed by PTCDA [11], there are also very different monolayers
possible which are entirely due to an ability of the PTCDI molecules to form dimers
which are unique to them.

In this section we shall consider all possible gas-phase structures based on two
PTCDI molecules in the unit cell. We will describe in detail the approach used
presenting first the PTCDI dimers the section that follows concern the building of
all superstructures based on the dimer unit cells.

3.3.1 PTCDI Dimers

Again, we start by identifying the binding sites of the PTCDI molecule, see Fig. 3.11.
Five possible types of binding sites can be identified, where three of them are exclu-
sively donors (sites 2, 3 and 4) composed of carbon-hydrogen groups and are able
to form double or triple hydrogen bonds with sites presenting acceptor atoms. In the
case of PTCDI such purely acceptor sites do not exist (but they exist in the case of
PTCDA [11]), so that sites 2, 3 and 4 cannot be functional. However, as we shall see
in the following, two of the possible dimers do involve these sites to some extent. The
two other types of binding sites have both donor and acceptor atoms (sites 1 and 5)
composed of oxygen and hydrogen atoms which are able to form a double hydrogen
bond with a binding site of the same type (reversed). There are four binding sites 1
and 5 around the molecule perimeter.

Combining binding sites 1 and 5, it is possible to obtain three pairs, D1, D2 and D3,
whose DFT relaxed structures (Table 3.14) are shown in Fig. 3.19. In each case the
dimers are stabilised by two hydrogen bonds. We also find that two other pairs are
stable, D4 and D5, shown in Fig. 3.19. We tried these combinations inspired by some
experimental observations [31]. In these two pairs purely hydrogen sites (2, 3 and 4)
are also employed in some ways.
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Fig. 3.19 The relaxed geometries of the PTCDI dimers shown together with the corresponding
electron density difference plots corresponding to ±0.01 electrons/Å3. The green surfaces corre-
spond to the regions of positive electron difference (excess) and the red areas correspond to the
regions of negative electrons density difference (depletion)

The most stable dimer is D3 (see Table 3.14), and it is stabilised by a double
hydrogen bond between the imine groups of the two PTCDI molecules. The two
PTCDI molecules are connected in a “head-and-tail” structure. The dimer D1 is
similar to the dimer D3 of PTCDA [11], however, the stabilisation energy in the case
of PTCDI is lower. This difference in energies is attributed to the difference in the
electronic structure of the two molecules. The dimer D2 has an L-shape and a much
lower stability because one of the hydrogen bonds (out of two, see Fig. 3.19) is formed
by the C–H group of one molecule with the oxygen of another. Very weak dimers
D4 and D5 (see Table 3.14) are stabilised by hydrogen bonds formed between the
oxygen atoms of the two PTCDI molecules and the hydrogen along the long side of
the molecules. Interestingly, the dimer D5 is stabilised only through a little bit more
than a single hydrogen bond (see Fig. 3.19) and has a stabilisation energy close to that
of D1. one should recall that the dimers D4 and D5 have been identified in some of
the experimental images [31]. As in the case of PTCDA [32], when carbon atoms are
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involved in the hydrogen bonding (D1, D2 and D5 dimers), the stabilisation energies
are very small and the dimers are weak. Deformation energies are in all cases very
small.

Once all the possible dimers are constructed, the next step is to identify the binding
sites available to connect the PTCDI dimers with each other in such a way so that
a 1D chain is obtained. In the next section we present the chains based on the most
stable PTCDI pairs, D1, D2 and D3.

3.3.2 One-Dimensional Chains Based on the PTCDI Pairs

In this section we shall present the 1D structures that can be built using the PTCDI
dimer as a unit cell. As before, we start by identifying the binding sites available on
the periphery of the dimer, see Fig. 3.19, which are available for the connection with
more dimers. We build the 1D chains by connecting dimers in a chain-like manner
along one direction. The chains are obtained by adding a second dimer to a certain
binding site of the first dimer, then a third dimer is added to the same site of the second
one, and so on. In this way, using the available dimer binding sites, 16 different chains
can be constructed which can be classified into families of “similar” chains, based
on the evaluated energy (via summing up dimer energies) and the geometry of each
chain. Following this procedure, six families of PTCDI chains have been constructed,
see Fig. 3.20.

We present here, with a single exception, only the evaluated stabilisation ener-
gies, based on the sum of the corresponding dimer energies, without performing an
additional relaxation of the structures using the DFT method. This is because we
have found, in the case of PTCDA chains, that the evaluated and DFT calculated
stabilisation energies of the chains are very close [16]. In the PTCDI case the same
behavior is expected.

As it might be expected, the weakest chain is F3 that involves one of the weakest
dimer contacts D1, while the most stable chain is F4 that involves by far the strongest
dimer D3, see Table 3.15. One particular chain from this family, F4a, was observed
on the Ag terminated Si(111) surface [17], and that is why we relaxed this chain with
our DFT method. A favourable agreement of its geometry can be found with the one
observed in Ref. [17], as is evidenced from Table 3.16. The binding energy for the
chain was found to be −1.12 eV (the BSSE correction 0.34 eV) which is only slightly
higher than the evaluated energy of −1.0 eV reported in Table 3.15. We expect the
strength of the F4b chain to be similar or even identical to that of F4a.

3.3.3 Monolayers Based on the PTCDI Dimers

To build all possible 2D structures involving the PTCDI molecules, we followed
the same procedure as in the cases of Melamine [10] and PTCDA [16]. Although
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Fig. 3.20 Predicted structures for the selected six PTCDI chains with two molecule in the unit cells
shown explicitly. To facilitate comparison with available experimental data, two chains from the
same family F4 are shown here, designated as F4a and F4b. The structure of the F4b chain shown
is the only one obtained after the full DFT relaxation. The lattice vector, A1, and the unit cell are
indicated in each case

Table 3.15 The evaluated (by summing corresponding dimer energies) stabilisation energies (in
eV) for selected PTCDI chains

F1 F2 F3 F4 F5 F6

Estab (eval.) −0.39 −0.74 −0.30 −1.00 −0.65 −0.48

there are 16 1D possible chains (see Sect. 3.3.2) based on the strongest dimers D1,
D2 and D3 considered above, due to the high symmetry of the molecule, only 11
2D structures can be constructed with two molecules in the unit cell using the same
dimer connections. Once the monolayer energies are evaluated, it is possible to
classify the structures into families of “similar” structures taking into account the
geometries and the evaluated energies. In this way, seven families of monolayers
can be identified and one representative from each was considered as a prototype.
The selected seven monolayers are shown in Fig. 3.21, their energies are given in
Table 3.17, while the geometrical characteristics of the unit cells in Table 3.18. One
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Table 3.16 Comparison of the geometrical characteristics of the (canted) F4a chain (with one
molecule in the unit cell), relaxed with our DFT method, with the one observed by STM on the
Ag/Si(111) surface [17]

STM [17] This work (DFT)

A1 14.1 ± 0.2 14.52
β 8 ± 2 10.4

A1 is the length (in Å3) of the lattice vector (i.e. the distance between the molecules) and β (in
degrees) is the canting angle (the angle molecules make with the direction of the chain)

more monolayer MON8, based on the D4 and D5 dimers (or the chain F4a), was
considered separately.

Note that the MON5 and MON7 monolayers contain, strictly speaking, just one
molecule in the primitive unit cell. However, to simplify our discussion, we shall refer
to them as containing two molecules, i.e. the corresponding supercells (as defined in
Fig. 3.21) will be considered as an elementary unit. The structure MON2 is similar
to the domino structure shown in Fig. 1.10b [32]. The structure MON1 is of a similar
nature, more porous, and we shall use the same “domino” name for it. The structures
MON3 and MON4 represent two variants of the herringbone phase, with the MON3
monolayer containing elongated pores between molecules, while MON4 is more
compact. In the MON5 structure we recognise the brick wall phase observed in the
STM images of [32] and shown in Fig. 1.10c. MON6 is a somehow similar phase
with large pores formed by six molecules, and we coined the name “porous” for it.
In MON7, molecules in each horizontal row go in a wave-like manner, so that we
shall call this monolayer “waveform”. Finally, MON8 must be the canted structure
seen previously [17, 32–34], see Fig. 1.10a.

The most stable PTCDI monolayer is the canted structure MON8, see Table 3.17,
based on the most stable chain F4a from the previous section. Moreover, this mono-
layer is also more stable than any of the PTCDA monolayers we have considered in
Ref. [16] which is not surprising since the PTCDI molecules form a dimer (D3) by
far more stable than any of the PTCDA dimers. The calculated canted angle (see the
previous section) along the F4a rows in the relaxed structure is β = 11.5◦. In the
present case the evaluated stabilisation energies of monolayers are all smaller than
the DFT calculated energies indicating the existence of cooperative effects.

The electron density plots for four of the calculated monolayers are shown in
Fig. 3.22. One can clearly see the formation of hydrogen bonds of various strength
between the molecules. The monolayer MON8 (canted phase) shows well developed
hydrogen bonds along the F4a chains. In spite of the fact that the chains themselves
are not bound together by the strongest D5 dimer connections (see Table 3.14), this
monolayer is the strongest one due to favourable positioning of the molecules such
that their binding along the chains is not severely affected. The MON7 monolayer
also demonstrates quite developed “kebab” structures along the chains, however,
relatively weak hydrogen bonds between the chains (made of D1 dimer connections,
Table 3.14) yield this monolayer to be only next to the strongest one. This monolayer
is then followed in energy by MON2 (the domino phase) where each molecule is

http://dx.doi.org/10.1007/978-3-642-30325-8_1
http://dx.doi.org/10.1007/978-3-642-30325-8_1
http://dx.doi.org/10.1007/978-3-642-30325-8_1
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Fig. 3.21 DFT relaxed geometries of the selected eight prototype PTCDI monolayers. Lattice
vectors as well as the unit cells are indicated. In the cases of MON5 and MON7 structures, based
on primitive cells with one molecule, the lattice vectors shown correspond to a supercell containing
two molecules
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Table 3.17 The evaluated and calculated stabilisation energies (in eV) for PTCDI monolayers
shown in Fig. 3.21

Domino Herringbone Brick wall Porous Waveform Canted
MON1 MON2 MON3 MON4 MON5 MON6 MON7 MON8

Estab (eval.) −0.72 −0.96 −0.63 −0.72 −0.60 −0.80 −1.30 −1.55
Estab (calc.) −0.89 −1.12 −0.97 −0.91 −0.85 −0.99 −1.38 −1.67
EBSSE 0.43 0.57 0.43 0.49 0.48 0.40 0.46 0.67

The BSSE correction is also shown in each case. For the ease of comparison, energies for the MON5
and MON7 structures refer to the supercell containing two molecules

Table 3.18 The lengths of lattice vectors (in Å) and the angle between them (in degrees) for the
eight selected PTCDI monolayers

Domino Herringbone Brick wall Porous Waveform Canted
MON1 MON2 MON3 MON4 MON5 MON6 MON7 MON8

A1 22.25 18.0 26.11 26.12 18.84 24.3 28.63 17.45
A2 17.92 18.01 12.05 12.23 15.86 15.9 11.62 14.51
γ 75.3 89.9 96.2 118.0 90.0 76.9 62.9 91.4

For the ease of comparison, the lattice vectors of the MON5 and MON7 structures correspond to a
supercell containing two molecules in agreement with Fig. 3.21

connected to four others via the D2 connection of intermediate strength. The other
domino phase (MON1) and the herringbone phase structures (MON3 and MON4),
as well as the brick wall phase (MON5), and the porous structure (MON6) are the
least favourable monolayers, but for different reasons: in MON1 each molecule is
connected only to three neighbors via rather weak D2 connection; in MON3 and
MON4 half of the molecules have four weak connections, the other half of the
molecules have only two of them; in MON5 each molecule has four neighbours,
however, the dimer connections (which is of the weak D1 type, Table 3.14) between
them is weak; finally, in MON6 each molecule has only three connections including
one strong and two weak ones.

So, our theoretical method has yielded six different phases, with three of them
(canted MON8, waveform MON7 and domino MON2) being particularly stable.

It is interesting to compare the experimental geometries for various phases with
those calculated above in the gas phase. Such a comparison is done in Table 3.19.
In the case of the canted structure, one can see that the canting angle and the distance
between molecules along the F4a row do not depend significantly on the substrate
(surprisingly, even in the case of a not-so-flat Au(11,12,12) surface) and are similar
to our data calculated in gas phase. However, other characteristics of the monolayer
associated with the relative positions of the rows with respect to each other (A1 and
the angle γ), may noticeably depend on the substrate, although experimental data
on these structures are only available for the Au(111) surface. This behaviour is
explained by extremely strong interaction between molecules along the F4a row as
compared with their interaction between the rows.
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Fig. 3.22 The electron density difference plots corresponding to ±0.01 electrons/Å3 of four PTCDI
monolayers MON1, MON4, MON7 and MON8. The green surface corresponds to the regions of
positive electron difference (excess) and the red areas correspond to the regions of negative electrons
density difference (depletion)

Table 3.19 The lengths (in Å) of the two lattice vectors and the angle γ (in degrees) between them
for the observed experimental image of the canted PTCDI monolayer

Surface References A1 A2 γ β

Canted Au(11,12,12) [34] – 14.2 ± 0.2 – 11 ± 2
Ag/Si(111) [17] – 14.6 ± 0.2 – –
Au(111) [33] 19.8 14.5 75 12

[32] 16.7 13.8 80 12
[32] 17.45 14.51 91.4 11.5

Brick wall Au(111) [32] 18.7 17.0 90 –
18.84 15.86 90 –

Domino Au(111) [32] 17.9 17.0 85 –
18.0 18.01 89.9 –

β is the canted angle along the F4a type rows (in degrees) for the canted structure

The agreement between the gas phase calculations and the observed structures on
gold for the brick wall and domino phases is much better: we observe very close unit
cells in each case.

The forces stabilising the PTCDA and PTCDI structures are the same that stabilise
smaller structures based on NTCDA and NTCDI molecules.

We have studied the periodic assemblies of PTCDI molecules may form on the
Au(111) surface.
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We followed a systematic theoretical approach in constructing 1D and 2D planar
periodic PTCDI assemblies, as it was done in the previous sections. In this way,
a considerable number of monolayers is built, which were then split into eight families
of similar structures. After choosing a representative structure from every family, we
proceeded further and relaxed the selected structures. In this way eight possible
structures have been predicted which represent six phases: domino, herringbone,
brick wall, porous, waveform and canted. The canted, waveform and domino phases
were found to be the most favourable energetically. The geometrical characteristics
of the canted, brick wall and domino phases calculated in the gas phase match very
closely those observed experimentally by the STM method on the Au(111) surface.

It is surprising, however, that the waveform phase, the second most favourable
structure in the gas phase, has not been found in our STM images (a simple explana-
tion could be related to the interaction with the surface to be blamed for this); since
in our theoretical analysis the surface was not accounted for and, if it was, it could
have made this particular structure much less favourable. However, in view of recent
more accurate first principles calculations [30] of a (quite similar) PTCDA molecule
with the same gold surface in which the dispersion (van der Waals) interaction was
accounted for within the newly developed vdW-DF functional [35, 36], this explana-
tion seems to be unlikely since these calculations demonstrated quite clearly that the
molecule-surface interaction is rather flat laterally. Therefore, this point still remains
unclear and awaiting explanation.

There is also another point worth mentioning, in the case of the PTCDI molecules,
one dimer connection is two times stronger than the best PTCDA dimer [16]. Nev-
ertheless, the best 2D structure we find (the canted monolayer) has a only slightly
higher binding energy when compared to the best PTCDA monolayer, which is unex-
pected. This result clearly demonstrates the importance of other dimer connections
involved in the binding of the monolayer: sometimes, in order to accommodate the
strong bondings, weak connections must also be used, and this may reduce the overall
stability of the assembly.

3.4 NTCDA

In this section we shall consider our theoretical method in application to all pos-
sible gas-phase periodic structures formed by NTCDA molecules. The geometrical
properties of NTCDA are the similar to those of the PTCDA, however, the NTCDA
molecule is shorter.

3.4.1 NTCDA Dimers

The starting point in our analysis is the identification of the binding sites in the
NTCDA molecule, see Fig. 3.23. Three possible non-equivalent binding sites have
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Fig. 3.23 NTCDA and NTCDI molecules and their non-equivalent binding sites shown by num-
bered ovals

Fig. 3.24 The geometries of the two possible NTCDA dimers

been identified. Sites 1 are of the donor type: they are composed of carbon-hydrogen
groups and are able to form double hydrogen bonds. Two of the binding sites are
exclusively acceptors (3) and are composed of oxygen atoms enabling them to form
two or three hydrogen bonds. There is also a third kind of binding site (site 2) with
both donor and acceptor atoms (it is composed of an oxygen and hydrogen atoms
able to form a double hydrogen bond); there are four such bonds along the molecule
perimeter, similarly to PTCDA.

Although, the NTCDA molecule has few, both different and similar, binding sites,
because of the symmetry of the molecule, only two dimers are possible and they are
shown in Fig. 3.24. One of the dimers is constructed by placing one NTCDA molecule
perpendicularly with respect to the other and shifting it along its longer side. Dimer
D3 is obtained when the two NTCDA molecules are connected in a “head-and-tail”
like structure, see Fig. 3.24, using binding site 3.
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Table 3.20 Stabilisation (eV), deformation and interaction energies of the NTCDA dimers

Estab (PBE) E(BSSE) Edef Eint

D1 −0.06 0.06 0.002 −0.06
D3 −0.16 0.13 0.004 −0.16

The stabilisation and interaction energies include the BSSE correction which is also shown

Fig. 3.25 Predicted structures for the selected five chains of NTCDA molecules. The lattice vector,
A1, and the unit cell are indicated in each case

The two dimers are found to relax into stable geometries. As expected, the stabil-
isation energies of the dimers shown in Table 3.20, are found to be rather small and
similar.

As evidenced from the binding energies, in all cases the dimers are very weak.
By a small margin, the most stable dimer is D3. The properties of those dimers are
very similar to PTCDA dimers, due to the similar chemical structures of PTCDA and
NTCDA molecules.

3.4.2 One-Dimensional Chain Based on the NTCDA Dimers

In this section, following the same method used in the previous sections we shall
present the 1D structures that can be built using the NTCDA dimer as a unit cell.
We build the 1D chains by connecting dimers in a chain-like manner along one
direction. Using the available dimer binding sites, 5 different chains can be obtained
(Fig. 3.25).

The weakest chains are CN4 and CN5 that involve the weakest dimer contact D1,
while the most stable chains are CN1, CN2 and CN3 that involve the strongest
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Table 3.21 The evaluated stabilisation energies, in eV, (obtained by summing up the corresponding
dimer energies) for NTCDA chains

CN1 CN2 CN3 CN4 CN5

Estab (eval.) −0.32 −0.32 −0.32 −0.12 −0.12

Fig. 3.26 Predicted structures for the three NTCDA monolayers with two molecules per unit cell
shown explicitly. The lattice vectors and the unit cell are indicated in each case

dimer D3, see Table 3.21. However, one can build the chains CN1, CN2 and CN3 by
considering only one molecule per unit cell.

We present here the evaluated stabilisation energies, based on the sum of
the corresponding dimer energies, without performing an additional relaxation
of the structures using the DFT method. This is because we find that, in the case
of the PTCDA chains evaluated and the DFT calculated stabilisation energies of the
chains are very close [16] (see Sect. 3.2.2). In the NTCDA case the same behavior is
expected (Table 3.21).

3.4.3 Monolayers Based on NTCDA Dimers

In order to build the possible structures involving the NTCDA molecules, we followed
the same procedure as in the previous cases (see Sects. 3.1.1.3, 3.2.3 and 3.3.3).
Although there are five 1D chains (see Sect. 3.4.2), only three 2D structures can be
constructed out of them with two molecules in the unit cell. We classified the 2D
structures considering the similarity with the PTCDA monolayers. In this way, the
following structures are obtained: a brick-wall structure based on the dimer D3 (MN1
see Fig. 3.26), and two herringbone-like structures based on the dimer D1 (MN2 and
MN3 see Fig. 3.26).

We present the evaluated stabilisation energies, based on the sum of the corre-
sponding dimer energies, without performing an additional relaxation of the struc-
tures using our DFT method. The most stable 2D structure is the monolayer MN1
based on the dimer D3, see Table 3.22. The monolayers MN2 and MN3 are less stable
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Table 3.22 The evaluated (by summing up the corresponding dimer energies) stabilisation energies
(in eV) for NTCDA monolayers

MN1 MN2 MN3

Estab (eval.) −0.48 −0.18 −0.18

because they are based on the less stable dimer D1. It is possible that the stabilisation
energy of the MN3 monolayer is slightly different because of extra-interactions, that
are not accounted for without a relaxation of the structure, could be present.

In the next section we shall consider the NTCDI molecule and the possible dimer
structures.

3.5 NTCDI

The structure of the NTCDI molecule is close to that of PTCDI. In this section we
shall consider all possible gas-phase dimer structures.

3.5.1 NTCDI Dimers

Again, we start by identifying the binding sites of the NTCDI molecule, see Fig. 3.23.
Three possible types of binding sites can be identified, where one of them is exclu-
sively a donor (site 1) composed of carbon-hydrogen groups able to form double
hydrogen bonds with sites presenting acceptor atoms. In the case of NTCDI, as for
PTCDI [32], such purely acceptor sites do not exist (but they exist in the case of
PTCDA [16] and NTCDA), so therefore site 1 cannot be functional. The remaining
types of binding sites have both donor and acceptor atoms (sites 2 and 3) composed
of oxygen and hydrogen atoms which are able to form a double hydrogen bond with
a binding site of the same type (reversed).

Combining binding sites 2 it is possible to obtain two pairs, D1 and D2 whose
structures are shown in Fig. 3.27. In each case the dimers are stabilised by two
hydrogen bonds.

These structures have not been relaxed. However, due to the similarity with the
PTCDI dimer, we expect that the most stable dimer is the D2. This dimer has the
same characteristics as the dimer D3 composed by PTCDI molecules, see Fig. 3.19.

The next section is dedicated to the mixed phases between melamine and
PTCDI/PTCDA molecules.
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Fig. 3.27 The geometries of the two possible NTCDI dimers

3.6 Mixed PTCDA-Melamine and PTCDI-Melamine

It is well known [23, 37] that melamine and PTCDA (or PTCDI) molecules can
form porous networks in which triangular melamine molecules serve as connectors.
Here we shall consider the possible mixed networks which can be formed by these
molecules. As done in the previous sections, the binding sites of each molecule have
been identified so that all possible structures based on two or more molecules per
unit cell have been considered and relaxed. The unit cell obtained combining either
PTCDI or PTCDA and melamine are geometrically similar due to the similarity
between PTCDA and PTCDI. In order to underline the difference between the mixed
phases based on melamine-PTCDA and melamine-PTCDI unit cells, they will be
presented at the same time. We shall describe in detail the approach used, as done
on the previous structures, starting from the melamine-PTCDA/PTCDI dimer; this
will then be followed by building all super-structures based on the dimer unit cell.

3.6.1 Melamine PTCDA/PTCDI Dimers

The starting point of our method is again the identification of the binding sites of the
molecules as was done for melamine in Sect. 3.1.1, for PTCDA in Sect. 3.2.1, and for
PTCDI in Sect. 3.3.1. Only two dimers are possible due to the geometrical properties
of the molecules. The most stable of the two is the one obtained by connecting the
side containing the oxygen atoms of the PTCDA molecules and one of the sides of a
melamine molecule, forming a dimer stabilised by a double hydrogen bond, see dimer
D1 in Fig. 3.28. The same kind of dimer can be constructed using the PTCDI and
the melamine (see Di1 Fig. 3.28). Other possible dimers are obtained by connecting
a hydrogen atom to one of the oxygen atoms at the corners of the PTCDA/PTCDI
molecules and nitrogen and hydrogen atoms of melamine, in Fig. 3.28; In dimers D2
and Di2, the molecules are not in good alignment, thus resulting less stable.

The stabilisation energies of the PTCDA-melamine and PTCDI-melamine dimers,
shown in Table 3.23, underline that dimer D1 and Di1 are very different in energy



80 3 Hydrogen-Bonding Templates in the Gas Phase

Fig. 3.28 Geometry of PTCDA/PTCDI melamine dimers

Table 3.23 Stabilisation, deformation and interaction energies ( in eV) of the PTCDA-Melamine
and PTCDI-Melamine dimers

Estab (PBE) E(BSSE) Edef Eint

PTCDA-melamine (D1) −0.18 0.14 0.01 −0.17
PTCDA-melamine (D2) −0.32 0.13 0.01 −0.31
PTCDI-melamine (Di1) −0.76 0.23 0.26 −0.50
PTCDI-melamine (Di2) −0.30 0.13 0.05 −0.25

The stabilisation and interaction energies include the BSSE correction which is also shown

due to the difference in the structures of the PTCDA and PTCDI binding sites.
In particular, the PTCDI-melamine Di1 structure is the most stable dimer while the
D1 is less stable. The lower stability is due to repulsion between the central oxygen
atom of PTCDA and the central nitrogen atom of melamine. In the case of PTCDI
and melamine molecules, this repulsion is replaced by a hydrogen bond between the
central N–H group of PTCDI and the nitrogen atom of melamine. On the other hand,
the stabilisation energy of dimers D2 and Di2 are similar because the same kind of
binding sites are involved and similar interactions are involved.

The dimers are the starting point to construct the 1D chains and the 2D monolayers
that will be the subject of the next section.
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Fig. 3.29 Geometry of one-dimensional chains and the corresponding lattice vectors corresponding
to a supercell based on the PTCDA-melamine and PTCDI melamine dimers

3.6.2 One-Dimensional Chains and Two-Dimensional Monolayers
Based on Melamine-PTCDA and Melamine PTCDI Dimers

In this section, we will present 1D structures that can be built using the PTCDA/
PTCDI-melamine dimers as a unit cell. As before, we start from the identification of
the binding sites available on the periphery of the dimers.

By considering the PTCDI/PTCDA-melamine dimers, there are a large number of
binding sites available to connect the dimers to each other. It is possible to obtain two
1D chains for each dimer, the total of four possible chains, see Fig. 3.29. Evaluation
of the stabilisation energies of these chains is done as in the previous sections, by
summing up the stabilisation energy due to single contacts.

As usual, by considering the contacts available in the chains, all the monolayers
could be obtained. It is possible to construct only one monolayer based on the D2
dimer obtained by combining Ch1 and Ch2, see Fig. 3.30. In the same way, only one
monolayer based on Di2 dimer is obtained, see Fig. 3.30. The two monolayers M1
and Mi1 are geometrically similar.

The evaluated stabilisation energy of the M1 monolayer is Estab(eval.)= −0.75 eV,
taking into account the D1 and D2 contacts between melamine and PTCDA mole-
cules and the PTCDA-PTCDA contact, see Table 3.9. In the case of PTCDI, the eval-
uated stabilisation energy of the Mi1 monolayer is Estab(eval.) = −1.36 eV. Since
these 2D monolayers based on the dimer unit cell do not explain the STM images
observed experimentally [1] we only evaluated the stabilisation energies here. In
order to have a complete understanding of experimental structures, one has to con-
sider structures with more than two molecules per unit cell. In the next section we shall
describe what kind of structures are expected if one uses more than two molecules per
unit cell.
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Fig. 3.30 Geometry of two-dimensional monolayers and the lattice vectors corresponding to a
supercell based on the PTCDA-melamine D2 dimer and PTCDI-melamine Di2 dimer
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Fig. 3.31 Geometries of some of the PTCDI-melamine unit cells with more than two molecules

3.6.3 Going Beyond Two Molecules Per Unit Cell

The aim of this section is to explain the periodicity of some STM images observed by
depositing PTCDI and melamine molecules on the Au(111) surface. These two mole-
cules, once deposited on the surface, assemble and form interesting networks. Struc-
tures such as the parallelogram and hexagonal domains, see Fig. 1.12a, b, but also
other mixed phases with different concentration of melamine and PTCDA/PTCDI,
molecules see Fig. 1.12c, d, have been reported [1, 3, 37, 38]. The hexagonal phase
exists alongside the parallelogram network. The structures presented in the previous
section cannot describe the experiments because they have a different periodicity.
We shall account for 2D structures based on more than two molecules per unit cell,
for example three or four molecules, considering an alternation of PTCDA/PTCDI
and melamine molecule on the unit cell.

The STM images described above and shown in Fig. 1.12 have been observed by
depositing PTCDI and melamine on the Au(111) surface. In this section we only
consider the assemblies which can be obtained combining PTCDI and melamine.
In fact in the PTCDA-melamine case the connections are weak due to the reasons
explained previously (Sect. 3.6.1) in addition to there being insufficient experimental
work involving these molecules.

In order to consider monolayers that have been observed experimentally one can
play with the ratio between the number of melamine and PTCDI molecules. In this
way, five unit cells have been constructed: one trimer, one tetramer, three pentamers
and one hexamer, all shown in Fig. 3.31. The trimer T1 is obtained combining two
melamine and one PTCDI molecule, another possible trimer (T2) could be considered
if two PTCDI molecules are combined with one melamine. The tetramer Ta1 is

http://dx.doi.org/10.1007/978-3-642-30325-8_1
http://dx.doi.org/10.1007/978-3-642-30325-8_1
http://dx.doi.org/10.1007/978-3-642-30325-8_1
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Table 3.24 The evaluated (by summing up the corresponding dimer energies) stabilization energies
(in eV) for selected PTCDI-melamine unit cell

T1 Ta1 P1 P2 P3 H1

Estab (eval.) −1.20 −2.28 −2.40 −3.04 −3.04 −3.28

Table 3.25 The evaluated (by summing up the corresponding dimer energies) stabilisation energies
(in eV) for selected PTCDI-melamine monolayers

MONT MONTa MONP1 MONP2 MONP3 MONH1 MONH2

Estab (eval.) −2.4 −3.04 −3.28 −2.9 −4.56 −4.8 −4.8
Estab −1.77 – −3.30 – −4.44 −4.44 –
EBSSE 0.81 – 1.07 – 1.36 1.38 –

The calculated stabilisation energies together with the corresponding BSSE corrections, obtained
using our DFT method are also shown in some cases

obtained considering two PTCDI and two melamine molecules combined in such
way that the molecules alternate; also in this case other tetramers can be considered.
Three pentamers have been considered (P1, P2 and P3) and one hexamer H1, see
Fig. 3.31. Combining these unit cells as done in the previous sections for the dimers,
many 2D structures can be obtained, however, only a few of these are comparable
with the experimental ones.

To give an idea of the stabilities of these structures, we evaluated the stabilisation
energies of each unit cell considering the energy of every contact involved in the
structure. The most stable structure is the hexamer H1 because of the larger number
of molecules and hence connections between them. Unfortunately, it is impossible
to compare the energies of these unit cells because different numbers of molecules
are involved (Table 3.24).

Placing a larger number of molecules in the unit cell increases the number of
networks that can be obtained and the possibility to have more porous patterns. In
theory, a large number of monolayers could be considered, however, only few of them
are comparable with those observed in experimental STM images and for our analysis
we shall consider only the monolayers similar to those observed experimentally.

In Table 3.25 we show calculated (using our DFT method) and estimated (by
summing up the appropriate dimer energies) stabilisation energies of some possible
monolayers, shown in Fig. 3.32. One can see that, for the structures where the com-
parison is possible, the calculated energies are in good agreement with the evaluated
ones.

By comparing the experimental images and our calculations, see Figs. 1.12 and
3.32, we can identify different networks. In order to distinguish the different phases
we compared the geometrical properties of the networks on STM images and of the
monolayers in Fig. 3.32. The parallelogram phase, see Fig. 1.12a, could be identified
as the monolayer MONP2, while the hexagonal phase, see Fig. 1.12b, could be identi-
fied as the monolayer MONP3. The third and the fourth domains, see in Fig. 1.12c, are

http://dx.doi.org/10.1007/978-3-642-30325-8_1
http://dx.doi.org/10.1007/978-3-642-30325-8_1
http://dx.doi.org/10.1007/978-3-642-30325-8_1
http://dx.doi.org/10.1007/978-3-642-30325-8_1
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Fig. 3.32 Geometries of PTCDI-melamine monolayers based on unit cells with more than two
molecules

the structures MONT and MONP1. These mixed phases can coexist when deposited
on the surface as observed in Fig. 1.12d [23].

The geometrical characteristics of some of the structures, either relaxed with DFT
(MONT, MONP1 and MONP3) or estimated from the dimer geometries (MONP2),
are compared with those observed in STM images in Table 3.26. The lattice vectors
of the monolayers are in good agreement with those available in the literature.

Up to this point all our calculations have been performed using an approximation to
the exchange-correlation energy in DFT that cannot describe the non-local dispersion
forces. In order to take into account this type of interaction, we used a more accurate
approximation to the exchange-correlation energy called the vdW-DF method (see
Sect. 2.7). In the next section we analyse the role played by this non-local forces in
the hydrogen bonded assemblies of molecules in the gas phase.

http://dx.doi.org/10.1007/978-3-642-30325-8_1
http://dx.doi.org/10.1007/978-3-642-30325-8_2
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Table 3.26 The lengths of lattice vectors (in Å) and the angle between them γ (in degrees) for the
selected PTCDI-melamine monolayers

A1 A2 γ

Parallelogram MONP2 21.36 29.36 95
[38] 19.4 ± 0.3 30.7 ± 0.4 –

Hexagonal MONP3 34.6 34.5 60
[38] 35 35 60
[37] 34.6 34.6 60

Mixed phase 1 MONT 10.54 21.49 82.2
[38] – 21.9 ± 0.5 19.9
[23] 10.0 19.9 85

Mixed phase 2 MONP1 10.58 31.55 74.7
[38] – 31.5 ± 0.5 –

Theoretical and observed values are compared

3.7 Importance of vdW Interaction for Hydrogen Bonding
Systems

In order to assess the role played by the vdW (or dispersion) interactions in the
assembly of the molecules in the gas phase we firstly consistently performed geom-
etry relaxation of the molecules themselves. Note that when doing the vdW-DF
calculations, care should be taken in the choice of the cell dimension corresponding
to the stacking direction of the molecules. We have checked that the total energies of
our molecules change by less than 0.01 eV when this cell dimension changes from
20 to 40 Å, which is sufficient for our purposes. Our calculations confirmed that PBE
and vdW-DF functionals give almost identical results for the bond lengths and bond
angles which were found to agree within 0.01 Å and 0.1◦, respectively. Then, relax-
ation calculations were performed for the corresponding flat melamine-melamine as
well as PTCDA-PTCDA and NTCDA-NTCDA dimers. The latter were considered
in two geometries D1 and D3 as shown in Fig. 3.33, and, similarly to the single
molecules, no major differences were found in the relaxed geometries between the
two density functionals.

As far as we are aware, no high-quality quantum chemistry calculations have
been previously performed for these dimer systems. Therefore, in order to evalu-
ate the performance of the two density functionals, binding energies of the dimers
where also calculated using the MP2 method.2 As demonstrated by Jureĉka et al. [8],
it reliably describes hydrogen-bonded interactions. On the other hand, the benchmark
calculations of Goll et al. [9] imply a decent performance of PBE for hydrogen-
bonded complexes as well. The results of our dimer calculations are presented in
Table 3.27. The dimers we considered are shown in Fig. 3.33. The binding energies
obtained with the vdW-DF and MP2 are in reasonable agreement for all systems,
however, the PBE energies for NTCDA and PTCDA dimers are too small. This is

2 These calculation were done by Gulans.
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Table 3.27 Stabilisation energies (eV) of the Melamine, NTCDA and PTCDA dimers, including
PBE, vdW-DF and MP2 calculation

PBE vdW-DF MP2

M–M −0.48 [11] −0.42 −0.49
NTCDA (D1) −0.06 −0.18 −0.19
NTCDA (D3) −0.16 −0.28 −0.28
PTCDA (D1) −0.23 −0.38 −0.45
PTCDA (D3) −0.25 −0.38 −0.35

Fig. 3.33 Geometry of Melamine, NTCDA and PTCDA dimers

not surprising since it is well known that hydrogen bonds involving carbon atoms are
very weak. What is surprising, however, is that in these cases there is a significant
contribution of the dispersion interaction to the binding. On the other hand, in the
case of the melamine dimer bound by strong double N–H...N hydrogen bonds, the
dispersion interaction appears to be much less significant. This is also the small-
est and therefore the least polarisable complex in our study. The binding obtained in
PBE for the melamine dimer is in general accord with previous calculations of strong
hydrogen bonded systems [39] which shows an insignificant effect of the dispersion
interaction on this type of bonding as compared with the PBE calculations.

It follows from these results that vdW-DF functional performs extremely well
when compared to the MP2 calculations. Not only is the order of stability in these
systems is correctly reproduced, but also the absolute values of the binding energies
are very close to the MP2 results. Note that, if instead of revPBE we had used the
PBE exchange in our vdW-DF calculations, a somewhat better agreement with the
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Coupled Cluster calculations could have been expected [35]. However, we did not
exploit this avenue here as it goes beyond the scope of this study.

In the case of the strongly bound melamine dimer, we have also looked at charge
density differences and found the characteristic “kebab” structure for the hydrogen
bonding, which is almost identical to that obtained with the PBE density functional
[10].
Weakly bound NTCDA and PTCDA dimers do not show any well developed “kebab”
structures with either of the density functionals. These results may be extended to
other molecules which may form hydrogen bonds with each other. Since the stability
of two-dimensional assemblies bound by hydrogen bonding is, for the most part, due
to the dimers involved [10, 40–43], we can conclude from these calculations that the
vdW-DF method gives a description of the lateral interaction between molecules very
close to that provided by the GGA functionals, with the exception of weak bonds for
which the vdW-DF method provides a slightly higher binding.

3.8 Conclusions

Our systematic method of constructing all possible supramolecular assemblies has
been applied to a wide variety of planar molecules capable of forming hydrogen
bonding with each other, including DNA bases [42, 43], melamine [10, 11], PTCDA
[16] and PTCDI, considered here. We obtained a good agreement with the patterns
experimentally observed. The introduction of the dispersion forces when consid-
ering the molecule-molecule interaction was found to be not so important in the
stabilisation of the network.

This study provides evidence that theoretical calculations performed in the gas
phase are extremely useful, at least as a first approximation, for assessing the energet-
ics and the arrangements of two-dimensional supramolecular architectures on sur-
faces where inter-molecular interactions dominate the molecule-surface interaction,
or if the latter has a relatively small corrugation across the surface. The information
on molecular energetics and possible arrangements is essential to tailor and engineer
molecular assemblies at the molecular level in order to build sophisticated organic
structures suitable for nanotechnology.

In spite of the promising results obtained in the gas phase, the next chapter is
dedicated to investigating the role played by the surface in assembly of the molecules.
Particular attention will be paid to characterise the potential energy surface PES of
our molecules on the Au(111) surface.
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Chapter 4
Molecules on the Au(111) Surface

The previous chapter provided some evidence that calculations performed in the
gas phase can be useful if the molecule-surface interaction has a relatively small
corrugation across the surface. However, the presence of the surface can be important
in giving a preferential growth direction or stabilising structures which are not the
most stable in the gas phase. More complex structures may be possible, for which the
surface may play some role, e.g. domain walls to relieve the strain between different
domains. Therefore, the calculation of the binding energies of the molecules with
the surface and the energy barriers for their diffusion are of crucial importance.
In this chapter, we shall treat accurately these issues using a different kind of approach
in order to have a complete characterisation of the phenomenon. In the first part of
the chapter, we shall present our results regarding the adsorption and diffusion of
molecules on the Au(111) surface using the standard DFT approach. Later on we
shall compare these results with the ones obtained with the vdW-DF method which
accounts for dispersion interaction. We shall present the results in the same order
as in the previous chapter starting from the melamine and then moving towards the
more complicated PTCDA, PTCDI, NTCDI and NTCDA molecules.

4.1 Melamine on the Au(111) Surface

In this section, theoretical results concerning the interaction between melamine net-
works and the Au(111) surface will be presented. In particular, we shall investigate if
there are any preferential adsorption sites for melamine on the Au(111) surface and
determine the diffusion barriers for a melamine molecule to move across the surface.
There is also a more important issue for which we shall not be able to give a satisfac-
tory solution, related to the incommensurability between the lattices of gold and of
the gas-phase melamine in the network formation on the surface; only a preliminary
analysis of it is presented.

M. Mura, Self-Assembly of Flat Organic Molecules on Metal Surfaces, 91
Springer Theses, DOI: 10.1007/978-3-642-30325-8_4,
© Springer-Verlag Berlin Heidelberg 2012
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Table 4.1 Energetics of a melamine molecule on the Au(111) surface: comparison between slabs
containing two and three layers of gold

Two layers Three layers

Eads (eV) −0.18 −0.19
Edef (eV) 0.02 0.02
Eint (eV) −0.20 −0.21
Height (Å) 3.5 3.5

The height of the molecule above the surface in its planar configuration is shown in the last row

Since the standard DFT methods underestimate the effect of the non-local disper-
sion interaction which could be essential in considering the molecules on the surface,
we performed two different kinds of calculations: the standard DFT method, and
classical molecular dynamics. Classical molecular dynamics has been considered in
order to include the dispersion energies as well.

4.1.1 Adsorption of Melamine on the Au(111) Surface

We start by describing our DFT calculations of a single melamine molecule on the
Au(111) surface. The adsorption energies are reported in Table 4.1, while the top
and side views of the adsorption geometry are presented in Fig. 4.1. Most of the
calculations were performed with a slab of two layers of the gold atoms since we did
not find any considerable difference with the calculations involving 3 layers of gold,
see Table 4.1. We have used the same setup as in [1].

We tried different initial positions of the melamine molecule with respect to the
gold lattice, by placing the molecule at 3.5 Å above the surface (the optimum distance
found in our DFT calculations). In all cases, after the relaxation, the hydrogens of
the amino group are shifted towards the gold surface. For this reason, the melamine
is not planar and it is also not parallel to the surface, see Fig. 4.1. However, in all
cases considered, the adsorption energy is small and changes very little (by no more
than 0.05 eV, i.e. up to 30 % of the adsorption energy) with the lateral position of the
molecule; some preference may be given to a position in which the N atom of an
amino group of melamine is directly above a Au atom of the surface. However, the
energy gain here, corresponding to about 5 % of the adsorption energy, is within the
precision of DFT. Hence, according to our DFT calculations, there is no preferential
adsorption site for the melamine on the Au(111) surface and the melamine should
be able to move quite easily across the Au(111) surface at room temperature (RT).

A similar calculation was done for the melamine dimer, and we found the same
behavior with a small adsorption energy which changes insignificantly with the dimer
lateral position. One can see that the dimer (considered as one body) adsorption
energy Eads given in the second column in Table 4.2, is almost twice the adsorp-
tion energy of a single melamine, reported earlier in Table 4.1. This means that the
adsorption energy of a cluster of melamine molecules on the gold surface is expected
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Fig. 4.1 The top (the left column) and side (the right) views of the electron density difference
plots of a melamine molecule a and a melamine dimer b on the Au(111) surface corresponding
to ±0.01 electrons/Å 3. The green surfaces correspond to the regions of positive electron density
difference (excess) and the red areas correspond to the regions of negative electrons density differ-
ence (depletion). Some rather weak interaction of one of the melamine N atoms with the Au atom
underneath it is visible in both cases resulting in slightly bent geometries

to be proportional to the number of molecules in the cluster. We also see from the last
column in Table 4.2 that the interaction of the dimer with the gold surface does not
affect the stabilisation of the double hydrogen bond in the dimer, and the hydrogen
bond energy remains the same. Indeed, the total stabilisation energy of the whole
system given in the last column of Table 4.2, is the sum of the binding energies of the
two melamine molecules to each other and to the gold surface. By subtracting the
two stabilisation energies given in the upper row of the table, we get −0.47 eV for
the dimer stabilisation energy on the surface, which is close to the value calculated
for the dimer in the gas phase, −0.48 eV, presented in Table 3.1. These calculations
clearly show that the gold surface does not affect the hydrogen bonds stabilising
the melamine dimer. In other words, one may say that, according to our DFT cal-
culations, the surface provides a rather weak potential for melamine molecules in
the direction perpendicular to the surface, and which, at least for practical purposes,
is also completely homogeneous laterally.

http://dx.doi.org/10.1007/978-3-642-30325-8_3
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Table 4.2 Energetics of the melamine dimer on the Au(111) surface

Dimer-Au(111) Melamine–melamine-Au(111)

Eads (eV) −0.30 −0.77
Edef (eV) 0.09 0.12
Eint (eV) −0.39 −0.89

In the second column the energies calculated with respect to the isolated surface and the dimer are
presented. In the third column the energies are given with respect to the isolated surface and two
melamine molecules. The total stabilisation energy of the dimer on the Au(111) surface is the top
number in the third column

It is well known that the PBE density functional we used in our calculations, as
described above, does not take account of the vdW interaction between molecules,
as well as between the molecules and the surface. The former contribution is not
expected to be significant as compared to the dimer binding energy already provided
by DFT (−0.44 eV), and thus it can be thought to be of secondary importance.
However, a very weak binding of melamine to the Au(111) surface (−0.15 eV per
molecule) was obtained using DFT and it may be substantially and underestimation
because of the lack of vdW interaction. Another important point is that the small
adsorption energy is inconsistent with the experimental observations of the desorption
temperature that normally is around 100–330 ◦C [2–5].

4.1.2 Commensurability of the Melamine Network
and the Au(111) Surface

We will now investigate the problem of commensurability of the melamine network
and the Au(111) surface. This is a general and complicated problem related to differ-
ent lattices of the substrate and the gas-phase monolayer of molecules adsorbed on it.
For instance, the melamine hexagonal geometry presented in Sect. 3.1.1.3 which we
obtained in the gas-phase calculations does not match that of the Au(111) surface
itself. Although both structures are hexagonal, the lengths of the lattice vectors are
different: 10.66 Å in the gas-phase melamine network and 3.00 Å of the gold surface
(our theoretical value). The ratio between these lattice vectors is not a rational num-
ber. On the other hand, if we consider a supercell, i.e. a cell of such size that the
network is commensurate with the substrate, the lattice vectors of the supercell must
be some linear combinations of the basic lattice vectors of the gold surface because
of the existence of the bulk underneath the gold surface (i.e. the 2D space group of
the surface network must be a subgroup of the 2D space group of the gold surface).
However, it is not clear how one can find the “best” periodicity for the network
within the periodic boundary conditions (PBC), since, in practice, when performing
calculations of the network with the substrate explicitly included, the lattice vectors
of the supercell must be predefined as some linear combinations of the substrate
lattice vectors. Taking different linear combinations may result in a different ratio

http://dx.doi.org/10.1007/978-3-642-30325-8_3
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between the numbers of the substrate atoms and adsorbed molecules in the cell.
This makes the comparison between these calculations nontrivial. Note that reduc-
tion of the space symmetry due to a network formation can in fact be substantial in
some cases. For instance, as it was observed in Ref. [6], in some cases, including the
melamine on the Au(111) surface, supercell lattice vectors as seen in STM images
may contain tens of the substrate lattice vectors.

The presence of the surface could influence in some way the structure of the
melamine network. To investigate this, we have adopted the following method. We
have considered a supercell of gold which is commensurate in a certain direction with
the lattice of one of the melamine chains based on a two-molecule cell. By expanding
the gold supercell two-fold, the same chain with a double cell (four molecules)
can then be accommodated. In the gas phase both distances between any pair of
neighbouring molecules are the same, whereas when the chain is allowed to relax
on the surface by the DFT method, this will no longer be true: the chain with two
molecules in the cell would have two different intermolecular distances, while the
chain with four molecules will have four. Therefore, by measuring the variation of
distances between molecules in the chain relaxed on the surface we can learn about
the possible effects of it on the chain periodicity. Similarly, if we consider angles
formed by centres of three consecutive molecules along the zig–zag shape of the
chain in the gas phase, these will all be the same. However, if we measure these
angles along the chain relaxed on the surface, there will be some variations: for the
chain containing two molecules in the cell, there will be two independent angles,
while for the chain with four molecules in the cell-four. Therefore, the variation of
the angles along the chain can also be used to characterise the possible effects of
the surface on the chain periodicity. In the same spirit, one could also look at the
interatomic distances of each melamine molecule in more detail, however, this has
not been attempted here.

The results are collected in Table 4.3. Examples of periodic systems used in these
calculations for all three chains with four molecules in the unit cell are shown
in Fig. 4.2. Consider the first Chain1, its gas-phase lattice vector is 10.66 Å, see
Table 3.3. When placed on the surface, the chain lattice vector is defined by the cho-
sen gold supercell and cannot be changed. It is possible to choose such gold cells
where the cell vectors are close to the melamine chains lattice vectors differing by no
more that 0.8 %. (We considered several orientations of the chain with respect to the
gold; in each case an appropriate cell of the gold was chosen.) From our gas-phase
calculations we know that the distance between adjacent molecules is 6.41 Å, while
the angle along the zig–zag shape of the chain is 115.1 ◦. When the chain is relaxed
on the surface, we find that the distances between molecules differ by ±0.1 Å, while
the angles vary by 4.6 ◦, which are 1.6 and 4 % of the gas-phase values, respectively.
Corresponding analysis undertaken for Chain2 shows similar deviations from the
gas phase values, see Table 4.3. Deviations for Chain3 are much larger, especially
in the angle. Note that the deformation energies of these chains (calculated with
respect to the gas-phase chains) are nevertheless very small, smaller than the DFT
adsorption energies (0.01–0.09 eV/molecule and up to 0.23 eV/molecule for one of
the orientations of Chain3, where the deformation is large).

http://dx.doi.org/10.1007/978-3-642-30325-8_3
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Table 4.3 Variations (in % of the gas-phase value) of the lattice vectors, inter-molecular distances
and angles along the zig–zag shape of the three chains relaxed with DFT on the Au(111) surface

Chain1 Chain2 Chain3a

Gas-phase Variation Gas-phase Variation Gas-phase Variation

Lattice vector 10.70 Å 0.8 % 12.26 Å 2.2 % 7.76 Å 4.5 %
M–M distance 6.41 Å 1.6 % 6.43 Å 3 % 6.57 Å 3 %
M–M–M angle 115.1 ◦ 4 % 170.2 ◦ 1.1 % 172.5 ◦ 18 %

Some of the periodic systems are shown in Fig. 4.2. (In the case of Chain3 only the system with
four molecules in the cell was considered.)

In the calculations described so far the structures of the chains were constrained
by the lattice vectors of the gold supercells chosen to accommodate the chains.
Unfortunately, when trying to repeat these calculations for melamine 2D periodic
structures on gold, we were unable to find appropriate gold supercells of small enough
size without distorting the melamine 2D networks considerably. Therefore, in order
to perform an analysis similar to that done for the chains, we instead considered
finite clusters of six molecules, shown in Fig. 4.3, corresponding to the hexagonal
and close-packed networks of Sect. 3.1.1.3. The clusters were relaxed using our
DFT method (and, therefore, with the vdW interaction not included). The inter-
molecular distances and angles formed by three consecutive molecules were found
to be 6.6 ± 0.3 Å and 178 ± 2◦, respectively, i.e. the deviations are still within 3 %
of the gas-phase values for the same clusters.

The important conclusion one can draw from these results is that distance and
angular variations, even when small, are not completely negligible, so that the devi-
ation from periodicity during the network formation can be accumulated, resulting
in a distorted periodic (quasiperiodic) arrangement of molecules. It is worth noting,
in this respect, that the orientation of chains and, therefore, monolayers, with respect
to the substrate, is more sensitive to the variation in the angle than in distance. This
might be quite important for networks whose character is different from that of the
substrates (e.g. close-packed on top of hexagonal); and, indeed, in the case of Chain3
we find a very significant angle variation of up to 31 ◦ which should help in matching
the close-packed arrangement (based on this chain) with the underlying gold lattice.

4.1.3 Corrugation of the Surface Potential

To investigate the corrugation of the surface potential for the melamine molecule
and hence calculate the corresponding diffusion barriers, we placed the molecule at
a distance of 3.5 Å above the gold surface (the DFT optimum height) and translated it
in steps of 0.1 Å along several directions across the surface ([110], [101] and [112]),
see Fig. 4.4; during each relaxation, performed using our DFT method, the lateral
position of one melamine atom was fixed, although the atom was allowed to move
vertically. All other atoms of the systems, including the upper layer atoms of the

http://dx.doi.org/10.1007/978-3-642-30325-8_3
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Fig. 4.2 Periodic systems containing Chain1 (a), Chain2 (b) and Chain3 (c) on the Au(111) surface.
The unit cells containing four molecules are explicitly indicated in all cases

Fig. 4.3 Hexagonal (a) and close-packed (b) clusters of six molecules relaxed on the Au(111)
surface

surface, were allowed to relax. We also considered the rotation of the melamine
molecule around its centre of mass, see Fig. 4.4.

These DFT calculations show that the lateral change of the binding energy is very
small, never exceeding 0.05 eV, i.e. 30 % of the DFT binding energy, see Fig. 4.5.
These calculations confirm the high mobility of the melamine on the Au(111) surface
and that it is not possible to find a preferential adsorption site for it. This means that
DFT is also incapable of explaining preferential directions of the melamine island
formation observed in experiment [6–8].

As DFT lacks vdW interactions between the molecules and the surface, we have
also considered the role that vdW interaction may play in the corrugation of the
surface potential. Inclusion of the vdW interaction via the force field [9] as described
in Sect. 2.10, resulted in a similar but smaller corrugation of 0.02 eV when the height

http://dx.doi.org/10.1007/978-3-642-30325-8_2
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Fig. 4.4 Schematic descrip-
tion of different directions
used to move the melamine
across the Au(111) surface
and the considered direction
of rotation of the melamine
around its centre of mass

of the molecule was fixed at 3.5 Å (the DFT obtained separation) and the molecule
remained planar. When we repeated these calculations at the closer separation of 2.8 Å
which corresponds to the minimum of the force field energy, the corrugation of the
surface potential increased only slightly to 0.06 eV, nearly the same value as obtained
by DFT; this time corresponding to around 5 % of the binding energy. This kind of
classical calculation was also done for the dimer; the barrier was approximately two
times larger than for a single molecule but still remained very small.

When the molecule was considered in a non-planar geometry (i.e. not parallel
to the surface, its lowest H atoms 2.3 Å above the surface and the highest N and H
atoms 3.4 Å above), then the situation changed drastically: the barriers for diffusion
increased ten-fold reaching almost 0.6 eV and the adsorption energies jumped to
values ranging between −2.3 to −1.7 eV for a non-planar H-bonded dimer. As vdW
calculations using molecular dynamics are quite approximate, we cannot say at this
point whether the planar or bent geometry is the most stable. It is clear, therefore,
that more precise calculations which include properly the vdW interaction between
molecules and the surface are required to explain the preferential adsorption of planar
molecules on flat metal surfaces.

4.2 PTCDA/PTCDI and NTCDA/NTCDI on the Au(111) Surface

PTCDA, PTCDI, NTCDA and NTCDI molecules have been largely studied because
they have interesting chemical and physical properties, such as fluorescence and
semi-conductance. The following step in our analysis is to understand how these
molecules interact with the surface. As done for the melamine molecules, we placed
the single molecules in random positions with respect to the surface. Then we used
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Fig. 4.5 Diffusion of the melamine molecule on the Au(111) surface calculated with our DFT
method along three surface directions and the rotation of a melamine around its centre of mass

our DFT method to calculate the adsorption energy of each molecule on the Au(111)
surface. We investigated in more detail the role of the vdW forces on the interaction
energy between molecule and surface using standard classical molecular dynamics.
Also, a part of this section is dedicated to the study of the diffusion of the molecules
on the Au(111) surface.

4.2.1 Adsorption of PTCDA, PTCDI, NTCDA and NTCDA
on the Au(111) Surface

PTCDA, PTCDI, NTCDA, and NTCDI molecules have the same core but they differ
in the number of atoms and terminations at the short sides. We start describing our
DFT calculations of single molecules on the Au(111) surface. We have used the same
setup as in the melamine case and in [10–12] with a slab of two layers of gold atoms.

Next, we placed single molecules melamine, NTCDA and PTCDA at random
positions in flat geometries on the surface at a distance of around 3.0–3.5 Å from it.
After the geometry relaxation we find, in all cases, that the molecules almost remain in
the original lateral positions. The only considerable displacement is observed along
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Table 4.4 Energetics of PTCDA, PTCDI, NTCDA and NTCDI molecules on the Au(111) surface
(in eV)

PTCDA PTCDI NTCDA NTCDI

Eads −0.17 −0.13 −0.10 −0.15
Edef 0.06 0.06 0.11 0.10
Eint −0.23 −0.19 −0.21 −0.25
Height 3.5 3.6 3.6 3.6

The height of the molecules above the surface in their planar configurations is shown in the last
row, (in Å)

the direction perpendicular to the surface along which the molecule is displaced,
remaining essentially flat. These results hint that the surface potential, as provided
by the PBE, must be laterally flat. After the relaxation, the molecules lie flat on the
surface at the considerable distance of about 3.5–3.6 Å, see Table 4.4 (the experi-
mentally measured distance for PTCDA on the Au(111) surface is 0.23 Å smaller
[13]). The binding energies, shown in the same table, were found to be very small, of
the order of −0.1/−0.2 eV; moreover, the binding energies of rather large PTCDA,
PTCDI, NTCDI and NTCDA molecules have been found to be nearly the same as
for the small melamine molecule. The BSSE corrections, in all cases, are noticeable
and are 0.23, 0.24 and 0.35 eV for the melamine, NTCDA and PTCDA molecules,
respectively.

The electron density difference plots, see Fig. 4.6, show a weak molecule-surface
interaction. We show only the PTCDA, PTCDI and NTCDA electron density differ-
ence plots as we expect that we would have a similar behaviour for NTCDI.

Also in this case we find in our calculations very small adsorption energies which
do not depend on the molecular dimension. NTCDA, NTCDI, PTCDA and PTCDI are
much larger molecules compared with the melamine, however, most of the energies
obtained are smaller than the adsorption energy of the melamine molecule on the
Au(111) surface, see Tables 4.1 and 4.4. The small values of the adsorption energies
of the molecules on the Au(111) surface, obtained using standard DFT, are due to
the lack of the vdW interactions (dispersion forces).

In the next section we shall discuss diffusion of the molecules on the surface using
the same method as for the melamine molecule.

4.2.2 Corrugation of the Surface Potential

To investigate the corrugation of the surface potential for the perylene molecules and
hence calculate the corresponding diffusion barriers, we placed the molecules 3.5 Å
above the gold surface (the DFT optimum height) and translated it in step of 0.1 Å
along several directions across the surface ([110], ([101]) and ([112]), as it was done
for the melamine molecule.
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Fig. 4.6 Top and side views of the electron density difference of PTCDA, PTCDI and NTCDA
molecules on the Au(111) surface corresponding respectively to ±0.01 electrons/Å 3 for PTCDA,
±0.004 electrons/Å 3 for the PTCDI and NTCDA molecules. The green surfaces correspond to the
regions of positive electron density difference (excess) and the red areas correspond to the regions
of negative electrons density difference (depletion)

Fig. 4.7 The relative energy of a PTCDA molecule calculated using PBE method as a function of
the molecule displacement along the surface direction (as indicated) and when rotating the molecule
around its centre of mass

We performed these DFT calculations for PTCDA and PTCDI, we find that the
lateral change of the binding energy is very small for these molecules, with the
corrugation of the potential energy surface of such large molecules never exceeding
0.04 eV, see Fig. 4.7.

We note that the vdW interaction may play a role in the corrugation of the surface
potential. In the next section we shall investigate in more detail the role played by
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the the vdW interaction in the adsorption energy of the molecules on the surface and
in the corrugation of the potential energy surface. We considered vdW interaction
using two approaches: one based on the classical molecular mechanic method and
another, more accurate, based on the vdW-DF method.

4.3 Importance of vdW Interaction for Stabilisation
of the Molecules on the Gold Surface

It is well known that the PBE density functional we used in our calculations,
as described above (Sect. 2.7), does not take into account the vdW interaction between
molecules, as well as between the molecules and the surface. In the former case the
contribution is not expected to be significant compared to the dimer binding energy
already provided by DFT (−0.44 eV), and thus it can be thought to be of secondary
importance, see Sects. 3.1.1.2 and 4.1. However, a suspiciously weak binding of e.g.
melamine to the Au(111) surface (−0.15 eV per molecule) that we obtained using
DFT may be substantially underestimated because of the lack of the vdW interaction.
It is possible, at present, to take account of the missing vdW interaction [14–16] and
this is what we shall discuss here.

In order to evaluate the contribution of vdW dispersion forces, we considered
two different ways to proceed: one is an approximate classical method based on the
Sci-Fi code [17] and another one is an ab initio, more accurate method based on the
vdW-DF method.

4.3.1 Approximate Method with Sci-Fi: Analysis of Adsorption
Energy and Corrugation Potential

Initially we have attempted a simpler approach in which we employed a force field [9]
developed by fitting results of the quantum chemistry calculations at the MP2 level
of various groups of all DNA base molecules with gold clusters. Note that the force
field includes all interactions between the bases and the gold surface, including vdW.
In these calculations, performed using the Sci-Fi code [17] we did not relax either the
surface, nor the melamine molecule and only the interaction energy between the two
was accounted for. Hence, the total energy of the melamine-surface system represents
directly the adsorption energy. The surface was represented as a finite 20×20×4
cluster of gold atoms which, we have checked, was large enough to neglect the effect
of its boundary on the energetics of a single melamine molecule positioned some-
where around its centre. The minimum adsorption energy for the melamine was found
to be at the molecule-surface separation of 2.9 Å and amounted to almost −1.1 eV,
which represents quite a considerable value of the binding energy. This energy min-
imum is very different compared with the results shown in Sect. 4.1.1 where, after

http://dx.doi.org/10.1007/978-3-642-30325-8_2
http://dx.doi.org/10.1007/978-3-642-30325-8_3
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Table 4.5 Interaction of single molecules with the Au(111) surface studied using the classical
potentials [9]

Molecule Binding energy, eV Height above the surface, Å

Melamine −1.08 2.9
NTCDA −1.31 3.1
NTCDI −1.58 3.2
PTCDA −2.03 3.0
PTCDI −2.14 3.2

the geometry relaxation with our DFT method, for a melamine on the Au(111) sur-
face, the molecule-surface separation was 3.5 Å, with an adsorption energy of 0.15 eV.
A similar approach has been applied to PTCDA, NTCDA, NTCDI and PTCDI mole-
cules as well. In all cases the energy minimum of the molecules on the Au(111)
surface is found to be at different molecule-surface separations compared with the
values obtained with DFT, see Table 4.4, and in all cases the adsorption energies are
increased considerably, see Tables 4.5 and 4.4.

We also used this method to evaluate the diffusion barrier of the molecules on
the surface. In order to perform these calculations we considered the same surface
directions as in the DFT calculations, see Fig. 4.4.

Most importantly and similarly to the DFT calculations, these values did show no
evident dependence on the lateral position of the molecule, at least if the molecule
remains planar. Thus, we conclude that the addition of the vdW interaction, even
at this approximate level, does result in significant binding energies. However, our
main conclusion, related to the corrugation of the surface potential, remains largely
unaffected by this, see Fig. 4.8.

In the next section we shall verify these results with a more accurate ab initio
vdW-DF method.

4.3.2 vdW-DF Method (Quantum Espresso and Siesta) Applied
to Molecules on the Au(111) Surface

Bearing in mind the noticeable cost of the calculations due to the large system sizes
considered, and the fact that, in this study, we would mainly like to draw qualitative
conclusions on the importance of the dispersion interaction for the molecule-surface
systems, all calculations of molecular adsorption on the gold surface were performed
using a slab with two layers of gold only, in which the bottom layer atoms were fixed
in the bulk geometry, while the upper layer atoms were all free to relax. We carefully
checked that using three layers of gold (with either one or two layers allowed to
relax) changes the binding energies of a melamine molecule on gold only marginally,
as described above in Sect. 4.1.1. The lateral dimensions of the unit cells were in all
cases chosen such that the interaction between images of adsorbed molecules is
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Fig. 4.8 The relative energy of a molecule (melamine, NTCDA, PTCDA and PTCDI) calculated
using our molecular mechanics method (Sci-Fi) as a function of the molecule displacement along
the surface

[
101

]
directions on the Au(111) surface

negligible: in the case of the adsorption of a single melamine on gold, a 4×3 gold
cell (24 atoms in each layer) was used, while for the melamine dimer, NTCDA, and
PTCDA adsorption we used a 4×5 gold cell (40 atoms in each layer). The largest
system we considered, a PTCDA on the two-layer gold surface, contained 118 atoms.

The electronic charge density difference for the PTCDA molecule on the gold
surface was calculated by subtracting the individual electron densities of the mole-
cule and the surface, both calculated in the geometry of the combined system, from
the density of the latter. This is shown for the PBE calculation in Fig. 4.9a which
clearly demonstrates that there is no density accumulation between the surface and
the molecule, although some redistribution of the density within each subsystem is
visible. This finding is also supported by the Mulliken population analysis. These
conclusions agree with similar calculations of the melamine and adenine (A) mole-
cules on the same surface [1, 11], and are also confirmed by the projected electronic
density of states (PDOS) (see discussion below). Thus, according to the PBE based
calculations, the binding mechanism for the flat molecules considered here on this
metal surface, is a weak physisorption.

As anticipated, this picture changes dramatically if the dispersion interaction
is accounted for. For comparison, two types of calculations have been performed:
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Fig. 4.9 Electron density difference for the PTCDA molecule on the Au(111) surface calculated
using PBE (top) and vdW-DF (bottom) methods. Red and green contours represent depletion and
excess (at ±0.004 electrons/Å 3) of electron density, respectively. Only the upper layer of the gold
surface is shown. The aim is to give a complete characterisation of the supramolecular networks,
taking into account the balance between the molecule–molecule and molecule–substrate interactions

Table 4.6 Interaction of single molecules (of N atoms) with the Au(111) surface studied using the
PBE and vdW-DF methods

Molecule N Binding energy, eV Height above the surface, Å
PBE Non-scf scf Classical PBE Non-scf scf Classical

M 15 −0.25 −0.71 −0.88 −1.08 3.5 3.5 3.1 2.9
NTCDA 24 −0.10 −1.06 −1.31 −1.31 3.6 3.6 3.5 3.1
PTCDA 38 −0.17 −1.70 −1.88 −2.03 3.6 3.5 3.3 3.0
NTCDI 26 −0.15 – −1.20 −1.58 3.6 – 3.3 3.2
PTCDI 40 −0.13 – −1.94 −2.14 3.5 – 3.2 3.2

In the latter case we show results of both electronically self-consistent (marked “scf”) and non-self-
consistent (marked “non-scf”) calculations. Results of the simulations using the classical potentials
[9] are also given under “Classical” for comparison

non-self-consistent (the PBE electron densities and geometries were used) and self-
consistent (fully vdW-DF calculations). The binding energies of the same molecules
on the gold surface, calculated self-consistently in the same way as above but using
the vdW-DF method and shown in Table 4.6, become quite significant. Moreover,
the binding energy starts to depend on the size of the molecule in accord with the
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intuitive picture that the vdW interaction is additive: the binding energies of the three
molecules relate to each other as 1.4:1.0:0.7 which is close to the corresponding
relationship 1.6:1.0:0.6 between the numbers of their atoms. As far as we know,
experimental adsorption energies are only available for the NTCDA and PTCDA
molecules on gold [18], which were measured to be 1.5 and 2.0 eV, respectively, in a
very good agreement with our calculations. Our binding energies are also supported
by an indirect experimental information on the desorption temperatures of melamine,
naphthalene tetracarboxylic diimide (NTCDI), and perylene tetracarboxylic diimide
(PTCDI) molecules from the Au(111) surface which were found to be 80, 200, and
330 ◦C, respectively (W. Xu Privater communication). Note that NTCDI and PTCDI
molecules are very similar to the NTCDA and PTCDA molecules considered here,
so that desorption temperatures for the latter should be expected to be of the same
order of magnitude. The results of NTCDI and PTCDI are shown in Table 4.6. Two
observations can be made: (i) the vdW-DF binding energies are more consistent with
desorption temperatures than the very weak ones predicted by PBE; (ii) there is a clear
dependence of the desorption temperatures on the size of the molecules, and, again
the vdW-DF calculations yields the correct results. Of course, one has to be careful in
associating the desorption temperatures directly with the adsorption energies of single
molecules; however, the trend is well reproduced only by the calculations which
account for the dispersion interaction. Note that the BSSE corrections are significant
(0.24, 0.28, and 0.42 eV for the melamine, NTCDA, and PTCDA, respectively) and
are of the same order of magnitude as the PBE calculations. Due to the cost of
the calculations and, because here we are only interested in qualitative conclusions,
bigger basis set calculations, which would reduce the BSSE, were not tried.

Interestingly, the results for the binding energies obtained in non-self-consistent
calculations, as it is clear from Table 4.6, are all systematically lower than those
obtained in fully self-consistent calculations. The underestimation of binding varies
between 0.17–0.18 eV for melamine and PTCDA molecules and 0.25 eV for NTCDA
molecules which are of the same order as the total binding energies obtained in
our PBE based calculations. These results emphasise the importance of full self-
consistency in vdW-DF based calculations.

To investigate whether the surface potential is indeed flat, we performed extensive
diffusion calculations for melamine and PTCDA molecules on the surface, in which
a single carbon atom in their benzene-like core was moved in small steps along
several directions on the surface with subsequent relaxation of all other atoms of the
molecule and the upper layer atoms of the surface; the vertical component of the
chosen atom was also allowed to relax. The total displacements for the molecules
considered across the surface were up to 3 Å. These calculations gave a variation of
the binding energy of less than 0.03 eV as a function of the molecules lateral position
confirming the fact that the surface potential is indeed extremely flat.

We performed these calculations using the vdW-DF method by translating the
molecules in 0.05 Å steps along several directions across the surface ([110] and [101])
as indicated in Fig. 4.10. The results of these calculations are shown in Fig. 4.11 for
the melamine and Fig. 4.12 for the PTCDA molecules, respectively. In some of the
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Fig. 4.10 The starting geometry of the melamine molecule on the Au(111) surface. The red arrows
indicate different directions considered to move the molecule across the surface

Fig. 4.11 The relative total energy of a melamine molecule as a function of its position on the
surface calculated using the vdW-DF functionals

calculations the steps taken were rather big, so that the curves connecting the points
are only used to guide the eye.

These results confirm an intuitive view that, at least for the gold surface studied
here, the vdW interaction simply provides stronger binding energies; in fact, this is
the main binding mechanism. Otherwise, the electron density of the molecule-gold
systems is not significantly modified by the dispersion interaction, and there is no
significant change in the electronic DOS as well, compared with the PBE based
calculations, as discussed in the next section.

The geometries of the relaxed systems did not change significantly: the molecules
still lie flat above the surface, but at a somehow closer distance than in our PBE
calculations (see Table 4.6). In fact, in the case of PTCDA, our calculated distance
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Fig. 4.12 The relative energy of a PTCDA molecule calculated using the vdW-DF methods as a
function of the molecule displacement along the surface directions as indicated

of 3.3 Å is now much closer to the experimental one of 3.27 Å [13]. Overall, atomic
displacements within the molecules are not larger than 0.01 Å. Note that, since the
revPBE exchange tends to give longer bond lengths [19], we may expect that our
molecule-to-surface distances are slightly overestimated.

4.3.3 Effect of vdW-DF Functional in the Electronic Charge
Density Difference: PTCDA Case

The calculated electron density differences, shown in Fig. 4.9b for the PTCDA mole-
cule on gold as an example, are very similar to those obtained with the PBE func-
tional. The previous conclusion of zero charge transfer between the surface and the
molecules firmly stays in place in the case of the vdW-DF calculations as well. This
result is also confirmed with the PDOS analysis, shown for the PTCDA molecule
on gold in Fig. 4.13. The DOS projected on the PTCDA atoms in the combined sys-
tem is extremely close to the DOS of an isolated molecule (indicating on a small
hybridization of the molecular and metal states), and the LUMO (the lowest unoc-
cupied molecular orbital) state of the molecule lies above the Fermi level of the
metal, and thus remains unoccupied, suggesting no charge transfer. A similar result
was obtained also in our PBE calculations (not shown). Interestingly, as seen from
Table 4.6, the binding energies obtained in the vdW-DF based calculations for all
three cases considered here are very close to those obtained in classical calculations
using the force field developed in [9]. However, the force field based calculations
predict slightly smaller distances between the molecules and the gold surface.

In order to assess the effect of electronic self-consistency on the electron den-
sity when performing vdW-DF calculations, we considered the configuration of the
PTCDA molecule on the gold surface relaxed using the vdW-DF method, and cal-
culated the electron density of this system using the PBE functional. If a non-self-
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Fig. 4.13 Electronic projected density of states (PDOS) for the PTCDA molecule on the Au(111)
surface calculated with the vdW-DF method using a single � point and the Gaussian smearing with
0.2 eV dispersion. The projections are shown on atoms of the molecule (PTCDA/Au, red) and of
the surface (Au, blue); the contribution of the surface was reduced 10 times for convenience. The
part of the DOS for energies lower than −16 eV is not shown. The Fermi energy of the metal surface
is indicated. For comparison, the total DOS of an isolated PTCDA molecule is also shown by the
(green) dashed line with HOMO and LUMO orbitals indicated explicitly

consistent calculation was performed, this PBE electron density would have been
used. The change of the electron density due to self-consistency for this system is
shown in Fig. 4.14. Note that the same contour levels are used here as in Fig. 4.9
which shows electron density difference due to adsorption. The main effect for the
gold surface is found to be in some density redistribution around the Au atoms,
which is not related to the molecule adsorption. Note that, only green contours cor-
responding to density accumulation around gold atoms are visible whereas density
depletion regions (red) are more localised and hence not visible; the total charge den-
sity change within the surface amounts to zero. Further, there is no visible change in
the electron density between the molecule and the surface. However, one can notice
some accumulation of the density around all the atoms of the molecule with subse-
quent depletion of it in the regions between them, including the regions inside the
rings. The absolute values of the density change are not big (between −0.009 and
0.074 electrons/Å 3); note, however, these are of the same order of magnitude as due
to the adsorption itself.

Finally, we have considered a melamine dimer on the gold using the vdW-DF
method. It was shown previously in [11] that a PBE based calculation does not
predict any change in the hydrogen bonding between the two molecules due to their
(rather weak) interaction with the gold surface, and the overall binding energy of two
melamine molecules to the gold is basically equal to the sum of the isolated dimer
binding energy and twice the single melamine adsorption energy. Similar results
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Fig. 4.14 The change of the electronic density of the PTCDA molecule on the gold surface,
calculated using the vdW-DF functional, due to self-consistency. Red and green contours represent
negative and positive changes (at ±0.004 electrons/Å 3) of the electron density, respectively

have been obtained here with the vdW-DF method as well; however, the binding to
the surface was found to be much stronger. Indeed, the total binding energy of the
dimer to the gold surface, calculated with respect to the isolated surface and two
separate melamine molecules, has been found to be equal to −2.08 eV. If we add
the melamine-melamine dimer binding energy of −0.42 eV, Table 3.27, and twice
the adsorption energy for a single melamine molecule of −0.88 eV, Table 4.6, we
would get a very similar energy of −2.18 eV. One can also clearly see the well
developed “kebab” structure between the two melamine molecules and the absence
of the density in the space between the molecules and the gold in the electron density
difference plot for this system in Fig. 4.15. In fact, the kebab structure is practically
unchanged as compared with that for the isolated melamine dimer (not shown). This
again demonstrates an additivity of the interactions in this system. We observe a very
small polarization of the density of the surface, however, no charge transfer to/from
the surface is present.

4.4 Conclusions

We have studied the adsorption of a selection of flat organic molecules of variable
sizes on the Au(111) surface using two density functionals: PBE, which lacks the
dispersion interaction, and the vdW-DF, which is completely parameter-free, but
accounts for this interaction in an approximate way. All our calculations are fully
self-consistent and the vdW interaction was also accounted for in calculating atomic
forces. A recently developed [20] efficient implementation of the vdW-DF method
in the SIESTA code [21] was used.

http://dx.doi.org/10.1007/978-3-642-30325-8_3
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Fig. 4.15 Side (a) and top (b) views of the electronic density difference plot for the melamine
dimer on the Au(111) surface obtained by subtracting the densities of isolated molecules and of
the surface, in the geometries of the combined system, from the density of the latter. The red and
green contours correspond to depletion and excess (at ±0.004 electrons/Å 3) of the electron density,
respectively. Only the upper layer of the gold surface is shown

We find that the vdW interaction affects very little the geometries of the mole-
cules on the gold surface, as compared to the PBE based calculations. The only
significant difference is that the molecules lie slightly closer to the surface due to
vdW interactions.

However, as anticipated, binding (adsorption) energies of these flat molecules to
the Au(111) surface are effected significantly by the dispersion interaction. While
the PBE functional predicts very weak binding which does not depend on the lateral
sizes of the molecules, the dispersion interaction, as implemented in the vdW-DF
method, drastically changes this picture: the binding energies increase many times
with the dispersion interaction providing most of the binding. We also find that the
binding energy depends linearly on the size of these planar molecules, i.e. larger
molecules experience larger vdW interaction to the gold surface with respect to
smaller ones. This is in agreement with the available experimental data and intuitive
understanding that the vdW interaction is additive by nature. In addition, we have
also considered a melamine-melamine dimer adsorbed on the gold surface. We find
that the vdW interaction does not affect the hydrogen bonding within the dimer.
However, as expected, the adsorption energies increase dramatically.

We have also investigated the role of electronic self-consistency in performing
vdW-DF calculations. We found that the change in the electronic density due to
self-consistency is of the same order of magnitude as its change for a particular
system due to adsorption. Moreover, we find that the binding energies obtained in
non-self-consistent calculations are all systematically lower than the ones obtained
in fully self-consistent calculations, with the discrepancies reaching 20 % in two of
the cases. These results emphasise the importance of performing fully self-consistent
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calculations of molecules on surfaces, and hence provide an fundamental justification
of the approach adopted here.

For flat surfaces such as the Au(111), possible two-dimensional assemblies are
usually constructed and calculated (within DFT) in the gas-phase excluding the
molecule-surface interaction and disregarding possible commensurability issues.
This is usually justified by the fact that the interaction of the molecules such as
Melamine, NTCDA, NTCDI, PTCDI and PTCDA are very weak with this surface,
as evidenced by GGA calculations, and that these energies show extremely small cor-
rugation across the surface. This suggests that single molecules must be very mobile
during their deposition at room temperature. Since these DFT calculations do not take
into account the non local vdW contribution to the correlation energy, these results
would always remain doubtful unless the vdW contribution is accounted for. PBE
calculations suggest that molecules on the gold surface can freely move across the
surface, however, their evaporation temperatures, due to weak binding, are expected
to be very low in strong disagreement with available observations. The vdW inter-
action corrects this issue and provides significant binding; the flatness of the surface
potential still remains in place, i.e. the molecules can be considered as “floating” in
a 2D pool: they cannot easily escape from the surface, but can freely move around.
This is in agreement with the STM observations that it is impossible to image small
flat molecules on the gold surface at room temperature at small coverages [1, 22, 23].
Our results also imply that the gas-phase modeling, at least in the first approximation,
should be adequate for this surface.
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Chapter 5
Influence of Dynamics of Melamine with Au
ad-Atom on the Au(111) Surface on Self
Assembled Structures: Bright Spots

In the previous chapters we analysed the self-assembly process due mainly to the
combination of molecule-molecule and molecule-surface interactions. It is clear from
the previous chapter that for flat organic molecules deposited on the Au(111) surface
the dispersion interaction plays a crucial role in the binding of the molecules to the
surface, but this interaction does not affect the corrugation of the surface potential
which remainsvery small. This suggests that molecules during their deposition at
room temperature cannot easily escape from the surface, but they can freely move
around the surface.

In our previous discussion we assumed that the surface remains intact during the
self-assembly process and it is merely represented by planar terraces. In this chapter
we address a somewhat different situation, in which one has to assume, as it will be
clear later on, that freely diffusing surface ad-atoms also have to be accounted for
during the deposition process of molecules leading to their assembly. Specifically,
we considered a situation observed experimentally when additional bright features
may appear within the gaps between the molecules. In Fig. 5.1 the STM images of
the hexagonal domains of melamine molecules deposited on the Au(111) surface
are shown. The experiment has been conducted by Dr. Fabien Silly from Oxford
University (unpublished). He found that under particular experimental conditions
one can observe the hexagonal network of melamine with or without bright spots
between the molecules. In order to explain the results of these experiments one
has to analyse the deposition process from a dynamical point of view. The bright
spots also have been observed for the same network and on the same surface from
Zhang et al. [1]. The presence of the bright spots has been also observed in the self-
assembly of benzenethiol on the Au(111) surface [2] where the Au adatoms present
on the Au(111) surface are presumably involved in the self-assembly mechanism.
The spots are observed after the co-deposition of iron atoms and 1,3,5-tricarboxylic
benzoic acid (trimesic acid, TMA) on Cu(100) [3] and after the deposition of PTCDA
on the Ag(110) surface [4].

The first question that one has to answer is why in some cases the bright spots
appear. One possibility could be that these are due to electronic effects of the tip
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Fig. 5.1 STM images of the hexagonal domain of melamine on the Au(111) surface in which either
the bright (a) or dark (b) spots appear in the network between the triangular features corresponding
to melamine molecules. Note also occasional dark spots in image (a) and bright spots in (b)

during the scanning of the sample. However, this explanation does not stand up
to scrutiny. Indeed, the spots are periodically distributed in a large portion of the
sample. When the spots are present the network is slightly distorted and this could
suggest the presence of some impurities in the centre of each hexagon of the network.
Dr. Fabien Silly, who performed the experiment, noticed that the phenomenon is
apparently correlated with the coverage of the molecules on the surface: he observed
the bright spots at a low coverage of 0.1 monolayer and in small islands while for
a high coverage of 1.0 monolayer black spots, instead of the bright ones, appear.
Experimentally, the low coverage was achieved by using small deposition rate of
the melamine molecules, which high deposition rate of the molecules was used in
obtaining high coverage networks.

The presence of the bright spots in the hexagonal network of the melamine has
been analysed in the paper by Zhang et al. [1]. After the preparation of the sample
they observed either black or bright spots in the centres of the hexagons in domains
of a melamine hexagonal network. They associated black spots with empty units
and the bright dots with “filled” units. Combining DFT calculations and geometrical
considerations [5, 6] they concluded that the presence of bright or black spots is due
to the presence or absence of melamine molecules that stand perpendicularly to the
surface (i.e. up-right). In their analysis Zhang et al. [1] tried to justify the presence
of the bright spots but they did not discuss any correlation between the presence (or
absence) of the bright spots and the melamine coverage. Considering the correlation
between the coverage and the presence of the bright spots on the network it is clear
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that the hypothesis of Zhang et al. [1] can not be the right explanation because their
hypothesis would imply that the bright spots should be observed for high coverages
only, which contradicts the experiments by Dr. F. Silly.

Our assumption is that gold atoms are trapped in the network and that the depo-
sition rate and the coverage play important roles in the formation of the network
itself. At a low coverage of 0.1 monolayer there is a small number of melamine
molecules and a certain amount of Au ad-atoms; as the melamine molecules diffuse
on the substrate, there is a high probability for the Au ad-atoms to move around
and be bound with melamine molecules and hence form a hexagonal network with
“trapped” Au atoms in its pores; at high coverage, however, there is a huge number of
melamine molecules which are free to diffuse on the substrate, and there is a higher
chance for the melamine molecules to meet and build the network, while there is
lower probability for the gold to be trapped.

In order to understand the physical processes involved, we have to answer a few
questions about what happens on the surface and to perform both relaxation and
diffusion calculations.

The next section is dedicated to the consideration diffusion of the Au ad-atom on
the Au(111) surface. We then investigate the possibility for the Au atoms to stabilise
the network and we consider the interaction of molecules or clusters with ad-atoms
on the surface. Particular care should be taken in order to understand the network
formation when the presence of gold ad-atoms is accounted for.

5.1 Diffusion of Au Atoms on the Au(111) Surface and
Detachment from a Step Edge

The Au(111) surface is not perfectly clean (presents a certain amount of impurities)
and flat: step and islands serve as sources (and drains) of the gold atoms. As a result,
there will always be some equilibrium concentration of diffusing gold ad-atoms on
terraces at the given temperature which is determined from the detailed balance of
the rates at the step edges and islands. Kinetic Monte Carlo (KMC) simulations [7]
can be useful in obtaining this equilibrium, given a certain distribution of islands
and steps. KMC is an essential method in understanding the dynamics of melamine
hexagonal lattice formation with the gold atoms present on the surface. This kind of
calculation, although going beyond the scope of this thesis (due to the lack of time),
requires knowledge of not only the diffusion barriers of single gold atoms on the
terrace, but also their barriers for the attachment and detachment to/from the steps
and islands. Since the diffusion barriers for a single melamine molecule were already
considered in Chap. 4, we shall concentrate here on the diffusion of individual gold
atoms.

Using the same method as for studying the melamine diffusion, we obtained the
barrier for the diffusion of the Au atom on the terrace to be about 0.1 eV (compare
with Refs. [8, 9]) along the [110] and [110] directions on the surface. This is still

http://dx.doi.org/10.1007/978-3-642-30325-8_4
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Fig. 5.2 The total energy of the Au ad-atom (shown in pink) as a function of its displacement from
the step edge

a small barrier, although it is twice as large as the 0.05 eV barrier for the melamine
diffusion.

We have also investigated the Au atom detachment from the step edge using the
DFT method. The initial configuration is the one where the gold ad-atom is bonded
to the step edge and the bond length is 3.0 Å. Then we displaced the Au atom in the
[110] direction across the surface away from the step edge, see Fig. 5.2. In the final
configuration the Au atom is detached from the step edge, being at the distance of
5.9 Å from the step edge.

The calculated energy that one has to overcome in order to detach one Au atom
from the step-edge is found to be 0.43 eV. The calculated barriers can be used to
estimate the equilibrium concentration of freely moving gold atoms on the surface.

5.2 Gas Phase Calculations: First Attempts

In order to estimate the stabilisation of the network in the presence of the gold
atoms we initially performed some gas phase calculations. Using the same procedure
as in Sect. 3.1, we relaxed the hexagonal domain of the melamine with an added
gold atom in the centre of each hexagon of the network. We chose two possible
positions of the Au ad-atom: the first one with the gold atom below the network by
around 0.5 Å and the other one by 1.5 Å. These two configurations have been chosen
considering the relative height of the Au ad-atom with respect to the Au(111) slab
and the melamine network. The hexagonal network was, in the first configuration,
only slightly deformed after the relaxation, while in the second case it was deformed
more significantly, see Fig. 5.3a. In both cases the Au atoms relaxed in the centre of

http://dx.doi.org/10.1007/978-3-642-30325-8_3
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Fig. 5.3 Electron density difference, corresponding to ±0.01 electrons/Å3, of the hexagonal
melamine network with ((a) and (b)) and without (c) gold atoms. The electron density differ-
ence is shown: a between the total density and the densities of the individual melamine and gold
networks; b between the total density and the individual densities of all molecules and gold atoms;
c the same as (b), but without the gold atoms. The green surfaces correspond to the regions of
positive electron density difference (excess) and the red areas—to the regions of negative elec-
tron density difference (depletion). The side view of each network is shown at the bottom of the
corresponding density difference plot

each hexagon and the network modified appropriately in order to keep the gold in
the centre of each hexagon. The presence of the gold atoms in the network induces
also a rearrangement of the electronic density difference, see Fig. 5.3.

In both cases the presence of the gold atom increases the stability of the network.
The next point to consider is the effect of the surface in this formation of the

network. In order to have a good understanding of what happens at the surface, we
performed our calculations in a systematic way. Our starting point is related to the
interaction between the single melamine molecule on the surface and an individual
gold ad-atom.

5.3 Interaction of a Melamine with an Au ad-Atom on the
Au(111) Surface

In this section we shall investigate the role played by the surface in the stabilisation
of the system “melamine + Au ad-atom”. In order to evaluate the interaction between
the melamine and a Au ad-atom on the Au(111) surface, we first relaxed two config-
urations using the DFT method in which one melamine and one Au ad-atom were
placed on the surface. In one geometry the gold is close to the molecule and in the
second geometry the gold is far away from it, see Fig. 5.4. The role of these two
calculations is to estimate the stabilisation of the “molecule-Au ad-atom” complex
or block. In the first configuration (close) the relaxed distance between the gold and
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Fig. 5.4 The geometries of a melamine and a Au ad-atom on the Au(111) surface: a close and
b far away. The ad-atom is surrounded by a red circle for clarity

the melamine is dmin = 2.23Å, measured by the gold ad-atom and the closest nitro-
gen atom of the melamine. In the second case the ad-atom was far enough to avoid
any interaction between them, ≈7.7Å. Energetically the close configuration is more
favourable by 0.9 eV with respect to the far configuration.

This calculation demonstrates that the block “melamine + Au ad-atom” is very
stable: once the complex is formed, it is very difficult to break, a barrier of around
0.9 eV needs to be overcome.

Next we performed some diffusion calculations in order to investigate the bond
formation and possible orientations of the melamine. We started from the configu-
ration in which the melamine and the Au ad-atom are at a distance of 6.5 Å and then
we translated the melamine towards the Au atom using small steps of 0.1 Å. During
each relaxation, performed using our DFT method, the lateral position of the furthest
carbon atom of the melamine was fixed, although it was allowed to move vertically.

We started from the particular configuration shown in Fig. 5.5, then, exploiting the
periodic boundary conditions, we translated the molecule in the opposite direction
across the surface towards the Au atom. These two diffusion processes correspond
to the melamine moving along [110] and [110] surface directions.

After relaxation, the distance between the melamine molecule and the Au ad-atom
is 2.24 Å for orientation 1 and 2.43 Å for orientation 2. In both cases the molecule is
bonded to the Au ad-atom but orientation 1 results in a more stable configuration by
0.2 eV. As seen in Fig. 5.5, when the melamine is moved towards the Au ad-atom,
they form a single entity and afterwards move together as one block “melamine +
Au ad-atom”, keeping the distance of 2.25 Å. Next we performed a translation of the
whole block “melamine + Au ad-atom” on the Au(111) surface, and the corrugation
energy for this system was found to be 0.2 eV. To perform the diffusion of the block
“melamine + Au ad-atom” we started from the final configuration of orientation 1
and then pushed the melamine even closer to the Au ad-atom; we find that they move
and relax together maintaining the distance of 2.25 Å.

We believe that orientation 1 is a stable minimum of the PES, while orientation 2
is a saddle point, because of the symmetry of this geometry and the fact that any
rotation of the melamine in either direction would result in more stable geometry
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Fig. 5.5 Total energy of a melamine and a Au ad-atom (shown in pink) as a function of the diffusion
steps for two orientations of the melamine. The starting and final geometries for the two orientations
are also shown (see insets)

corresponding to orientation 1. Therefore, orientation 2 can be discarded from the
following analysis as a state of the system which may only exist for a very short time.

If there is a low coverage of melamine molecules on the Au(111) surface, free Au
atoms available on the surface would form complexes with the melamine molecules as
in orientation 1 prior to melamine network formation. They can then easily diffuse on
the surface as single entities, exposing the other two sides of the melamine for possible
hydrogen bond formation with other melamine molecules. When other molecules
come close, the network will start to grow via formation of hydrogen bonds with
the other available sites of the melamine in the complex. Then the gold atom may
move to the centre of the hexagons and get trapped inside them. In the case of high
coverage of melamine molecules, the latter will form larger clusters faster, so that Au
atoms would not have enough time to approach them and move inside the hexagons.

In order to describe in more detail the process of the network formation, we have
to investigate the mechanism of hexagon formation starting from the elementary
complex (or block) “melamine + Au ad-atom”. Up to now we only know that the bond
between the melamine and the ad-atom is strong. The strength of this bond results in
some restrictions in the network formation. In the general case the melamine has six
possible sites available to form hydrogen bonds distributed over its three triangular
sides, however, in this case two of these sites on one molecular side are occupied by
the Au atom. Considering the network formation when another melamine molecule
is close to the block “melamine + Au ad-atom”, the network would most likely
start to grow employing the two free sides of the melamine. In the next section
we describe diffusion calculations of the block “melamine + Gold ad-atom” plus a
second melamine molecule in order to justify this assumption.
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Fig. 5.6 Four possible geometries of a melamine dimer and a Au ad-atom (shown in pink) on the
Au(111) surface: near one of the free possible sides of the melamine molecule, with the ad-atom
bonded to one corner and the fourth configuration where the Au ad-atom is not bonded to the
melamine

5.4 Diffusion Calculations of Melamine and “Melamine + Au
ad-Atom” Block

Similarly to the previous section, we would like to assess the interaction of a melamine
dimer with an Au ad-atom on the Au(111) surface. We considered four geometries
with our DFT method; in three of these geometries the gold atom is in a close
configuration with respect to the dimer, while in the fourth geometry the gold is far
from the melamine dimer, see Fig. 5.6.

After the relaxation, we find that the most stable geometry is the one where the gold
ad-atom is bonded to the side of the melamine which is not involved in the hydrogen
bonds of the melamine dimer. We find no difference in energies between side 1 and
side 2 configurations. These configurations are 0.75 eV more stable than the one in
which the gold atom is far from the melamine dimer and cannot form the bond with
the melamine. The configuration in which the Au ad-atom is bonded to the corner of
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one of the melamine is by 0.26 eV more stable than the far configuration; however,
it is 0.49 eV less stable than any of the side configurations. Hence, we find that, when
the gold ad-atom is bonded to a melamine molecule, the system becomes more stable
by attaching to any of its sides near their centre, and, in addition, its presence does not
affect the formation of the melamine dimer via any of the free sides of the melamine.
The described calculations imply that if there is a block “melamine + Gold ad-atom”
and a second molecule arrives near one of the free sides of the melamine molecule
in the block, the dimer formation is likely, and may even happen spontaneously, i.e.
without overcoming an energy barrier. What is not known, however, is what happens
if the second melamine arrives in another direction and gets close to the side of the
melamine occupied by the Au ad-atom.

To answer this question, we performed, using the DFT method, diffusion calcu-
lations where the second melamine is translated in two possible directions on the
Au(111) surface towards the “melamine+Au ad-atom” block. We considered only
two directions exploiting the symmetry of the melamine molecule. In each calcula-
tion the remote N atom of the second melamine molecule was moved in small steps
towards the first melamine; all atomic positions were allowed to relax apart from the
lateral coordinates of the chosen N atom and the bottom layer of the gold surface.

Unfortunately, when using the standard DFT method the melamine is easily
de-adsorbed from the surface, because this method underestimates the interaction
with the gold surface, as explained in the previous chapter. In order to overcome this
problem we performed the diffusion calculations with a method that semi-empirically
includes the dispersion interaction. This is done, by adding during the geometry relax-
ation additional interaction between the molecules and the surface due to a force field
[10] to DFT forces.

We performed a diffusion calculation of the second melamine in the [110] and
[110] directions along the Au(111) towards the occupied side of the block “melamine
+ Au ad-atom”. When we diffused the melamine in the [110] direction, and the
melamine gets very close to the ad-atom, it is desorbed from the surface, see Fig. 5.7,
due to a considerable energy barrier in that direction.

Considering the second diffusion simulation shown in Fig. 5.8, the result is more
interesting. During the first steps, the second melamine that is approaching the first
one rearranges itself (positions b and c on the graph) then it has to overcome an energy
barrier to arrive at a minimum, indicated as d, where the Au ad-atom is bonded to
both melamine molecules. We arrive at a similar configuration by further pushing
the second melamine until the next minimum, position e, is reached. Translating
the second melamine even more we arrive at a maximum of energy (indicated as f)
where an interchange of the gold atom between the two melamine molecules takes
place. Hence, it appears that it is possible to switch the bond between the first
melamine and the Au ad-atom if another melamine is approaching. The barrier for
this event to happen is however rather small, only about 0.16 eV (between configura-
tions a and f). Further diffusion of the second melamine we expect would eventually
result in a formation of the melamine dimer with the gold atom being attached to one
of the dimers free sides as in Fig. 5.6 (upper panels). This part of the path will require
overcoming an additional energy barrier and would result in a very stable structure
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Fig. 5.7 The relative energy of a melamine molecule diffusing towards the Au ad-atom (shown
in red) on the Au(111) surface calculated using the DFT method with a dispersion correction (see
text), given as a function of the molecule displacement along the surface [110] direction. The initial
and final geometries of the system are also given (inset)

with considerable energy gain. We plan to perform the corresponding Nudge Elas-
tic Band (NEB) calculations [11–14] to evaluate the corresponding energy barriers,
however, due to lack of time, these are not included in the present thesis. The impor-
tant point here is, however, that the structure d (or e) with two melamine molecules
binding a single gold atom is only metastable, with a barrier of only about 0.1 eV to
be overcome to break it.

Summarising, with these calculations we found that if another melamine mole-
cule approaches a “melamine + Au ad-atom” block from the side occupied by the
gold atom, we observe two different behaviours that are strongly dependent on the
orientation of the molecules. In either case a significant energy barrier needs to be
overcome to arrive at the stable configuration in which two molecules bind to each
other forming a dimer and the gold atom is attached to any of the four free sides of it.
If, however, the second melamine molecule approaches the block initially from a
free side of the first molecule, they bind easily forming a usual melamine dimer.
This process is spontaneous as there is no energy barrier; moreover, there is a con-
siderable energy gain, see Sect. 5.3 and also Sect. 5.5. Therefore, it is reasonable to
assume that the former two processes considered above can be discarded: even if the
second melamine molecule approaches the “melamine + Au ad-atom” block from
the gold atom side, it still requires less energy to steer around the first melamine to
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Fig. 5.8 The relative energy of a melamine molecule diffusing towards the Au ad-atom (shown in
pink) on the Au(111) surface calculated using the DFT method with a dispersion correction (see
text), given as a function of the molecule displacement along the surface direction [110]. Geometries
corresponding to some positions on the energy curve are also shown (right)

attach to it at one of the two free sides as this results in considerable energy gain and
requires no barrier to overcome at all.

5.5 Melamine Clusters and a Au ad-Atom

So far we have characterised the interaction of the melamine molecules or a melamine
dimer with the Au ad-atom on the Au(111) surface. The aim of this section is to eval-
uate the stabilisation energy of some melamine clusters relevant for the hexagonal
melamine network formation process in the presence of Au ad-atom. To this end,
we relaxed some of the melamine clusters of up to six molecules on the Au(111)
surface together with the Au ad-atom, see Fig. 5.9. This sequence of clusters corre-
sponds to a possible mechanism of a formation of a single melamine hexagon with
the gold atoms inside it, see Fig. 5.10. This mechanism is based on the following
points which come out from our calculations discussed above:
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• gold atoms are always present on the Au(111) surface and are quite mobile on it;
• a melamine molecule diffuses freely on the surface;
• a single Au ad-atom and a melamine molecule forms a strong block when in close

proximity of each other;
• that block can almost freely move around the surface as a single entity;
• if a second melamine molecule comes close to the block, it can attach to it via one

of the two free sides of the first melamine; the smallest barrier for this attachment
process is expected when the two melamine molecules meet with their free sides,
i.e. when the bonded Au ad-atom is not on their way; if, however, the second
melamine molecule comes from the gold atom side, it will steer around it to attach
eventually to one of the free sides; in either case there is only a very small melamine
diffusion barrier to overcome;

• the hexagonal network may therefore be formed in a step-by-step fashion: firstly,
a “melamine + Au ad-atom” block is formed; then a second melamine molecule
attaches to the block to one of its free sides, then the third molecule attaches to the
second one, then the fourth, and so on, see Fig. 5.10. This way the whole hexagon
can be constructed with the Au ad-atom being inside it, i.e. trapped.

• This mechanism is based on the assumption (to be addressed and discussed later in
detail) that when the final (sixth) molecule comes to close the gap in the hexagon,
see Fig. 5.9, the Au ad-atom moves to the centre of the hexagon providing the
required space for the sixth molecule to form hydrogen bonds with the first and
the fifth molecules as shown in Fig. 5.10.

The calculated energies of the structures shown in Fig. 5.9 are presented in
Table 5.1. We found that when increasing the number of melamine molecules in the
cluster, a gain in the stabilisation energy due to the additional melamine–melamine
and melamine-substrate interactions is clearly seen. We also compared the energies
of the clusters composed of n + 1 and n melamine molecules. We noticed that the
difference in energy between the two consecutive clusters, �En = En+1 − En , is
kept nearly constant for all structures (around 0.8–0.85 eV) except for the hexagon
(note that the BSSE correction was accounted for in these calculations which were
all performed within the PBE method). In the latter case there is an additional gain
in the energy due to the introduction of the sixth melamine which forms hydrogen
bonding with two, rather than one, melamine molecules; in addition, the translation
of the Au ad-atom from the side to the centre of the hexagon position may affect the
total energy of the hexagon cluster.

In order to address this latter point, we considered a melamine hexagon on the
Au(111) surface with a single Au ad-atom. Following the same procedure used
for the melamine and the melamine dimer, see Sects. 5.3 and 5.4, we relaxed two
configurations: one with the Au ad-atom in the centre of the hexagon and another
with the atom outside and away from it in order to avoid the possibility of bond
formation. These calculations suggest that there is a gain in energy of approximately
0.2 eV when the Au ad-atom is in the centre of the hexagon.

Note that we could have started from the same “melamine + Au ad-atom” block
and then added melamine molecules in another way, so that the Au ad-atom would
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Fig. 5.9 The geometries of melamine clusters interacting with the Au ad-atom (shown in red) on
the Au(111) surface

Table 5.1 Total energies (calculated using the PBE density functional) of different clusters of
molecules with the Au ad-atom on the Au(111) surface (in eV and without the BSSE correction)

melamine-Au dimer-Au trimer-Au tetramer-Au pentagon-Au hexagon-Au

Estab −3.94 −4.74 −5.53 −6.38 −7.23 −8.28
�En 0 −0.80 −0.79 −0.85 −0.85 −1.05

In the second row relative energies between two consecutive clusters are given for convenience

appear outside the hexagon. This will happen if each time a new melamine molecule
comes to a free side of a melamine in the existing cluster, and the coming molecules
would close the hexagon in an appropriate way, see the right schematics in Fig. 5.11.

Summarising, we found that the hexagonal structure of the melamine molecules
is more stable when the Au ad-atom is in the centre, however, we also know that the
block “melamine + Au ad-atom” forms a very strong bond. On the other hand, the
hexagon with the gold atom inside cannot be formed unless there is enough room
for the sixth molecule to move in; for this to happen, the Au ad-atom must occupy
a certain position inside the pentagon, it should detach from the first molecule to
facilitate the bond formation of the latter with the sixth molecule. Depending on how
the second molecule gets attached to the first, the hexagon formation may go in a
different direction, as schematically shown in Fig. 5.11.

One of the three possibilities where the gold atom remains at each step outside
the hexagon being formed (Model C in Fig. 5.11) is trivial and does not require any
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Fig. 5.10 The proposed scheme (from a to f) for the formation process of a melamine hexagon
starting from a a “melamine+Au ad-atom” block and leading to the final f structure with six
molecules and the gold atom in the middle

special modeling as we know from our calculations already performed and discussed
above that two melamine molecules easily form a dimer on the Au(111) surface with
substantial energy gain. The presence of the gold atom attached to one of them does
not affect this process as long as the atom is attached to a side of the melamine not
involved in the hydrogen bonding between the two melamine molecules.

In the other two scenarios (Models A and B in Fig. 5.11) the gold atom is attached
to one of the end molecules of the pentagon prior to the hexagon formation and this
does not allow for the sixth molecule to attach easily to close the hexagon. Note
that these two cases are not identical and both require detailed modeling to assess
their feasibility. Therefore, our main concern now should be about the formation
of the closed hexagonal structure starting from a pentagonal cluster in which the
first melamine is bonded to a Au ad-atom, and other melamine molecules form a
pentagon with the first. We have to investigate whether the Au ad-atom can diffuse
from its block-bonded position with the first melamine molecule outside (Model B)
or to the centre (Model A) of the hexagon when the sixth molecule diffuses towards
it from the outside to close the gap. In order to address this issue we performed some
diffusion calculations that should elucidate the two processes.
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Fig. 5.11 Three main possibilities of a melamine hexagon formation from the “melamine+Au
ad-atom” seed (indicated by a square box). The order in which the molecules attach to the seed
is indicated by numbers and the arrows. The final positions of the sixth molecule and of the gold
ad-atom are also shown as dim. Note that in Model B the gold ad-atom may either diffuse out of
the hexagon or re-attach to the sixth molecule, as shown

5.6 The Final Stage of Formation of a Melamine Hexagon with a
Au ad-Atom

The formation of the hexagonal structure with the Au ad-atom in the centre of it on the
Au(111) surface is a complex problem that involves many degrees of freedom; the
energy profile of this process must be complicated and it is difficult to understand
the dynamics of the network formation a priori without considering various possible
processes which might contribute to it. The essential elementary process we are
addressing here is that of a formation of a closed individual melamine hexagon with
a Au ad-atom attached to one of the melamine molecules; this is the system which
“grew” from a “melamine + Au ad-atom” block serving as a “seed”. We have seen
in the previous section that three possibilities may arise (see Fig. 5.11):

• Models A and B: these are two possibilities for the Au ad-atom to appear inside the
formed pentagon; these are due to two possible sites the gold ad-atom may occupy
in the pentagon. Then there is a question of how the sixth melamine closes the gap
and the complete hexagon is formed since the latter requires for the Au ad-atom
to move out of the sixth molecule way. It can either move inside the hexagon to
free the corresponding site of the first melamine for the sixth molecule to bind to
(Model A), or it can move outside of the hexagon (Model B);

• Model C: a melamine hexagon is formed with the Au ad-atom outside it; this
process requires a succession of simple melamine-to-melamine attachments which
are spontaneous (in fact, there is a substantial energy gain) provided that the
melamine molecules are sufficiently close to each other.

To shed more light on these issue, we performed calculations with our DFT method,
with and without taking into account the dispersion forces. In the former case the
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Fig. 5.12 Two possible geometries (models b and a of Fig. 5.11 respectively) of melamine pen-
tagons with the attached Au ad-atom (shown as pink) and the sixth melamine molecule translated
towards the pentagons in the direction indicated

dispersion interaction was accounted for semi-empirically, by simply adding to the
SIESTA energy an additional interaction between the molecules and the gold surface
taken from the force field [10]. The forces on the atoms were affected correspond-
ingly. Initially we considered two clusters composed of six melamine molecules,
see Fig. 5.12, and the Au ad-atom bonded in two possible ways to one of the edge
pentagon melamine molecules corresponding to models A and B in Fig. 5.11. The
sixth melamine molecule is considered to diffuse towards the pentagon in a direction
to close the gap.

Consider model B first, see Fig. 5.12 (left). The calculations which were done
with the DFT method without the dispersion correction give a weak interaction with
the surface and, as a result of this, the melamine molecule easily de-adsorbs from
the surface. We know from the previous chapter that in order to improve the results
related to the weak adsorption energy, we have to take into account the dispersion
interaction. All our calculations discussed below in this section were perfomed using
the dispersion correction.

We performed diffusion calculations starting from geometry A in Fig. 5.13 and
then translated the melamine molecule towards the Au ad-atom (bonded to the first
melamine molecule of the cluster as shown) along the direction shown by the arrow
in Fig. 5.12a. During this simulation, the most distant nitrogen atom of the sixth
molecule was allowed to relax only in the vertical direction perpendicular to the
surface. The total energy of the system (without the BSSE correction, which is
expected to be similar along the whole diffusion path) is presented as a function
of the displacement of the sixth melamine molecule in Fig. 5.13. The most stable
configuration indicated with C in Fig. 5.13 corresponds to the geometry in which the
Au ad-atom is bonded to two melamine molecules at the same time. We have come
across this geometry in the previous Sect. 5.5). Further displacements of the sixth
molecule, after overcoming a barrier of around 0.2 eV, leads to its re-orientation, and
consequently the Au ad-atom gets re-attached from the fifth molecule to the sixth.
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Fig. 5.13 The relative energy of a melamine molecule diffusing towards the Au ad-atom of the pen-
tagon on the Au(111) surface calculated using the DFT method with the semi-empirical dispersion
correction as a function of the molecule displacement towards the gap in the pentagon. Obtained
geometries corresponding to some positions on the energy curve are also shown

Eventually, it appears to be outside the hexagon (geometry E). Thus, we found that
the sixth melamine can pick up the Au atom from another melamine and close the
hexagon pushing the Au atom outside it. Overall, Model B requires a number of
energy barriers to overcome; however, neither of them is higher than 0.2 eV, which
must be feasible at RT.

The second geometry considered corresponds to Model A in Fig. 5.11, with the
starting geometry for our diffusion calculation and the direction in which the sixth
melamine was moved shown in Fig. 5.12b. Unfortunately, this calculation results in
the de-adsorption of the melamine from the surface. The result obtained underlines
that the chosen direction for the sixth molecule does not lie close to the minimum
energy path and hence we need to explore the potential energy surface (PES) of
the system in more detail in order to better understand the process. It might still
be possible that there is a relatively small barrier for the Au ad-atom to move from
the side of the melamine to the centre of the hexagon and this barrier could be
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easily overcome at RT. After all, when the sixth melamine closes the hexagon, one
should expect a considerable energy gain. Due to the considerable size of the system,
we initially adopted a simple approach in which, starting from the configuration in
Fig. 5.12b, we considered two cross-sections of the PES: one where the Au ad-atom
is translated towards the centre of the hexagon from its in-block position with the
sixth molecule pinned to the surface by its remote N atom, and the second one where
the sixth melamine is translated towards the gap to close the hexagon, while the Au
adatom is in the centre of the hexagon.

From the first diffusion calculation (pinned sixth melamine) we observed that
when the gold is translated towards the centre, the melamine which it is bonded to
is dragged along with the corresponding distortion of the hexagon. However, this
process appears not to be very favourable because it makes the hydrogen bonds of
the first melamine molecule with the others weaker: eventually the bond between the
gold atom and the first melamine breaks. In order to translate the Au ad-atom to the
centre of the hexagon one has to overcome the energy barrier of about 0.5 eV.

Therefore, in the following set of calculations, we considered the system with
one more melamine molecule added as shown in Fig. 5.14a in order to stabilise
the first melamine molecule. Using this cluster with seven molecules, we repeated
the diffusion of the Au atoms towards the centre of the hexagon and, as in the
previous case, the melamine is initially dragged along towards the centre with the Au
ad-atom, but it then returns to the initial position. The energy profile of this diffusion
calculation together with the three geometries (insets) is shown in Fig. 5.14a. The
corresponding energy barrier was found to be 0.4 eV.

The last geometry of this diffusion calculation with the Au adatom in the hexagon
centre and the sixth melamine molecule just outside the gap in the hexagon was then
used as the starting geometry for the second diffusion calculation in which the sixth
melamine was translated to close the gap in the hexagon, see Fig. 5.14b. We find no
barrier along this diffusion path; moreover, there is a considerable energy gain of
around 1.0 eV for the sixth melamine molecule to close the hexagon.

In summary, there is a barrier of about 0.4 eV for the gold atom to diffuse towards
the centre of the hexagon, while there is a significant energy gain of 1.0 eV for the
sixth melamine to close the hexagon on the Au(111) surface. These results indicate
that the whole complicated process of the formation of a hexagon with a Au atom
inside it due to Model A of Fig. 5.11, may actually be spontaneous (no barrier) or
require a small barrier which can easily be overcome at RT.

Proper calculation of the energy barriers for either of the three models considered
above would require more detailed calculations based on e.g. NEB method [11–14].
However, due to lack of time, these calculations (which are currently being run) are
not included in this thesis.
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Fig. 5.14 The total energy of the system in the diffusion calculations shown as a function of the
displacement coordinate: a when the Au ad-atom moves towards the centre of the hexagon and
b when the melamine molecule moves to close the hexagon with the Au ad-atom being in its centre

5.7 Modelling the STM Images of the Hexagonal Cluster
on the Au(111) Surface

An essential additional point for the justification of the “trapped gold atoms” model
to explain the observed bright spots in the melamine hexagonal network on the
Au(111) surface is to model its STM image. Hence, we performed modelling of STM
images for a number of structures using the Tersoff-Hamann method as explained
in Sect. 2.9.1. In all our calculations described below the bias was set to −0.5 V
(occupied states). Two layers of gold were used in all cases.

http://dx.doi.org/10.1007/978-3-642-30325-8_2
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Fig. 5.15 Calculated STM images of a melamine with (right) and without (left) an Au ad-atom
(Vs = −0.5V, ds t = 3.6). In the former case the system geometry corresponded to that shown in
Fig. 5.4a

First, we analysed a single melamine molecule and a melamine molecule bonded
to the Au ad-atom on the Au(111) surface. The geometry shown in Fig. 5.4a was used
in the latter case. The calculated STM images for both cases are shown in Fig. 5.15.
One can clearly see that an individual melamine molecule appears as a triangle,
in agreement with the available experimental information, while the block “melamine
+ Au ad-atom” appears as a triangle with a spot attached to one of its sides. As far
as we are aware, this latter image has never been observed experimentally, which
may suggest that this block may only exist temporarily as a precursor for the growth
of the hexagonal network with the gold atoms trapped in it: according to our model
described above, as the hexagon is formed, the Au ad-atom leaves its block and
moves to the centre of the corresponding hexagon. Note also that in both images the
amino groups of the melamine are easily distinguishable.

The next system we considered was the hexagon of melamine molecules without
and with the Au atom in its centre. The corresponding calculated STM images are
shown in Fig. 5.16. All the geometries that we considered have been described in the
previous sections. One can see from Fig. 5.16 (left) that it is possible to resolve every
single melamine within the hexagon in the image. When the Au ad-atom is present
in the hexagon centre, see Fig. 5.16 (right), there is a clear bright spot appearing in
the STM image in the centre of the hexagon and the density of states of the single
molecules is slightly perturbed due to a distortion in the geometry of the hexagon.
In this case the gold atom is at the same height as the hexagon itself and it is equally
bright.

Hence, we see that the expected appearance of the gold atom in the centre of
a melamine hexagon is in perfect agreement with the bright spots observed in the
STM images in Fig. 5.1a. This result brings in an additional justification to our model
presenting the observed bright spots as being gold atoms trapped in the hexagonal
network during its formation.
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Fig. 5.16 Calculated STM images of the melamine hexagon without (left) and with (right) the Au
ad-atom in its centre on the Au(111) surface (Vs = −0.5V, ds t = 3.6)

5.8 Conclusion

In order to prove our hypothesis that gold atoms are trapped in the melamine hexag-
onal network we used different approaches. We find a small diffusion barrier for a
gold atom on the Au(111) surface. Once a “melamine +Au ad-atom” block is formed,
they diffuse easily on the surface.

The diffusion calculations show that if a melamine approaches a “melamine+Au
ad-atom” block from a direction different to the position of the Au atom, a hexagon
may eventually form at RT with the Au atom either inside or outside it. Even in the
case of the Au atom appearing outside the hexagon, when additional molecules come
to form another hexagon attached to the first one, this Au atom would end up in the
centre of the second hexagon. This observation also agrees with the experimental
image in Fig. 5.1a where one can see gaps inside some of the hexagons, i.e. the space
inside hexagons is empty (a “defect”).

Summarising, we believe that, at small deposition rate, gold atoms, which are
always present on the surface and quite mobile on it, would quickly form blocks or
complexes with the melamine molecules, and these can also diffuse freely on the
surface. When a second melamine molecule comes in proximity of these blocks,
a hexagon formation is initiated. If the number of gold atoms is sufficiently high,
then hexagons with the gold atoms trapped inside them are formed and the hexagonal
network grows with the gold atoms inside almost every hexagon. However, if the
deposition rate is high, then the melamine network is formed first as the gold atom
would not have enough time to reach the molecules before this happens. Of course,
some of them may, and occasional bright spots in the STM image in Fig. 5.1b taken
at high deposition rate prove that.

A proper “proof” of this mechanism can only be done, based on the barriers (and
hence rates) calculated in this study, if a dynamical approach is adopted, e.g. by
means of an appropriate Kinetic Monte Carlo (KMC) [7] calculation which we plan
as future work.
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Chapter 6
Modelling of DNA Derivatives and Comparison
with Experimental Results

In this chapter we address the characterisation of the assembly of N-aryl-modified
nucleobases adenine, cytosine, guanine and thymine (DNA derivatives) on the
Au(111) surface. The Watson-Crick hydrogen-bonding has traditionally been thought
to be a prerequisite for high-fidelity DNA replication [1], playing an important role
in the prebiotic soup and in the formation of organic systems there. At the beginning,
surfaces may have mediated in the recognition events, catalyzing the formation of
a covalent backbone prototype and may have functioned as templates in a primitive
copying mechanism. However, considering the deposition of DNA and RNA bases
alone on the Au(111) surface, Watson-Crick pairs seem not to be the only possibility
for the assembly of these nucleotides [2–16].

In particular we shall consider simple nucleotides in which the nitrogen atom,
normally attached to the sugar moiety, has been connected to an aromatic group
(a kind of phenyl ring) serving as a substitute to the sugar phosphate group,1 see
Fig. 6.1. These modifications of the molecular structure of the nucleotides must play
an important role in the recognition between complementary nucleobases as the
possibility to form H-bonded structures is reduced because of the presence of the
aromatic groups bonded to the nucleobases. In experiments conducted in UHV by our
collaborators from the Aarhus University the DNA derivatives were deposited at a
temperature close to 400 K on the Au(111) surface. The STM images were recorded
in constant current mode and at temperatures ranging between 100 and 160 K, in
order to stabilise the formed supramolecular nanostructures. They found that these
molecules form well ordered patterns, see Fig. 6.2.

The modified cytosine (C) and guanine (G) molecules form monolayers consist-
ing of parallel lines of molecules. However, the mixed phase of C and G shown in
Fig. 6.2 is a porous network with six molecules in the unit cell. The adenine derivative,
similar to guanine and cytosine, form monolayers consisting of parallel lines of mole-
cules. The thymine derivative, on the other hand, does not form a periodic network.

1 Details about the synthesis and the characterisation of the N-aryl-modified nucleobases could be
found in [17, 18].

M. Mura, Self-Assembly of Flat Organic Molecules on Metal Surfaces, 137
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Fig. 6.1 Geometries of the DNA derivative: adenine, cytosine, guanine and thymine

Fig. 6.2 High-resolution STM images of self-assembled nanostructures formed by depositing
N-aryl-modified nucleobases guanine, cytosine and guanine-cytosine (from left to right) on the
Au(111) surface

No pictures of these networks are given since we are mainly concerned with C and
G network here.

The STM images of the DNA derivatives demonstrate different assemblies to those
seen for non modified bases deposited on the same Au(111) surface [2, 9, 11, 15, 19]:
the presence of the aromatic ring bonded to the DNA base makes different configu-
rations in the assembly of the DNA bases more favourable. These experiments also
indicate that the Watson-Crick hydrogen bonding can still play an important role
in driving the molecular recognition between the complementary nucleobases on
the Au(111) surface. Our aim here is to work out the molecular models responsible
for these patterns. From the images it is not immediately clear how the molecules
assemble. In the case of the mixed cytosine-guanine phase it is especially diffi-
cult to identify the molecules and distinguish between them. The gas phase model,
in first approximation, is a good approach to describe all possible assemblies of the
molecules and to identify the monolayers based on the DNA derivatives. The gas
phase model is also a good approximation in the case of the gold surface because its
PES could be considered flat for some organic molecules such as melamine, PTCDA,
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PTCDI, NTCDI and NTCDA (see Chap. 4) and the DNA bases [2, 9–11, 13, 15].
We believe this is also true for the DNA derivatives.

We could have considered all possible structures using our systematic approach
(as explained in Sect. 3.1), and then compare the obtained 2D structures with the
experimental images. However, since a large number of monolayers could be built
we selected only those based on the most stable dimers exploiting the previous
work done for simple DNA bases [3–6] and considering only the structures which
could explain the periodicity of the STM images observed. Moreover, we want to
keep a continuity between the previous and the present work, therefore, in order to
compare the DNA derivative dimers with the simple DNA dimers, we kept the same
nomenclature as used previously.

In the next section we shall present our results for the selected dimers based
on the DNA molecules in the gas phase. We shall first examine the most favourable
homo-pairs, and then study the guanine-cytosine hetero-pairs (including the Watson-
Crick pair). We demonstrated in Sect. 3.7 that the PBE method is accurate enough to
describe the molecule-molecule interaction. Therefore, all the gas phase structures
have been relaxed using the PBE method, while we used the vdW-DF method to
describe the molecule-surface systems.

6.1 Pairs Based on the DNA Derivatives in the Gas Phase

This section is dedicated to the DNA derivatives dimers in the gas phase. The results
are presented starting from the adenine dimers and then cytosine, guanine, thymine
dimers. Finally the hetero-pairs obtained combining the cytosine and guanine will
follow.

Adenine Dimer

Adenine is an asymmetric molecule, in the previous work that concerns the gas phase
analysis of pairs based on the simple DNA base adenine [5] it was demonstrated that
there are 21 possible planar adenine pairs. In our case the number of possibilities is
decreased due to the presence of the aromatic ring bonded to the adenine nucleobase.
However, in spite of the presence of the aromatic ring, the number of pairs possible
is still large. We considered only seven possible adenine dimers shown in Fig. 6.3,
which are selected considering the most stable configurations obtained in [5]. Two
additional pairs are also considered which involved hydrogen bonds stabilised by
bromine, specific for this molecule.

The seven dimers are found to relax into stable geometries, however, after relax-
ation the aromatic groups of the adenine molecules are slightly rotated with respect
to the plane of the nucleobases. The stabilisation energies associated with these
structures are presented in Table 6.1 and they are in good agreement with the values
previously obtained in the literature for adenine [5].

The A1A2 dimer is the most stable structure while the ABr1 and ABr2 dimers
are the least stable. This is also evidenced by the electron density difference plots

http://dx.doi.org/10.1007/978-3-642-30325-8_4
http://dx.doi.org/10.1007/978-3-642-30325-8_3
http://dx.doi.org/10.1007/978-3-642-30325-8_3
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Fig. 6.3 The geometries of adenine, cytosine, guanine and thymine dimers shown together with
the plots of the electron density difference corresponding to ±0.01 electrons/Å3 for the A1A1,
A1A2, A1A2_flipped dimer, C5C5, C6C1, the guanine and thymine pairs and ±0.002 electrons/Å3

for ABr1, ABr2, CF1CF1, CF2CF2 pairs. The green surfaces correspond to the regions of positive
electron density difference (excess) and the red areas correspond to the regions of negative electrons
density difference (depletion)

Table 6.1 Energetics of the adenine derivative dimers (in eV)

A1A1 A1A2 A1A2_flipped A2A2 A3A6 ABr1 ABr2

Estab −0.46 −0.62 −0.48 −0.59 −0.14 −0.06 −0.03
Edef 0.09 0.10 0.16 0.11 0.003 0.01 0.01
Eint −0.55 0.72 −0.64 −0.70 −0.14 −0.05 −0.04
EBSSE 0.14 0.06 0.14 0.14 0.06 0.07 0.02

The stabilisation and interaction energies include the BSSE correction

in Fig. 6.3. The most developed “kebab” structure is displayed for the most stable
dimers A1A2, A1A2, A1A2_flipped and A2A2 while in the case of the weaker
pairs the “kebab” structures are interrupted. One may think that bromine could be a
good acceptor in the hydrogen bond due to its high electronegativity (for bromine it is
2.96 eV compared with 3.04 and 3.44 eV for nitrogen and oxygen atoms respectively).
However, the pairs are still weakly bound. The weak reactivity of the bromine is
caused by the bond with the carbon atom of the aromatic ring.

So far the most suitable pairs that can be used to build the 1D chain are A1A2
and A2A2: the high stability of these pairs ensures a subsequent high stability when
the molecules are deposited on the gold surface as indeed found in the experiments.
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Table 6.2 Energetics of the cytosine and guanine derivatives dimers (in eV)

Cytosine Guanine
C5C5 C6C1 CF1CF1 CF2CF2 G6G6 G_flipped G5G7_1 G5G7_2

Estab 0.85 −0.36 −0.008 −0.001 −1.14 −0.79 −0.77 −0.56
Edef 0.18 0.08 0.018 0.015 0.21 0.10 0.10 0.04
Eint −1.03 −0.44 −0.026 −0.017 −1.35 −0.89 −0.87 −0.59
EBSSE 0.15 0.10 0.033 0.035 0.21 0.17 0.035 0.033

The stabilisation and interaction energies include the BSSE correction

Cytosine Dimer

Considering the simple cytosine DNA base, there are 13 cytosine homo-pair possi-
bilities [3]. In the case of the derivative we considered only four possible dimers,
shown in Fig. 6.3. Two of these pairs are stabilised by the same kind of contact as
the simple DNA molecules considered previously in the literature [3], and there are
also two more pairs that involve the fluorine atom in the hydrogen bond formation.

The dimers are found to relax into stable geometries, however, also in this case the
plane of the aromatic ring is tilted with respect to the plane of the nucleobases. The
stabilisation energies for these structures are presented in Table 6.2 and the values for
C5C5 and C5C1 are in good agreement with the energies obtained for non-modified
nucleotides [3]. The most stable dimer is, as expected, the C5C5 while the pairs that
involve the fluorine atom (CF1CF1 and CF2CF2) are weak. The “kebab” structure
of the C5C5 pair, in Fig. 6.3, is well defined showing the strength of the hydrogen
bonds. This is in contrast with the “kebab” structures of the other dimers.

The dimer C5C5 therefore is a good candidate for building 1D chains.

Guanine Dimer

Considering the dimers based on all possible connections between the simple DNA
guanine bases, there are 17 guanine homo-pairs [3]. In the case of the DNA guanine
derivative the number of possibilities decreases and we considered only four of the
possible guanine dimers which are shown in Fig. 6.3. These structures are similar to
the simple DNA bases present in the literature [3] and we kept the same nomenclature
used previously.

The dimers are found to relax into stable geometries in which the aromatic ring is
tilted with respect to the plane of the nucleobases. The stabilisation energies of these
structures are presented in Table 6.2 and they are in good agreement with the values
obtained in the literature for simple guanine dimers [3]. The most stable dimer, as
expected, is the G6G6 pair, however, all relaxed dimers have relatively high energies
with respect to the DNA derivatives pairs considered so far. As a result, all “kebab”
structures in Fig. 6.3 are seen to be well developed with respect to the weaker dimers
described in the previous sections.

The G6G6 is the most favourable dimer, with the G_flipped and G5G7_1 being
good candidates for the formation of 1D chains based on the guanine DNA pairs.
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Table 6.3 Energetics of the thymine derivative dimers (in eV)

T2T2 T3T3 T2T3

Estab −0.63 −0.56 −0.60
Edef 0.06 0.001 0.01
Eint −0.69 −0.56 −0.61
EBSSE 0.18 0.17 0.18

The stabilisation and interaction energies include the BSSE correction

Thymine Dimer

Previous calculations done for the simple thymine DNA base [6] highlight that there
are 10 possible thymine homopairs. Here we considered three pairs, shown in Fig. 6.3,
that are similar to the simple thymine DNA bases.

The dimers are found to relax into stable geometries and the aromatic ring is
rotated (tilted) with respect to the plane of the nucleobases. The stabilisation energies
of these structures are presented in Table 6.3. All dimers have similar stabilisation
energies and these energies are in good agreement with the values presented in the
literature for the corresponding simple thymine dimers [6].

In the thymine case all the pairs that we considered are good candidates for two
molecule unit cells to be used as building blocks for the observed thymine structures.

6.2 Pairs Based on the Guanine and Cytosine DNA Derivative
Molecules in the Gas Phase

This section is dedicated to the hetero-pairs based on the cytosine and guanine DNA
derivatives. We considered only two pairs based on the configurations that are similar
to the most stable geometries of the hetero-pairs based on the simple DNA bases
present in literature [20], see Fig. 6.4. We expect the most stable pair to be the
Watson-Crick (C8G10 in Fig. 6.4) that should play an important role when cytosine
and guanine DNA derivatives are deposited on the surface.

From our calculations the most stable hetero-pair is the C8G10 (the Watson-
Crick pair). The relative stabilisation energies of these pairs are in agreement with
the previously obtained values for the simple G, C molecules [20]. The C8G10 pair
must then be important in the assembly of the 2D structures, as it would ensure that
such structure is to be the most stable (Table 6.4).

The next step is to build up 1D chains based on the DNA derivatives pairs and
investigate the stability of these structures. Subsequently, that 2D structures can be
constructed and compared with experiment.



6.3 One-Dimensional Structures Based on the DNA Homo-Pairs in the Gas Phase 143

Fig. 6.4 Geometries of the guanine-cytosine dimers shown together with the plots of the elec-
tron density difference corresponding to ±0.01 electrons/Å3. The green surfaces correspond to the
regions of positive electron density difference (excess) and the red areas correspond to the regions
of negative electrons density difference (depletion)

Table 6.4 Energetics of the cytosine-guanine derivatives dimers (in eV)

C8G10 C6G7

Estab −1.25 −0.58
Edef 0.23 0.05
Eint −1.48 −0.63
EBSSE 0.24 0.15

The stabilisation and interaction energies include the BSSE correction

6.3 One-Dimensional Structures Based on the DNA Homo-Pairs
in the Gas Phase

In the previous section we identified all most stable dimers that can be obtained
by combining the binding sites available in the DNA derivatives. In this section,
following our systematic method, we identified the free sites on the dimers that
could be used to connect two dimers together into 1D structures. We shall present
the results for all molecules keeping the same order as in the previous section.

Adenine

It is possible to derive all structures connecting the seven dimers we found. There
are more than 10 possible chains, however, we account only for the chains that are
stabilised by the most energetic connections between the pairs, see Fig. 6.5. Other
cells could be obtained, if desired, by connecting the three most stable dimers through
the weaker A3A6, ABr1 or ABr2 pair connections.
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Fig. 6.5 Four possible 1D chains based on the adenine pairs. The unit cells and the lattice vectors
are also shown. The black, red, blue and green unit cells, indicate, respectively, the A1A1, A2A2,
A1A2_flipped and A1A2 pairs

Table 6.5 The evaluated (by summing up the corresponding dimer energies) stabilisation energies
(in eV) for selected adenine chains

Ch1 Ch2 Ch3 Ch4

Estab (eval.) −1.05 −0.94 −0.66 −1.07

The chains have not been relaxed and, to give an idea of the stabilities of these
structures, we evaluated the energies of each unit cell by summing up the energies
of the single contacts involved in the structures.

From our evaluations it results that the most stable chains are Ch1 and Ch4, see
Table 6.5, which involve respectively the A1A1 and A2A2 dimers or the A2A2 and
A1A2 dimers.
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Fig. 6.6 Four possible 1D chains based on the C5C5 cytosine pair. The unit cell and the lattice
vectors are also shown

Table 6.6 The evaluated (by summing up the corresponding dimer energies) stabilisation energies
(in eV) for selected cytosine chains

Ch1 Ch2 Ch3 Ch4

Estab (eval.) −1.55 −1.05 −0.85 −0.85

Cytosine

In the case of cytosine we considered only 1D chains based on the C5C5 pair as the
unit cell. The most stable combination is Ch1 where the contacts between the dimers
are stabilised by two strong hydrogen bonds, see Fig. 6.6. From our evaluation the
most stable structures are Ch1 and Ch2, see Table 6.6.

The difference in energies between these chains is due to the dissimilarity in the
type of contact between the pairs. In the case of Ch1 an oxygen atom of one pair
and one hydrogen atom of the NH2 group of the second dimer are bound. In the
Ch2 chain the contact is due to the oxygen and the hydrogen bonded to a CH group,
which, as it has been shown for the PTCDA (see Sect. 3.2.1) does not produce strong
hydrogen bonds.

Guanine

There are three stable 1D chains based on the guanine derivative pairs built form the
chosen dimers: they are constructed combining together the G6G6 and the G5G7_1
pairs, see Fig. 6.7.

By summing up the energies of contacts of the guanine unit cell in the chain, we
find that the most stable structure appear to be the Ch1 and Ch2, see Table 6.7, which

http://dx.doi.org/10.1007/978-3-642-30325-8_3
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Fig. 6.7 Three possible 1D chains based on the guanine pairs. The unit cells and the lattice vectors
are also shown. The black and red unit cells indicate, respectively, the G6G6 and G5G7_1 pairs

Table 6.7 Evaluated (by summing up the corresponding dimer energies) stabilisation energies (in
eV) for selected Guanine chains

Ch1 Ch2 Ch3

Estab (eval.) −1.58 −1.58 −1.16

have as the unit cell the G6G6 dimer; the contact between the dimers is stabilised by
two N...H–N hydrogen bonds.

Thymine

The thymine 1D structures are obtained by considering as the unit cell the T2T3 and
T3T3 pairs. The similarity between these pairs and the small number of binding sites
available make it possible to obtain two 1D chains only, see Fig. 6.8.

We evaluated the stabilisation energies by summing up the single energies of
contacts between the thymine pairs present in the chain. The most stable chain is
Ch1 which involves the T2T2 and T2T3 dimers, see Table 6.8.

When all the chains are considered, the next step is to combine two similar chains
in order to obtain the 2D structures, using the available binding sites to connect the
chains together. The next section is devoted to presenting the 2D structures based on
the DNA pairs.
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Fig. 6.8 Two possible 1D chains based on the thymine pairs. The unit cells and the lattice vectors
are also shown. The black and red boxes indicate respectively the T2T2 and T3T3 pair as the
corresponding unit cells

Table 6.8 The evaluated (by summing up the corresponding dimer energies) stabilisation energies
(in eV) for selected thymine chains

Ch1 Ch2

Estab (eval.) −1.23 −1.16

6.4 Gas-Phase Two-Dimensional Structures Based on the DNA
Pairs

To build all possible 2D structures, we considered each chain separately and identified
the binding sites which are available to connect two chains together. In all cases, the
connections between the chains are possible only through weak interactions, because
the strongest interactions are within the pairs or the chains. Therefore, we considered
only two most stable 2D monolayers obtained by combining two similar 1D chains,
for each DNA derivative.

Adenine

In order to analyse the 2D structures which can be formed by the adenine DNA
derivative we combined together two Ch1 chains. We expect these monolayers to be
very weakly bound because they involve weak ABr1 or ABr2 contacts, see Sect. 6.1.
Only two monolayers have been considered and they are shown in Fig. 6.9. Other
possible 2D monolayers could be obtained by connecting the less stable chains.

The most stable configuration is the Mon1 monolayer based on the Ch1 chain of
the adenine DNA derivative, see Table 6.9.
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Fig. 6.9 Two possible 2D monolayers based on the Adenine pairs. The unit cells and the lattice
vectors are also shown

Table 6.9 Energetics of the two adenine derivative monolayers (in eV)

Estab Edef Eint EBSSE A1 A2 γ

Mon1 −0.91 0.15 −1.06 0.26 8.65 21.14 75.8
Mon2 −0.56 0.15 −0.70 0.22 10.82 18.16 91.4

The lengths of the lattice vectors (in Å) and the angle between them γ (in degrees) are also given.
The stabilisation and interaction energies include the BSSE correction

Cytosine

In order to construct 2D structures due to the cytosine DNA derivative we again
combined together two similar Ch1 chains. The connections between the cytosine
chains are established by weak interactions due to the CF1CF1 and CF2CF2 contacts,
see Fig. 6.10. Other possible monolayers could be obtained by connecting the less
stable chains.

The most stable monolayer is Mon1 based on the Ch1 chain. The energies and
the lattice vectors of the monolayers are shown in Table 6.10.

The monolayers are found to relax into stable geometries, however, the plane of
the aromatic ring is tilted with respect to the plane of the nucleobases, as it is for the
single dimers. This configurations of the dimers allowed monolayers to be stabilised
by weak interactions due to the CF1CF1 and CF2CF2 contacts.
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Fig. 6.10 Two possible 2D monolayers based on the cytosine pairs. The unit cells and the lattice
vectors are also shown

Table 6.10 Energetics of the two cytosine derivative monolayers (in eV)

Estab Edef Eint EBSSE A1 A2 γ

Mon1 −1.70 0.28 −1.98 0.44 6.87 19.86 93.4
Mon2 −1.01 0.18 −1.19 0.38 13.11 21.25 85.2

The lengths of lattice vectors (in Å) and the angle between them γ (in degrees) are also given. The
stabilisation and interaction energies include the BSSE correction

Guanine

In the same way, we combined together the Ch1 and Ch3 chains that generate the
monolayers Mon1 and Mon2 respectively, see Fig. 6.11.
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Fig. 6.11 Two possible 2D monolayers based on the guanine pairs. The unit cells and the lattice
vectors are also shown

Table 6.11 Energetics of the two guanine derivative monolayers (in eV)

Estab Edef Eint EBSSE A1 A2 γ

Mon1 −2.06 0.36 −2.42 0.36 7.38 22.8 104.7
Mon2 −1.86 0.39 −2.25 0.45 11.11 22.6 53.4

The lengths of lattice vectors (in Å) and the angle between them γ (in degrees) are also given. The
stabilisation and interaction energies include the BSSE correction

The monolayer Mon1 is the most stable one, see Table 6.11, and it is a good
candidate for the comparison with experimental data.

The modelling of these 2D structures is the starting point for the interpretation of
the experimental STM images. The gas phase is a good approximation if the PES
of the substrate is flat with respect to the molecules. In order to investigate in more
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detail the assembly of the molecules, we have to study the interaction between the
DNA bases derivatives and the Au(111) surface. The next section is dedicated to the
analysis of the molecule-surface interaction.

6.5 Interaction with the Au(111) Surface and STM Modelling

The gas phase investigation gives information on the assembly of the molecules,
however, the Au(111) surface could play a role in the orientation of the molecules
and eventually in their assembly. Especially, as in some cases, as was demonstrated
above, molecules arrange themselves not necessarily in completely planar geome-
tries. Therefore, we performed calculations in which we placed single molecules first
and subsequently, a pair of them, on the gold surface. We positioned the molecules
at a distance of 3.5 Å above a 4 × 5 gold cell, then we relaxed the geometry with our
vdW-DF method. We also modeled the STM images of the relaxed DNA bases on
the surface in order to be able to identify the molecules on the experimental STM
images. In this section, our attention is focused only on the cytosine and the guanine
DNA derivatives interacting with the Au(111) surface.

6.5.1 Single DNA Bases on the Au(111) Surface

We placed single cytosine and guanine DNA derivatives on a 4 × 5 gold cell to
lie flat on the surface. After the relaxation with the vdW-DF method the guanine is
still flat on the Au(111) surface while the cytosine does not stay flat, see Fig. 6.12.
In the case of cytosine only the aromatic ring lies flat on the surface. The electronic
density difference plot of the cytosine on the Au(111) surface provides evidence of
the distortion of the nucleobase and of the interaction between the peripheral atoms
of the molecule with the surface, see Fig. 6.12.

The adsorption energies for the relaxed configurations of the cytosine and gua-
nine were found to be respectively −1.29 and − 1.22 eV at around 3.4 and 3.2 Å
separation from the surface (Table 6.12).

The relaxed geometry of the molecule on the surface is the starting point for the
modeling of the STM image. Information coming from the calculated STM images
of the single DNA base derivatives is necessary to identify the single molecules in the
experimental images and work out the periodicity and composition of the network,
when necessary.

In order to define the right value of intensity of the current to use in the modelling
of the STM image we first evaluated the variation of the current intensity I(Z) with the
distance Z between the tip and surface, see Fig. 6.13a, d. The images were calculated
in the constant current mode using a W(110) tip whose apex was composed of five
tungsten atoms with the average distance between tip and sample of 6.5 Å and the
following scanning parameters: Vs = −1.00 V, It = 10 nA.
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Fig. 6.12 The side (bottom) and top (top) views of the relaxed structures and the electronic density
difference plots for the cytosine and guanine DNA derivatives on the Au(111) surface obtained by
subtracting the densities of isolated molecules and of the surface, in the geometries of the combined
system, from the density of the latter. The red and green contours correspond to depletion and
excess (at ±0.01 electrons/Å3) of the electron density, respectively. Only the upper layer of the gold
surface is shown for clarity

The images of the C and G molecules calculated using Nt_STM code, are shown
in Fig. 6.13. They show similar elongated features in both cases.

Our models for the cytosine may not be able to describe the real case of the
monolayer because the single nucleobase is tilted towards the surface while in the
monolayers the nucleobase is bonded to the nucleobase of another DNA molecule
and it may instead go flat with respect to the surface. For this reason, it would be
more useful to consider the interaction between the pairs of DNA derivatives and the



6.5 Interaction with the Au(111) Surface and STM Modelling 153

Fig. 6.13 Calculated profile of the STM intensity of current in function of the position of the tip
I(z) (a, d) and STM images of (c) cytosine and (f) guanine molecules on the Au(111) surface using
a W(110) tip (Vs = −1.00 V, It = 10 nA). The geometries (b, e) of the molecules in the presence
of the W(110) tip apex are shown

Table 6.12 Energies for single DNA derivatives interacting with the Au(111) surface, studied using
the vdW-DF method

Cytosine Guanine

Adsorption energy, eV −1.29 −1.22
Edef 0.08 0.09
Eint −1.37 −1.31
EBSSE 0.31 0.31
Height above the surface, Å 3.4 3.2

Au(111) surface. In the next section we consider cytosine, guanine and the cytosine-
guanine pairs interacting with the surface (Table 6.12).

6.5.2 DNA Base Pairs on the Au(111) Surface

We considered the C5C5 and the G6G6 homopairs and C8G10 heteropair on the
Au(111) surface. In these calculations we placed the pairs 3.5 Å above a 4 × 5 gold
cell. After the relaxation both the DNA derivatives lie flat on the surface while the
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Fig. 6.14 The side (bottom) and top (top) views of the relaxed geometries and electronic density
difference plots for the cytosine and guanine DNA derivative pairs and the cytosine-guanine het-
eropair on the Au(111) surface. The density difference was obtained by subtracting the densities of
isolated molecules and of the surface, in the geometries of the combined system, from the density
of the latter. The red and green contours correspond to depletion and excess (at ±0.01 electrons/Å3)
of the electron density, respectively. Only the upper layer of the gold surface is shown

plane of the aromatic ring is slightly tilted with respect to the plane of the nucleobase
of the DNA derivative, see Fig. 6.14. The calculation does not predict any change
in the hydrogen bonding, see Fig. 6.14, and the overall binding energy of two single
molecules to the gold is basically equal to the sum of the isolated dimer binding
energy and twice the single molecule adsorption energy.

The calculated adsorption energies for the C5C5 and G6G6 were found to be
respectively −1.98 and −2.39 eV, at the molecule-surface separations of around
3.5 and 3.6 Å, while for the C8G10 heteropair were found to be −2.32 eV, at the
molecule-surface separations of 3.1 Å, see Table 6.13. We found that the binding
energies are quite strong and the geometries of the dimers are not modified by the
presence of the Au(111) surface. As a result, all “kebab” structures in Fig. 6.14 are
seen to be well developed and are similar to those in the gas phase ones, as described
in the previous Sects. 6.1 and 6.2.

The obtained relaxed geometries of the pairs were used to model their STM
images. These images were calculated in the constant current mode using the W(110)
tip composed of five tungsten atoms as its apex with the average tip-sample distance
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Table 6.13 Energetic and the height above the surfaces of DNA derivative homopairs and het-
eropairs placed on the Au(111) surface and studied using the vdW-DF method

Cytosine Guanine Cytosine-Guanine

Adsorption energy, eV −1.89 −2.28 −1.99
Edef 0.002 0.02 0.33
Eint −1.89 −2.31 −2.32
EBSSE 0.43 0.57 0.49
Height above the surface, Å 3.5 3.6 3.1

of 6.5 Å and using: Vs = −1.00 V, It = 10 nA. The calculated STM images of pairs
of molecules, shown in Fig. 6.15, provide a useful help for the correct interpretation
of the experimental STM images.

All our calculations have been done in order to work out the molecular models
which can reproduce the experimental data. The next section is dedicated to such a
comparison with the experimental images.

6.6 Comparison with Experimental Data

Deposition on the gold surface of the guanine or cytosine DNA derivatives lead to
well-ordered chains as shown in Fig. 6.2. In order to identify the correct structures
to reproduce experiments, we first compared the experimental unit cells with those
calculated with DFT.

In the case of the guanine the experimental unit cell (a = 0.8 ± 0.1 nm, b =
2.2 ± 0.1 nm and θ = 90◦ ± 1◦) is indicated in Fig. 6.16. Initially we thought that
the experimental STM image of the DNA guanine derivative could be identified with
our monolayer Mon1, see Sect. 6.4. In Fig. 6.16 we compared the experimental STM
image with the structures of Mon1 based on the G6G6 pair of the guanine derivative.
The lattice vectors of our model are a = 0.74 nm, b = 2.2 nm and θ = 85.8◦, which
are close to the experimental values.

In the case of the cytosine the experimental unit cell (a = 0.7 ± 0.1, b = 2.0 ±
0.1 nm and θ = 80◦ ± 1◦) is also indicated in Fig. 6.16. It is possible to compare the
experimental STM image of the cytosine derivative with our modelled monolayers
Mon1 and Mon2, see Sect. 6.4. In Fig. 6.16 (bottom) we compared the STM image
with the modelled 2D structure, Mon1, based on the C5C5 pair of the cytosine
derivative for which the lattice vectors are: a = 0.687, b = 1.986 nm and θ = 93.4◦.
The angle between the lattice vectors is slightly larger than in the experiment. This
may be due to the lack of vdW interaction between the chains in our calculations.

In both cases, for cytosine and guanine, there is an agreement in the lengths of
the lattice vectors but the angles between them are slightly incorrect. In the case
of guanine a more detailed analysis shows that the Mon1 monolayer is not a good
candidate to describe the real assembly of the guanine on the Au(111) surface. The
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Fig. 6.15 STM modelling of the cytosine, guanine homopairs and cytosine-guanine heteropair on
the Au(111) surface using the W(110) tip apex (Vs = −1.00 V, It = 10 nA)

molecules in our model form a zig zag shape and they are oriented along a different
direction, however from the experimental STM image the molecules look oriented
in the same directions. To evidence this aspect we have superimposed the calculated
STM images of the guanine molecule on the experimental STM images as shown at
the top of Fig. 6.16.

The correct model for the guanine, that we called Mon3, is suggested by our
collaborators Jian-guo Wang2 [21] and it is shown at the bottom of Fig. 6.17. Con-
sidering the monolayer Mon3, the stabilisation of this monolayer is due to the contacts
between the single unit cells while the connection between the molecules within the

2 Institute of Industrial Catalysis, College of Chemical Engineering and Material Science, Zhejiang
University of Technology, Hangzhou, China
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Fig. 6.16 High-resolution STM images of the self-assembled supramolecular network formed by
the guanine and the cytosine derivatives. The calculated STM images of cytosine dimer C5C5 (top
left) and of the guanine molecules (top right) are superimposed on the experimental images for
clarity. At the bottom the DFT molecular models are presented together with the corresponding unit
cells and the lattice vectors

unit cell is due to the interaction between one oxygen atom of one guanine and two
hydrogens of the other guanine molecule.

We relaxed the monolayer Mon3 in the gas phase with our PBE method; the
stabilisation energy is −2.3 eV, so that the Mon3 becomes the most stable amongst
the monolayers considered. The lattice vectors of our model are a = 0.75 nm, b = 2.1
nm and θ = 90.3◦, which are in good agreement with the experimental values.

The obtained relaxed geometry of the guanine pair was used to model its STM
image with the same parameters as in the previous calculations. The STM image of
this pair of molecules is shown in Fig. 6.18. The model obtained has been superim-
posed on the experimental STM image in the top part of Fig. 6.17.

The analysis of the supramolecular network structure of the cytosine-guanine
mixture, shown in Fig. 6.2, required a more detailed study. From a close up of the
STM image in Fig. 6.19b it is possible to distinguish two kinds of molecules, however,
it is very difficult to identify what these molecules are. What is known, is that in this
case the Watson-Crick pair is the most stable: in gas phase, therefore, one could
expect that the guanine and the cytosine are present in the sample in a ratio 1:1.
Moreover, one could compare the STM image of the mixture with the single guanine
and cytosine STM images in Fig. 6.13. From this comparison our collaborators in
Aarhus recognised the guanine derivative as the triangle-linked-ball protrusions, see
Fig. 6.19b, while the cytosines appear as the elongated shapes with subtle sub-features
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Fig. 6.17 High-resolution STM image (top) of the self-assembled supramolecular network formed
by the guanine derivatives. At the bottom, the DFT molecular model is presented together with
the corresponding unit cell and the lattice vectors. The calculated STM images of the G pair are
superimposed on a part of the experimental image to demonstrate the validity of the model

Fig. 6.18 STM modelling of the guanine homopair on the Au(111) surface involved in the guanine
monolayer of Fig. 6.17, using the W(110) tip (Vs = −1.00 V, It = 10 nA)

in Fig. 6.19b. Having this information, it is possible to work out the periodicity of
the network and its unit cell, which is composed of six molecules. The correct unit
cell that could reproduce the supramolecular network is shown in Fig. 6.19d and
it has been relaxed by Jian-guo Wang3 [21]. The success of this model, shown in
Fig. 6.19c, is demonstrated when we superimposed the calculated STM image of our
cytosine-guanine pair on the STM image of the network, in which the shape and
angle of the model match well with the experimental image.

The results of this study have recently been submitted [21].

3 Institute of Industrial Catalysis, College of Chemical Engineering and Material Science, Zhejiang
University of Technology, Hangzhou, China
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Fig. 6.19 a High-resolution STM images of the self-assembled supramolecular network formed
by the cytosine and guanine molecules; b DFT calculated molecular models superimposed on the
STM image in which the Watson-Crick CG pair are highlighted by the green ovals; c the theoretical
geometry and STM model of the CG dimer and d the hexagonal unit cell used as a model for the
whole network together with the corresponding unit cells and the lattice vectors (e)

6.7 Conclusion

In conclusion, the gas phase approximation was found to be a good approach to
describe all possible assemblies of the molecules and identify the monolayers based
on the DNA derivatives pairs. In order to work out the molecular periodicity of the
networks we considered the interaction between the single molecules and the dimers
of DNA derivatives with the Au(111) surface. Indeed, the geometries of the DNA
molecules and pairs on the surface, calculated with the vdW-DF method, are similar
to the gas phase ones and the “kebab” structures also do not change for the dimers
on the surface as compared with the gas phase one. The strong binding energies give
more proof of the significant influence of the vdW forces on the interaction between
these flat organic molecules and the Au(111) surface.

The performed STM modelling of the DNA derivatives was successfully employed
for the comparison with the experimental STM images. We have also shown that these
models can provide a useful tool for the correct interpretation of the experimental
STM images. Some of the results of this chapter have recently been submitted [21].
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Chapter 7
Conclusions

The main aim of this thesis was to characterise the STM images of assemblies of flat
organic molecules on the Au(111) metal surface and give useful information about
their assembly mechanism. In order to describe in detail the assembly of the mole-
cules, the study has been approached using various methodologies and considering
different aspects of the process. Our method could be summarised in the following
steps: firstly, consider all possible connections between molecules, which enable
them to form periodic 1D and 2D structures in the gas phase; secondly, using an ab
initio method, relax the structures which are expected to be amongst the most ener-
getically favourable, and, thirdly, consider the effect of the surface on the structures
geometry and mobility on the Au(111) surface and correspondingly adjust the model.
In more difficult cases STM images are simulated to help in the characterisation.

The first part of the work presented in this thesis is concerned with the charac-
terisation of the molecule–molecule interaction considering all possible connections
between molecules, and the interaction with the surface has not been taken into
account. Using a systematic methodology based on the identification of the binding
sites on each molecule and applying well defined rules for connecting the molecules
together, all possible super-structures can be constructed. In particular, considering
a unit cell composed by two or more molecules, a large number of structures could
be identified. These structures have been systematically relaxed with ab initio DFT
methods. This data are indispensable for analysing and interpreting the structures
formed on the surface. The effect of the vdW forces in the assembly of molecules on
the surface has been considered thanks to a new ab initio method called vdW-DF.

The characterisation of the possible unit cells is a key point because their structure
is necessary to predict larger structures based on the unit cell itself. This approach is
useful for selecting the most stable configurations to relax with vdW-DF and hence
to optimise the computational cost.

In the case of the melamine molecular assembly, this systematic approach has
been applied to construct 1D and 2D planar periodic melamine assemblies. It has
been shown that there are only two possible structures in the gas phase which have
two molecules in the unit cell; both structures have been observed experimentally
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in STM images [1–3]. If four molecules are considered to form a unit cell, then
6 stable different monolayers are possible in addition to another one which has been
observed experimentally in [1]. Other monolayers are possible but they are less stable
since some of the molecules are only two-fold coordinated. More structures can be
envisaged if, when building the periodic structures, more than four molecules in
the unit cell are accepted. The lattice vectors and the geometries of the theoretical
structures are in good agreement with the ones experimentally observed.

The same theoretical approach in constructing 1D and 2D planar periodic struc-
tures has been applied to PTCDA and PTCDI assemblies. A large number of 1D and
2D structures for PTCDA and PTCDI molecules have been found. Calculations show
that the chains and the monolayers based on PTCDA dimers are very similar in energy
and in many cases also in geometry. Three of the obtained monolayers have been
observed experimentally as the square [4–10], herringbone [6, 8–13] and brick wall
[14, 7] phases. There is good agreement between the theoretical and experimental
geometries of these super-structures.

In the same way, eight possible structures have been predicted for the PTCDI
and they represent six phases: domino, herringbone, brick wall, porous, waveform
and canted. The canted, waveform and domino phases were found to be the most
energetically favourable. The geometrical characteristics of the canted, brick wall
and domino phases calculated in the gas phase match very closely those observed
on the Au(111) surface experimentally by the STM method. There is another point
worth mentioning: one dimer connection was found theoretically to be two times
stronger than the best PTCDA dimer [15]. Nevertheless, in our calculations the best
2D structure that has been found (the canted monolayer) has only slightly higher
binding energy as compared with the best PTCDA monolayer, which is unexpected.
This result clearly demonstrates the importance of all the dimer connections involved
in the binding of the monolayer: sometimes, in order to accommodate the strong
bonds, weak connections must also be used, and this may reduce the overall stability
of the assembly.

In order to have a complete characterisation of molecule–molecule interactions,
one may need to take into account the effect of the vdW dispersion forces in the
assembly of the monolayers. The vdW-DF method does not affect significantly
the molecular systems connected by strong hydrogen bonds; however, we find that
weaker hydrogen bonds may be significantly strengthened by dispersion interactions.
As expected, the geometries of these systems remain the same as calculated with the
PBE functional, and the order of the dimers with respect to their binding strength
does not change either.

Chapter 4 of this thesis is devoted to the description of the molecule-surface
interaction. Three points have been addressed: the binding (adsorption) energies
of the flat molecules to the Au(111) surface, the corrugation of the energy across
the surface and the commensurability between the lattice vectors of the melamine
network and those of the Au(111).

The first point is concerned with the importance of the vdW interaction between
molecules and the surface, which is missing in standard DFT functionals. We find
that the binding (adsorption) energies of flat molecules (such as melamine, PTCDA,
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PTCDI, NTCDA and NTCDI) to the Au(111) surface are affected significantly by the
dispersion interaction. While the PBE functional predicts very weak binding which
does not depend on the lateral sizes of the molecules, the dispersion interaction,
as implemented in the vdW-DF method, drastically changes this picture: the binding
energies increase many times with the dispersion interaction and they provide most
of the binding. We find that the binding energy depends linearly on the size of the
planar molecules, i.e. larger molecules experience a larger vdW interaction to the
gold surface. This is in agreement with the available experimental data and intuitive
understanding that the vdW interaction is additive by nature. In addition, considering
a melamine-melamine dimer adsorbed on the gold surface, the vdW interaction does
not effect the hydrogen bonding within the dimer and only the adsorption energy
increases dramatically.

Planar molecules such as melamine, NTCDA, and PTCDA, as evidenced by our
GGA calculations, show an extremely small corrugation of PES as they are absorbed
on the surface. This suggests that single molecules must be very mobile during their
deposition at room temperature. The vdW interaction provides significant bind-
ing to the surface; the flatness of the surface potential still remains in place, i.e.
the molecules cannot easily escape from the surface, but can freely move around.
In other words, these molecules on the Au(111) surface may be considered as a 2D
gas.

The other problem considered is related to the incommensurability of the lattices
of gas-phase networks of adsorbed molecules and of the corresponding substrate.
The problem here is not simply computational; indeed, when placing molecules
on the surface and applying periodic boundary conditions, one is constrained by
the chosen supercell of the substrate. It is difficult to decide, on energetic grounds,
which supercell periodicity is the most favourable as different choices may give a
different number of adsorbed molecules per number of surface unit cells. In reality,
the problem is even more complex: either the actual periodicity of the molecular
network becomes very large (tens of lattice vectors of the surface in the repeating
unit) or there is no periodicity at all, i.e. the network is never truly periodic and it
can only be considered approximately periodic. The DFT calculations of chains and
clusters of melamine molecules on the gold surface showed that there are variations
of the inter-molecular distances and angles in these systems when compared to the
gas phase. These variations are usually small, but they may be considerable in some
cases. Thus, even though a network may look periodic in the STM images, it may in
fact be slightly aperiodic, i.e. distorted, because of a subtle effect of the surface. The
mismatch between the gas-phase lattice of the molecules and that of the substrate
may be the reason for the formation of complex assemblies consisting of domains
of finite islands with intermediate “domain walls” regions [1] serving to relieve the
strain in the monolayers.

In Chap. 5 we analysed the presence of bright spots seen in the STM images of the
assembly of melamine or some other organic molecules on the Au(111) surface. Our
assumption is that gold atoms are trapped in the network and that the deposition rate
of the molecules and the resulting coverage play an important role in the formation
of the network itself. In order to prove our hypothesis we used different approaches,
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performing calculations with both PBE and the dispersion-corrected PBE methods,
and studying possible kinetic mechanism which may be responsible for trapping gold
atoms.

A detailed analysis of the kinetic mechanisms allowed us to suggest that at small
deposition rate gold atoms, which are always present on the surface and quite mobile
on it, would quickly form blocks or complexes with the melamine molecules, and
these can also diffuse freely on the surface. When a second melamine molecule
comes into proximity of these blocks, a hexagon formation is initiated. Diffusion
calculations show that if a melamine approaches a “melamine+Au ad-atom” block
from a direction different to the position of the Au atom, a hexagon may eventually
be formed at RT with the Au atom either inside or outside of the hexagon. However,
even in the case of the Au atom appearing outside the hexagon, when additional
molecules come to form a second hexagon attached to the first one, this Au atom
would end up in the centre of the second hexagon.

These results highlight the complexity of the process of formation of a hexagonal
network with Au atom trapped inside it. In order to investigate in more detail the
mechanism of the formation of the hexagonal network with Au atoms, we should
perform calculations of the energy barriers for several elementary processes involved
using e.g. the NEB method [16–19]. The obtained results will be used to set up the
parameters to perform Kinetic Monte Carlo (KMC) [20] calculations which could
characterise the exact dynamics of the process.

In Chap. 6 we considered the assembly of N-aryl-modified nucleobases adenine,
cytosine, guanine and thymine (DNA derivatives) on the Au(111) surface. All gas
phase structures have been considered with our systematic approach, as it has been
used for the other organic molecules considered in this thesis. We have also charac-
terised single molecules and some dimers on the surface with our vdW-DF method
and modelled the STM images for single molecules and the pairs using the Nt_STM
code. These tools have proved to be useful in identifying the shape of the molecules
in the experimental STM image and the periodicity of the network formed by the
assembly of these molecules. The comparison of our models with the experimental
STM images demonstrated an excellent agreement.

In our characterisation of the self-assembly of flat molecules on the Au(111) we
successfully reached a few goals such as the analysis of the interaction and mobility of
these organic flat molecule and their small clusters on the Au(111) surface. By taking
into account the vdW forces, with the vdW-DF method, we obtained reasonable
adsorption energies which are in agreement with the experiments. However, the
Au(111) surface is somewhat special as there is no charge transfer between the
molecules and the surface. It would be of utmost interest now to extend this study
to other surfaces, such as Ag(111), Cu(111) or the Ag–Si(111) surface, which may
initiate stronger binding via a charge transfer mechanism. The role of vdW interaction
in these cases in not yet fully understood.

Moreover, we plan to complete the analysis of the bright spots on the Au(111)
surface to verify that our assumptions are correct: we want to perform calculations
with the NEB method and then, using an appropriate KMC method, to characterise
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in detail the dynamics of the formation of the melamine network with trapped gold
atoms.

Finally, in order to describe the process of formation of the DNA derivative net-
work, it would be of interest to study the diffusion of the molecules and their pairs
on the Au(111) surface and model STM images of various structure models.

References

1. Silly F, Shaw AQ, Castell MR, Briggs GAD, Mura M, Martsinovich N, Kantorovich LN
(2008) J Phys Chem C 112:11476

2. Xu W, Dong M, Gersen H, Rauls E, Vázquez-Campos S, Crego-Calama M, Reinhoudt DN,
Stensgaard I, Laegsgaard E, Linderoth TR, Besenbacher F (2007) Small 3:854

3. Staniec PA, Perdigão LMA, Rogers BL, Champness NR, Beton PH (2007) J Phys Chem C
111:886

4. Gabriel M, Stöhr M, Möller M (2002) Appl phys A 74:303
5. Wanger Th, Bannani A, Bobisch C, Karacuban H, Moller R (2007) Condens Matter 19:056009
6. Kilian L, Hauschild A, Temiroc R, Soubatch S, Scholl A, Reinert F, Lee T-L, Tautz FS,

Sokolowski M, Ulbach E (2008) Phys Rev Lett 100:136103
7. Glockler K, Seidel C, Sokolowski M, Umbach E, Bohringer M, Berndt R, Schneider W-D

(1998) Surf Sci 405:1–20
8. Chinzhov I, Kahn A, Scoles G (2000) J Cryst Growth 208:449
9. Mannsfeld S, Toerker M, Schmitz-Hubsch T, Sellam F, Fritz T, Leo K (2001) Org Electron

2:121
10. Swarbrick JC, Ma J, Theobald JA, Oxtoby NS, O’Shea JN, Champness NR, Beton PH (2005)

J Phys Chem B 109:12167
11. Nicoara N, Romani E, Gomez-Rodriguez JM, Martin-Gago J, Mendez J (2006) Org Electron

7:287
12. Kunstmann T, Schlarb A, Fendrich M, Wangner Th, Moller R, Hoffmann R (2005) Phys Rev

B 71:121403
13. Fendrich M, Kunstmann T, Paulkowski D, Möller R (2007) Nanotechnology 18:084004
14. Lauffer P, Emtsev KV, Graupner R, Seyller T, Ley L (2008) phys status solidi 245:2064
15. Mura M, Sun X, Jonkman HT, Silly F, Briggs GAD, Castell MR, Kantorovich L Experimental

and theoretical analysis of h-bonded supramolecular assemblies of ptcda molecules on the
au(111) surface. Phys Rev B (in print)

16. Mills G, Jonsson H (1994) Phys Rev Lett 72:1124
17. Mills G, Jonsson H, Schenter G (1995) Surf Sci 324:305
18. Henkelman G, Uberuaga BP, Jonsson H (2000) J Chem Phys 113(22):9901–9904
19. Henkelman G, Jonsson H (2000) J Chem Phys 113(22):9978–9985
20. Gillespie DT (2007) Stochasti simulation of chemical kinetics. Annu Rev Phys Chem

58:35–55



Index

A
Ab-initio, 12
Acknowledgements, 162
Ad-atom, 115, 117
Adenine, 137, 144
Adenine, 137, 164
Adsorption, 155
Adsorption energy, 99
AFM, 13, 17
Atomic force microscopy (AFM), 13
Atomic orbital, 29
Au (111), 1, 117
Au (111) surface, 89

B
Bardeen, 35
Basis set, 28
Basis set superposition error

(BSSE), 32
Bias voltage, 35
Bloch theorem, 32
BLYP, 12
Brick wall, 7, 62, 70, 72
Brick-wall, 9
Bright spots, 115
BSSE, 126

C
Canted, 9, 70, 72
Chain, 70
Chains, 44, 57, 65, 77
Charge density difference, 104

Chemisorption, 2
Chiral, 4
Classical molecular

dynamics, 38
Clusters, 121
Commensurability, 91
Comparison, 155
Constant current mode, 155
Corrugation, 96, 103
Corrugation potential, 99
Cytosine, 137, 144
Cytosine, 137, 164

D
Deformation energy, 32
Density functional theory, 12, 25
DFT, 12
DFT-D, 12
Diffusion, 117, 120, 129, 164
Diffusion calculations, 33
Dimer, 41, 87, 120, 137, 159
Dimers, 50, 65, 66, 70, 79
Dispersion forces, 13
DNA, 137, 148
DNA derivatives, 137
Domino, 61, 70, 72
Double-zeta-plus polarisation orbitals

(DZP), 32

E
Electrostatic energy, 38
Experimental data, 35

M. Mura, Self-Assembly of Flat Organic Molecules on Metal Surfaces,
Springer Theses, DOI: 10.1007/978-3-642-30325-8,
� Springer-Verlag Berlin Heidelberg 2012

167



F
Fermi–Dirac, 35
Fermi’s golden rule, 35

G
G. Binning, 2
Gaussian, 29
Geber, 2
Generalised gradient approximation

(GGA), 28, 32
GGA, 12, 159
Guanine, 137, 146, 164

H
H. Rohrer, 2
Hartree–Fock, 25
Herringbone, 7, 61, 62, 70
Hexagon, 126, 164
Hexagonal, 11, 62, 115
Hexagonal phase, 7
Hohenberg, 25
Homo-pairs, 141

I
Incommensurability, 159
Interaction energy, 32

K
k-point, 28
‘‘Kebab’’ structures, 32
Kinetic Monte Carlo (KMC), 164
Kohn, 25

L
Landauer-Büttiker, 36
Local density of states, 36

M
Møller–Plesset perturbation theory (MP2), 4,

41, 89
Melamine, 1, 9, 87, 96, 115, 117, 126, 161
Melamine+Au ad-atom, 120
Modelling, 34
Monolayers, 66, 74
MP2, 12, 99

N
Nanotechnology, 2
Naphthalene tetracarboxylic diimide, 1, 9
Naphthalene tetracarboxylic-dianhydride, 1, 9
NEB, 123, 164
NTCDA, 1, 9, 70, 96, 98, 161
NTCDI, 1, 9, 66, 98, 103, 159
Nudge Elastic Band, 123
Numerical orbitals, 29

O
One-dimensional, 141

P
Pairs, 137, 144, 148
Parallelogram, 11
PBE, 12, 159
PDOS, 96
Perdew, Becke and Ernzerhof (PBE), 32
Periodic boundary conditions, 29
perylene tetra-carboxylic di-anhydride, 1
perylene tetra-carboxylic di-imide, 1
PES, 117, 129, 159
Physisorption, 2
Plane waves, 29
Porous, 70
Potential energy surface, 129
Pseudopotential method, 30
PTCDA, 1, 4, 11, 50, 96, 98, 161
PTCDA-Melamine, 79
PTCDI, 1, 9, 11, 65, 98, 103, 161
PTCDI-Melamine, 79

Q
Quate, 2

S
Scanning probe microscopy

(SPM), 2, 14
Scanning tunneling

microscopy (STM), 2, 14
Scattering formalisms, 36
Schrödinger, 23
Sci-Fi, 38, 99
Sci-Fi code, 37
Sham, 27
SIESTA, 29

168 Index



Siesta Method, 32
Single, 155
Slater, 29
Spanish Initiative for Electronic Simulation

with Thousands of Atoms
(SIESTA), 32

SPM, 3
Square, 7, 62
Squares, 9
Stabilisation energy, 32
Step edge, 117
STM, 2, 12, 14, 133, 137, 155
STM image, 155
STM images, 159
Supramolecular, 3, 12
Surface potential, 96, 103

T
Tersoff-Hamann, 35
Tetramers, 49
Thymine, 137, 139, 164
Trimers, 48
Two-dimensional, 52, 59
Two-dimensional structures, 144

U
UHV, 137

V
van der Waals (vdW), 2
Van der Waals implementation in DFT

method, 33
vdW-DF, 99, 119
vdW, 1, 13, 102, 104, 159, 164

W
Watson-Crick, 137
Waveform, 70

Z
Zero temperature, 35

Index 169


	Self-Assembly of 
Flat Organic Moleculeson Metal Surfaces
	Supervisor’s Foreword
	Acknowledgments
	Preface
	Contents
	1 Introduction
	2 Theoretical Methods
	3 Hydrogen-Bonding Templates in the Gas Phase
	4 Molecules on the Au(111) Surface
	5 Influence of Dynamics of Melamine with Au ad-Atom on the Au(111) Surface on Self Assembled Structures: Bright Spots
	6 Modelling of DNA Derivatives and Comparison with Experimental Results
	7 Conclusions
	Index



