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Chapter 1
Earth System Monitoring, Introduction

John Orcutt

This section provides sensing and data collection methodologies, as well as an
understanding of Earth’s climate parameters and natural and man-made phenom-
ena, to support a scientific assessment of the Earth system as a whole, and its
response to natural and human-induced changes. The coverage ranges from climate
change factors and extreme weather and fires to oil spill tracking and volcanic
eruptions. This serves as a basis to enable improved prediction and response to
climate change, weather, and natural hazards as well as dissemination of the data
and conclusions. The data collection systems include satellite remote sensing, aerial
surveys, and land- and ocean-based monitoring stations. Our objective in this
treatise is to provide a significant portion of the scientific and engineering basis
of Earth system monitoring and to provide this in 17 detailed articles or chapters
written at a level for use by university students through practicing professionals.
The reader is also directed to the closely related sections on Ecological Systems,
Introduction and also Climate Change Modeling Methodology, Introduction as well
as Climate Change Remediation, Introduction to. For ease of use by students, each
article begins with a glossary of terms, while at an average length of 25 print pages
each, sufficient detail is presented for use by professionals in government,
universities, and industries. The chapters are individually summarized below.
Aircraft and Space Atmospheric Measurements Using Differential Absorption
Lidar (DIAL) — A particular lidar technique called differential absorption lidar
(DIAL) has proven to be an especially powerful method to measure atmospheric
chemical species. It has been used both on the ground and in many aircraft to

This chapter, which has been modified slightly for the purposes of this volume, was originally
published as part of the Encyclopedia of Sustainability Science and Technology edited by
Robert A. Meyers. DOI:10.1007/978-1-4419-0851-3
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2 J. Orcutt

determine the concentration of gasses. DIAL systems can be deployed in fixed
ground locations, in either piloted or unpiloted aircraft or in satellite platforms.

Coral Reef Ecosystems — Over the millennia, coral reef ecosystems have served as
the basis of human survival and sustenance in many coastal areas in the tropics and
subtropics. They are significant geologic formations that provide crucial protection
from destructive forces of the sea. They also harbor the greatest diversity of animal
phyla of any other habitat on the planet. Threats due to climate change are detailed.

Airborne and Space-borne Remote Sensing of Cryosphere — The cryosphere
broadly constitutes all the components of the Earth system, which contain water in
a frozen state. As such, glaciers, ice sheets, snow cover, lake and river ice, sea ice,
and permafrost make up the terrestrial oceanic elements of the cryosphere. While
ice particles in the upper atmosphere and icy precipitation near the surface are the
representative members of the Cryosphere in atmospheric systems. Airborne and
spaceborne remote sensing technologies are presented.

Heat Content and Temperature of the Ocean — Following years of research and
development in autonomous float technology, major international cooperation
under the Argo Project led to the seeding of the global ocean with more than
3,000 floats each with the capability of profiling temperature and other properties
between depths of 2,000 m and the surface approximately every 10 days.
Measurements are relayed by satellite while the floats are at the surface in between
each cycle of ascent and descent. Coverage is almost global. Measuring variability
in sea level using satellite altimetry in situ temperature observations are comple-
mentary in efforts to infer changes in heat content.

Hurricane and Monsoon Tracking with Driftsondes — During the international
African Monsoon Multidisciplinary Analysis (AMMA) project, high flying
balloons (called driftsondes) dropping meteorological sondes to take measurements
over remote, but scientifically important locations, were deployed over West Africa
and tropical Atlantic to study weak weather systems, called African easterly waves,
that serve as seedlings for hurricanes.

Large-Scale Ocean Circulation: Deep Circulation and Meridional Overturning —
Observations from long-term moorings and deep floats have illustrated a dynamic
deep ocean environment, with energetic variability observed at a wide range of space
and time scales, including narrow jets, eddies, and recirculating gyres.

Long-Term Ecological Research Network — The US Long Term Ecological
Research (LTER) Network is the largest and longest-lived ecological network in
the continental United States. Designed to provide long-term data from a broad
range of key ecosystems, the LTER Network represents a unique national resource
for addressing pressing environmental issues such as climate change, loss of
biodiversity, and changes in patterns of land use.

Ocean Acidification — The oceans have absorbed about one third of the anthro-
pogenic carbon emissions, which in part ameliorates global warming induced by
human activity. However, this capacity to absorb CO, is challenged by the
accelerated increase in human activities including the increasing burning of fossil
fuels, cement production, agriculture, and deforestation. The accelerated rate of
increase in the concentration of atmospheric CO, and the parallel rise in dissolved
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1 Earth System Monitoring, Introduction 3

CO, in seawater (and the associated chemical changes) can affect marine life.
For example, increases in CO, can potentially disrupt the acid base balance in
tissues, fluids, and cells of marine organisms.

Ocean Evaporation and Precipitation — Taken as a whole, the hydrological cycle
is characterized by the evaporation of about half a million cubic kilometers of water
per year, the bulk of which (86%) is from the ocean, with only 14% originating in
the continents. The vast majority of the water that evaporates from the oceans
(90%) is precipitated back into them, while the remaining 10% is transported to the
continents, where it precipitates. About two thirds of this precipitation is recycled
over the continents and only one third runs off directly into the oceans. This chapter
covers the distribution of evaporation from the ocean and precipitation, oceanic
heat reservoirs and evaporation, oceanic evaporation and monsoonal precipitation
regimes, and the response of the relationship between evaporation and
precipitation.

Ocean Observatories and Information: Building a Global Ocean Observing
Network — Ocean observatories are collections of networks of sensors that are
deployed to sample the ocean physics, chemistry, and biology. The goal of these
networks is to overcome chronic under-sampling of the oceans by providing
sustained measurements in space and time. The data collected by these networks
are used to address a range of basic and applied research questions, hindered by
a lack of data. This chapter covers the need for a global ocean observing network,
design considerations, platforms, and information systems.

Oil Spill Remote Sensing — Remote sensing for oil spills is reviewed. The
technical aspects of sensors are considered and the benefits and limitations of each
sensor are assessed. Oil spill response often requires that remote sensing be used to
detect, map and track the spill of interest. A wide variety of technologies are covered.

The Gravity Recovery and Climate Experiment (GRACE) Detection of Ice Mass
Loss, Terrestrial Mass Changes, and Ocean Mass Gains — The gravity field of Earth,
caused by the distribution of masses inside and on the surface of Earth, changes in
time due to the redistribution of mass. Such mass fluxes can be due both to natural
processes (such as the seasonal water cycle, ocean dynamics, or atmospheric
variations), as well as due to human actions, such as the systematic withdrawal of
groundwater for human consumption. The GRACE satellite pair has provided the
first global measurements at horizontal resolutions from 300 km to global, and time
scales from 10 days to interannual. These measurements have been used to assess
the mass variability in the oceans, terrestrial water storage, and loss of ice mass in
glaciers and ice sheets. Long-term trends, episodic variations such as result from
large earthquakes, and seasonal changes have all been measured with unprece-
dented accuracy and detail.

Remote Sensing of Natural Disasters — Remote sensing involves the use of
instruments to study phenomena from a distance. Natural disasters derive from
hazards such as volcanoes, flooding, earthquake fires, and weather. Practically
speaking, “remote sensing of natural disasters” principally refers to the use of
airborne or spaceborne sensors to study natural disasters for detecting, modeling,
predicting, analyzing, and mitigating effects on human populations and activities.
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4 J. Orcutt

Satellite instruments can provide imagery of large areas of Earth’s surface and
overflights can often easily provide data for hard to access locations (either due to
terrain, weather, or causes of the disaster itself). Airborne instruments can also
provide much of the same utility from remote sensing with the potential advantages
of greater loiter or dwell time and rapid response.

Remote Sensing of Ocean Color — The oceans cover over 70% of Earth’s surface
and the life inhabiting the oceans play an important role in shaping Earth’s climate.
Phytoplankton, the microscopic organisms in the surface ocean, are responsible for
half of the photosynthesis on the planet. These organisms at the base of the food
web take up light and carbon dioxide and fix carbon into biological structures
releasing oxygen. Estimating the amount of microscopic phytoplankton and their
associated primary productivity over the vast expanses of the ocean is extremely
challenging from ships. However, as phytoplankton take up light for photosynthe-
sis, they change the color of the surface ocean from blue to green. Such shifts in
ocean color can be measured from sensors placed high above the sea on satellites or
aircraft and are called “ocean color remote sensing.” In open ocean waters, the
ocean color is predominantly driven by the phytoplankton concentration and ocean
color remote sensing has been used to estimate the amount of chlorophyll a, the
primary light-absorbing pigment in all phytoplankton.

Earth System Environmental Literacy — This chapter details the standards of
ecological, environmental, and science literacy needed by the public to support
decisions involved with assessing climate change data and predictions and taking
the required actions.

Contemporary Sea Level Variations, Observations and Causes — Sea-level
change is a very sensitive index of climate change and variability. For example,
as the ocean warms in response to global warming, seawaters expand, and thus sea
level rises. When mountain glaciers melt in response to increasing air temperature,
sea level rises because of freshwater mass input to the oceans. Similarly, ice mass
loss from the ice sheets causes sea-level rise. Corresponding increases in freshwater
transport into the oceans changes water salinity, hence seawater density as well as
ocean circulation that in turn affects sea level and its spatial variability. Since the
early 1990s, satellite altimetry has become the main tool for precisely and continu-
ously measuring sea level with nearly global coverage and a few days revisit time.
Compared to tide gauges which provide sea level relative to the ground, satellite
altimetry measures “absolute” sea-level variations. The main factors causing cur-
rent global mean sea-level rise are thermal expansion of seawaters, land ice loss,
and freshwater mass exchange between oceans and land water reservoirs. These
contributions vary in response to natural climate variability and to global climate
change induced by anthropogenic greenhouse gas emissions.

Volcanoes, Observations and Impact — Volcanoes are critical geologic hazards
that challenge our ability to make long-term forecasts of their eruptive behaviors. They
also have direct and indirect impacts on human lives and society. As is the case with
many geologic phenomena, the time scales over which volcanoes evolve greatly
exceed that of a human lifetime. On the other hand, the time scale over which
a volcano can move from inactivity to eruption can be rather short: months, weeks,
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days, and even hours. Thus, the scientific study and monitoring of volcanoes is
essential to mitigate risk as well as measure the influx of gasses and particulates into
the atmosphere. There are thousands of volcanoes on Earth, and it is impractical to
study and implement ground-based monitoring at them all. Fortunately, there are other
effective means for volcano monitoring, including increasing capabilities for satellite-
based technologies. The focus of this chapter is mainly on geophysical observations of
volcanoes and calderas as they pertain to eruption forecasting and prediction.

To complete the coverage of this volume, we are pleased to have a contribution
on Remote Sensing Applications to Ocean and Human Health.



Chapter 2

Airborne and Space-borne Remote
Sensing of Cryosphere

Kenneth C. Jezek

Glossary

Cryosphere

Radar
Lidar
Radiometers

Synthetic aperture
radar

Permafrost

Ice sheet

Sea ice
Glaciers

Seasonal snow

Those components of the Earth system that contain water in
its frozen form.

Radio detection and ranging systems.

Light detection and ranging systems.

Radio frequency receivers designed to detect emitted radia-
tion from a surface and in accordance with Planck’s law.
Radar system which increases along track resolution by using
the motion of the platform to synthesize a large antenna.
Persistently frozen ground.

Continental-scale, freshwater ice cover that deforms under its
own weight.

Saline ice formed when ocean water freezes.

Long, channelized, slabs of freshwater ice thick enough to
deform under their own weight.

The annual snow that blankets land cover in the winter and
melts by summer.

This chapter was originally published as part of the Encyclopedia of Sustainability Science
and Technology edited by Robert A. Meyers. DOI:10.1007/978-1-4419-0851-3

K.C. Jezek ()

Byrd Polar Research Center, School of Earth Sciences, The Ohio State University,
1090, Carmack Road, Columbus, OH, USA

e-mail: jezek.l@osu.edu

J. Orcutt (ed.), Earth System Monitoring: Selected Entries from the Encyclopedia 7
of Sustainability Science and Technology, DOI 10.1007/978-1-4614-5684-1_2,
© Springer Science+Business Media New York 2013


mailto:jezek.1@osu.edu
10.1007/978-1-4419-0851-3

8 K.C. Jezek
Definition of the Subject: The Cryosphere

The Cryosphere broadly constitutes all the components of the Earth system which
contain water in a frozen state [1]. As such, glaciers, ice sheets, snow cover, lake
and river ice, and permafrost make up the terrestrial elements of the Cryosphere.
Sea ice in all of its forms, frozen sea bed and icebergs constitute the oceanic
elements of the Cryosphere while ice particles in the upper atmosphere and icy
precipitation near the surface are the representative members of the Cryosphere in
atmospheric systems. This overarching definition of Earth’s cryosphere immedi-
ately implies that substantial portions of Earth’s land and ocean surfaces are
directly subject in some fashion to cryospheric processes. Through globally
interacting processes such as the inevitable transfer of heat from the warm equato-
rial oceans to the cold polar latitudes, it seems reasonable to argue that all regions of
Earth are influenced by cryospheric processes and their integration into the modern
climate of the planet. Observations of the cryosphere necessary to predict future
variability in Earth’s ice cover and its interaction with other Earth systems must be
made on commensurate spatial and temporal scales. Consequently, airborne and
space-borne remote sensing technologies with global reach play a key role in
acquiring data necessary to understand the important physical processes and earth
system interactions that govern the evolution of the Cryosphere (Fig. 2.1).

Introduction

The broad spatial and seasonally changing distribution of ice plays an important
role in earth systems and human activities. At high latitudes, ice covered land and
ocean surfaces are highly reflective thus redirecting incoming solar radiation back
into space in the summer months. Indeed, reductions in the spatial area of snow and
ice cover are believed to be an important feedback mechanism that enhances
warming at high latitudes [2, 3]. Essentially, reduced snow and ice cover exposes
darker land and ocean surfaces that retain rather than reflect solar energy. This
results in increased warming and hence a further decrease in the area of snow and
ice covered surfaces. Sea ice is an important habitat for birds such as penguins and
mammals such as seals and polar bears which thrive in this icy environment [4]. But
the underside of sea ice is also an important refuge for some of the smallest
creatures including the shrimp-like krill which graze upon algae that grows just
beneath and within the ice canopy [5, 6]. Terrestrial permafrost and frozen
sediments beneath the oceans support an important reservoir of organic carbon
and gas hydrates [7]. As permafrost melts, methane can be released contributing to
the increasing concentration of greenhouse gases in the atmosphere. Glaciers and
ice sheets are vast reservoirs of Earth’s freshwater. As the ice sheets thin, water
flows from the ice sheets into the oceans raising global sea level [8]. In terms of our
daily activities, seasonal snow and glaciers are important sources of spring runoff
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Fig. 2.1 NASA MODIS composite for July 7, 2010. Starting in the lower left quadrant and going
clockwise, the Greenland sheet is almost cloud free as are the adjacent smaller ice caps on the
Canadian Arctic Islands. Much of northern Canada and Alaska are cloud covered till the Bering
Strait which is also almost sea ice free. Patches of sea ice cling to the Asian coast and there is
a smattering of snow cover on the Putorana Mountains in western Siberia. The Gulf of Ob, Novaya
Zemlya, the Franz Josef Land, and Spitsbergen Islands are barely visible through the cloud. The
central Arctic basin is covered by sea ice. The image illustrates the scale of the cryosphere as well
as some of the complications faced when trying to study it from space (Image prepared by NASA’s
MODIS Rapid Response team)

for irrigation and power generation, while ice jams on rivers constitute important
obstacles to winter-time navigation and can cause low-land flooding [9]. Thawing
permafrost causes the land near surface to become unstable which can result in
catastrophic structural failures in buildings.

The global span of cryospheric processes and the strong daily to seasonal swing
in the extent of snow and ice makes studying and monitoring the cryosphere an
especially challenging scientific objective [10]. Moreover the variety of forms in
which ice can be manifest in Earth systems means that no single observing system is
capable of making adequate observations. Rather an ensemble of techniques is
required to fully appreciate and eventually understand the complexities of the
cryosphere and its interaction with other earth systems. Locally, observing tools
may include direct, field measurements of snow pack thickness or physical temper-
ature. Much different sets of tools are needed to characterize the cryosphere on
a global and annual scale where the inhospitable climate and the physical remote-
ness of many sectors of the cryosphere represent obstacles to scientific investiga-
tion. Here, aircraft and spacecraft mounted instruments are required to infer
geophysical properties from a remote distance (Fig. 2.2).
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Fig. 2.2 Tllustration of NASA’s ICESat passing over the Antarctic. ICESat collected repeat
elevation data over ice sheets and sea ice to study changing ice thicknesses. ICESat also sounded
the atmosphere to study aerosols. NASA/Goddard Space Flight Center Scientific Visualization
Studio, RADARSAT mosaic of Antarctica (Canadian Space Agency)

Compounded with these geographic challenges, observations of the icy surface
often have to overcome cloud cover that frequently obscures the high latitudes, as
well as continuing measurements during the long polar night. Consequently a range
of instruments generally rely on distinguishing properties evident in the broad-
spectral electrical characteristic of icy terrain. For example, even the cloudy
atmosphere is largely transparent to microwave radiation. That fact combined
with the very different microwave emission of open ocean and sea ice enables
space-borne microwave observations of annual sea ice extent and concentration day
and night and in all weather. Similarly the electrical contrast between rock and ice
enables airborne radio frequency radar measurements of the thickness of polar ice
sheets and glaciers. However some of the most recent advances in cryospheric
science have been made by relying on one of the most basic properties of the icy
cover, namely its mass. Space-borne measurements of the changing gravitational
attraction of variably sized snow and ice bodies enables direct estimates of chang-
ing polar ice mass and the redistribution of melting ice into the liquid oceans.
Indeed it can be argued that engineering and technological advances in airborne and
remote sensing have had some of their greatest scientific impacts in the understand-
ing the evolution of Earth’s ice cover.

This article provides an overview of remote sensing of the cryosphere from both
aircraft and spacecraft. A brief historical review of remote sensing of snow and ice is
followed by a discussion of the physics of remote sensing of the cryosphere and how
developments in remote sensing have led to a series of important scientific advances.
These include the realization of the diminishing extent of Arctic sea ice and the
thinning of glaciers, ice caps, and ice sheets worldwide. Both of these observations
form critical, direct evidence of changing world climate. The article concludes with
a discussion of developing international collaborations that are aimed at pooling
technologically sophisticated and operationally expensive international assets so as
to obtain an integrated system of continuing remote sensing observations necessary to
predict future changes in Earth’s ice and the consequent impacts on human activities.
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Early History of Cryospheric Remote Sensing

The science and operational communities have always been quick to adopt new
instruments and platforms for use in observing snow and ice in all of its forms. This
section reviews early developments in cryospheric remote sensing — which were in
part driven by science and in part by the basic desire to explore the most remote
regions of Earth.

Airborne Photo-Reconnaissance

Aerial photography of ice covered terrain began during early twentieth century
expeditions to the high atitudes and was used primarily to document the progress of
the expedition. Survey quality aerial mapping was adopted using techniques primarily
developed during World War I [11]. Mittelholzer and others [12] writing about the
1923 Junkers Expedition to Spitzbergen offer a very complete overview of the
geographic and cartographic objectives for aerial photography in the North including
a brief discussion of glacier formation as revealed by the aerial photographs. They also
give an interesting technical discussion of the challenges faced when doing aerial
photographic reconnaissance over highly reflective snow-covered terrain.

Wilkins documented ice cover in the Antarctic Peninsula during the first suc-
cessful flight in Antarctica by using a hand-held, folding Kodak 3A camera [13, 14].
Richard E. Byrd devoted time and resources to aerial photography for quantitative
surveying purposes during his first Antarctic Expedition of 1928—1930. In his book,
“Little America,” Byrd [15] writes that photographs from Ashley McKinley’s
laboratory provided “perhaps, the most important geographical information from
the expedition.” McKinley was third in command of the expedition and the aerial
surveyor. McKinley operated his Fairchild K-3 mapping camera during Byrd’s
1929 historic flight to the South Pole.

These early airborne photographic records were acquired with great skill and at
considerable risk. The quality of the photographs is often exceptional and the
photos themselves represent an oft under-utilized resource for directly gauging
century-scale changes in Earth’s ice cover.

Satellite Photography

A mere 32 years after Byrd’s aerial photographic surveying in Antarctica, space-
borne cameras began capturing unique pictures of Earth. CORONA, ARGON, and
LANYARD were the first three operational imaging satellite reconnaissance
systems and they acquired data during the early 1960s for both detailed reconnais-
sance purposes and for regional mapping [16—18]. Early reconnaissance satellite
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Fig. 2.3 European Space Agency MERIS image of Peterman Glacier, Greenland (left). The
multispectral image was acquired in July, 2008 and before a large part of the floating ice tongue
broke free. Argon panchromatic photograph acquired during the spring of 1962. The clarity of this
early view from space is exceptional and provides a valuable gauge for assessing changes in
glacier ice from the 1960s to the present

photographs provide a unique view of our world as it appeared at the beginning of
the space age. Researchers in the environmental science community are the most
recent beneficiaries of these data after they were declassified and made publicly
available in 1995 through the efforts of Vice President Al Gore along with several
government agencies working together with civilian scientists as part of the
MEDEA program [19]. Polar researchers in particular inherited a wealth of detailed
photography covering both of the great polar ice sheets. After processing with
sophisticated digitizing instruments and subsequent analysis with modern photo-
grammetric and image processing techniques, investigators have shown that these
data can be used to characterize local fluctuations in glacier termini [20, 21],
investigate large-scale flow features on ice sheets [22, 23] and to measure long-
term average velocity by feature retracking techniques [24] (Fig. 2.3).

Development of Depth Sounding Radar

Early suggestions that glaciers were penetrated by radio signals are attributed to
observations made at Little America during Byrd’s 2nd Antarctic Expedition [25].
This observation, along with reports that pulsed radar altimeters were yielding
faulty readings over glaciers, led to the first radar experiments to measure ice
thickness in 1955. In 1960, Waite and Schmidt [25] made measurements over
Greenland from aircraft at 110, 220, 440, and 4,300 MHz. These results initiated
a revolution in glaciology because the ice thickness and internal structure of
glaciers and ice sheets could be rapidly sounded from aircraft [26].

Although the sophistication of ice sounding radar systems has increased
tremendously, the basic principle of the technique remains the same and continues
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Fig. 2.4 North south airborne profile of ice thickness in west central Greenland. The upper black
line is the radar reflection from the snow surface. The line at about 500 m depth is a multiple echo
of the surface from the aircraft itself. The undulating line at an average depth of about 1,400 m is
the reflection from the glacier bottom. The profile crosses the upstream segment of Jakobshavn
Glacier at 69.2° N 48.1°W. There the 2,000 m thick ice has incised a deep channel into the
bedrock. The data were acquired by the University of Kansas in 2008

to be a fundamental tool used by researchers (Fig. 2.4). Essentially, the one-way
travel time of a radar pulse transmitted through the ice or snow is multiplied by
the appropriate wave speed and the thickness so determined. More complex, two
dimensional maps of the glacier bed topography can be assembled from multiple
profiles that are combined using travel time migration techniques [27]. Several
snow and ice sounding radars are part of the primary instrument suite presently
carried aboard aircraft supporting NASA’s IceBridge program [28].

Depth sounding radar remains one of the few techniques available to researchers
interested in probing the volume of the terrestrial ice cover and the properties of the
underlying bed. Airborne radars have been successfully used to study glacier, ice
sheets, and to a more limited degree sea ice and permafrost. Seismic techniques
yield important complementary information but can be carried out only in situ.
Airborne gravity measurements provide important regional information but are
generally less accurate than the radar technique for measurements on glaciers.

Scientific Advances from Airborne and Space-borne
Remote Sensing

In most instances, airborne and space-borne platforms carry similar kinds of remote
sensing instruments. Often times, space-borne instruments are first proto-typed as
part of initial airborne campaigns. However, advantages of instrument installations
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on multiple kinds of platforms go far beyond vetting the effectiveness of an
instrument. For example, space-borne systems can provide global scale
observations, with some imaging instruments yielding pole-to-pole observations
on a daily basis. Manned and increasingly unmanned aircraft, with their ability to
maneuver and loiter over an area, can provide much denser spatial and temporal
coverage when profiling instruments, such as altimeters, are of interest. This section
begins with a review of remote sensing physics and then summarizes key
applications of remote sensing to several cold regions themes.

Basics of Remote Sensing of the Cryosphere

Airborne and space-borne sensors measure local changes in electromagnetic, gravita-
tional, and magnetic force fields. Disturbances can arise from the passive, thermody-
namically driven electromagnetic radiation emitted by the earth’s distant surface, or
the reflectance of incoming solar radiation from the Earth’s surface, both of which
change with the terrain type. Instruments and associated satellites of this type include
the Electrically Scanning Microwave Radiometer (ESMR), Scanning Multichannel
Microwave Radiometer (SMMR), Special Sensor Microwave Radiometer (SSMI),
Advanced Very High Resolution Radiometer (AVHRR), Landsat, Moderate Resolution
Imaging Spectrometer (MODIS), Medium Resolution Imaging Spectrometer (MERIS),
Satellite Pour 1’Observation de la Terre (SPOT). Disturbances can also arise from the
active behavior of the sensor itself. Radars and lidars include the Airborne Topographic
Mapper (ATM), Laser Vegetation Imaging Sensor (LVIS), synthetic aperture radar
(SAR) and radar altimeters on the European Remote Sensing Satellite (ERS-1/2),
RADARSAT 1/2, synthetic aperture radar and radar altimeter on Envisat, Phased
Array L-band SAR, TerraSAR-X, GEOSAT, the Ice and Climate Experiment Satellite
(ICESat) lidar, the Cryosat radar altimeter. These instruments illuminate the surface
with electromagnetic signals, which upon reflection can be detected back at the sensor
after an elapsed time. Local changes in the gravity field at airborne and space-borne
elevations are indications of changes in the distribution of mass within the Earth. Such
instruments include airborne gravimeters on NASA’s IceBridge, NASA’s Gravity
Recovery and Climate Experiment (GRACE) satellite, and ESA’s Gravity field and
Ocean Circulation Explorer (GOCE) satellite.

The task of the remote sensing scientist is to take measurements of these basic
force fields and infer from them geophysical properties about the Earth [29]. For the
cryosphere, examples include using changes in the gravitational field to estimate
changes in the mass of glaciers and ice sheets as is done with the GRACE satellite.
Other examples include using radars and lidars to measure the time of flight of
signals reflected off the ice surface and use that information to measure elevation
and elevation changes on sea ice and ice sheets. Finally, scattered solar radiation
can be used to acquire hyper-spectral images for surface characterization and for
traditional mapping of surface features.
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Fig. 2.5 19 GHz, horizontally polarized, special sensor microwave imager (SSM/I) brightness
temperature data for the Arctic on February 15, 2004 (left) and August 25, 2004 (right). The
brightness temperature scale (far right) is in degrees Kelvin. Differences between the emissivity of
ocean, sea ice, land and ice sheets enable the relatively easy identification of the seasonal retreat in
sea ice cover. Brightness temperature variations across the ice pack are caused by differences in ice
type and age as well as in ice concentration

Accomplishing this task requires technical information about the behavior of the
instrument, knowledge about the physical relationships between the measured field
and the surface under study, and the development of algorithms that correctly invert
the measured signal into some desired property [30, 31]. In some cases this task can
be relatively easy. Because glacier ice is nearly homogeneous and because it is
almost transparent at radar frequencies from about 1 to 500 MHz [32], the propa-
gation time of a radar echo through the ice sheet and back can be converted to ice
thickness by simply knowing the average ice dielectric constant, which in turn is
readily convertible into a propagation velocity. In other cases, the task is more
challenging because of heterogeneities in the material. The physical and electrical
properties of sea ice change substantially as the ice ages [33]. This leads to changes
in the thermally driven, microwave emission from the surface. The amount of
energy received, measured in terms of a brightness temperature, is related to the
product of the physical temperature and the emissivity of the surface. For open
water, the microwave brightness temperature is cool because little energy escapes
from the ocean surface. For sea ice, the brightness temperature is warm because
more energy is transmitted across the electrically less reflective snow surface at
these frequencies. Consequently, brightness temperature can be used to measure sea
ice concentration and extent with high accuracy (several percent). Figure 2.5 shows
that just on the basis of brightness temperature maps alone it is easy to distinguish
the annual cycle of sea ice growth and decay across the arctic.
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Sea Ice Extent, Concentration, Motion, and Thickness

Sea ice modulates polar climate by restricting the flow of heat from the relatively
warm polar ocean into the relatively cold polar atmosphere. Because freezing ice
preferentially rejects impurities from the crystalline lattice, the growth of sea ice
modulates ocean circulation by releasing dense, cold brine that sinks beneath the
marginal ice zones and initiates oceanic convection. Sea ice represents a natural
barrier to surface navigation and so changes in sea ice cover have important
consequences for future development of the Arctic. While sea ice is usually
distinguishable from open ocean at optical wavelengths, cloud cover and the long
polar night dictate the use of all-weather, day/night passive microwave radiometers
for monitoring sea ice extent and concentration. As noted above, these radiometers
measure the radiant energy emitted from the surface that, on one hand, can help
identify ice type and age but, on the other hand, leads to complexities in designing
more sophisticated instruments capable of sorting out whether the observed
changes are due to different ice types populating a scene or because of change in
the fractions of sea ice and open water in the scene. Moreover, the dimensions of the
area sampled on the surface are often quite large (Hollinger and others [34] quote
a field of view of 37 x 28 km for the SSMI 37 GHz vertically polarized channel).
Consequently, approaches for estimating the concentration within a single pixel are
required. A simple algorithm relies on the fact that the total emitted energy or
equivalently the brightness temperature must equal the brightness temperature of
the components in the scene times their respective concentrations within the pixel
[35]. The component brightness temperatures are selected by tie points (such as a tie
point for the brightness temperature of open water or first-year sea ice) which
allows for a solution. More sophisticated algorithms attempt to better characterize
regions where ice concentrations are low and where the data may be contaminated
by weather effects. The results of these analyses are detailed measurements of ice
extent which document the dramatic decrease in Arctic sea ice cover (Fig. 2.6).
Graphs such as these represent some of the most compelling and straightforward
evidence for changing climate at high latitudes.

Images such as those in Fig. 2.5 can also be used to document the coarse motion
of the sea ice by tracking common features in repeat images. Better results are
obtained with increasing resolution ranging from the several kilometer resolution
obtainable with AVHRR to the very fine resolutions (tens of meters or less)
achievable with SAR. Combined with airborne (Airborne Topographic Mapper
flown as part of IceBridge) and space-borne (ERS-1/2, ICESat, Cryosat-2) altimeter
estimates of ice thickness, circulation driven changes in ice thickness about
Antarctica [36] and the total ice flux across the Arctic and out into the marginal
seas can be computed. Based on ICESat estimates of sea ice freeboard, Kwok and
others [37] estimate a 0.6 m thinning in Arctic multiyear ice for the period from
2003 to 2008.
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Fig. 2.6 Winter-time Arctic sea ice extent computed using passive microwave data. The decreas-
ing trend illustrates the reduction in Arctic sea ice extent. There is a much more dramatic decline in
ice extent during the summer months (Graph courtesy of the National Snow and Ice Data Center)

Regional Image Mapping of Glaciers and Ice Sheets

Airborne and space-borne image mapping of glaciers and ice sheets focuses on basic
physical characteristics such as glacier termini, glacier snow lines, crevasse patterns,
snow facies boundaries [38]. These properties have been successfully monitored
with optical and microwave imaging instruments. As described in section “Early
History of Cryospheric Remote Sensing,” high latitude mapping began as early as
1962 with the launch of the Argon satellite. Shortly thereafter, the 1970s Landsat 1,
2, and 3 Multi-Spectral Scanner (MSS) images constitute an important glaciological
resource [39, 40] and have been compiled into a series of beautiful folios edited by
R. Williams Jr. and J. Ferrigno of the U.S. Geological Survey [see 41].

Compiling separate images into seamless, high-resolution digital maps of conti-
nental-scale areas is complicated by the data volume and the challenges in accurately
estimating satellite orbits and instrument viewing geometries along orbit segments
that might span from coast to coast. Initial successes in large-scale mapping were
achieved through use of the moderate spatial resolution (1-2.5 km) and wide swath
(2,400 km) Advanced Very High Resolution Radiometer (AVHRR) images [42]
which helped reveal details about ice stream flow in West Antarctica [43]. After the
original AVHRR mosaic of Antarctica, the United State Geological Survey (USGS)
made subsequent improvements to the mosaic by eliminating more cloud, separating



18 K.C. Jezek

Fig. 2.7 Canadian RADARSAT-1 Antarctic Mapping Project synthetic aperture radar
mosaic. The radar is sensitive to changes in the physical structure of the near surface snow. Bright
coastal returns are scattered from subsurface ice lenses formed during fall freeze-up. Darker
interior tones occur where snow accumulation is high. Other features such as ice streams and ice
divides are visible (Map courtesy of K. Jezek. RADARSAT-1 data courtesy of the Canadian Space
Agency)

the thermal band information to illustrate surface features more clearly, and correcting
the coastline of the mosaic to include grounded ice while excluding thin, floating fast
ice [44]. The European Earth Resources Satellite — 1 carried on board a synthetic
aperture radar which allowed for large-scale regional mapping. Fahnestock and others
[45] compiled a mosaic of Greenland which revealed the existence of a long ice stream
in north east Greenland. In 1997, RADARSAT-1 synthetic aperture radar (SAR) data
were successfully acquired over the entirety of Antarctica (Fig. 2.7). The coverage is
complete and was used to create the first, high-resolution (25 m) radar image mosaic of
Antarctica [46-48] The image was used to map the ice sheet margin [49] and to
investigate patterns of ice flow across Antarctica resulting in the discovery of large ice
streams that drain from Coates Land into the Filchner Ice Shelf. Other large-scale
mapping has been completed with MODIS for both the Arctic and the Antarctic [50].
Most recently, Landsat imagery of Antarctica has been compiled into a single, easily
accessible map-quality data set [51] and SPOT stereo imagery has been used to derive
digital elevation models of ice sheets, ice caps, and glaciers [52].

InSAR Measurements of Glaciers and Ice Sheets Surface Velocity

Glaciers and ice sheets move under the load of their own weight. They spread and
thin in a fashion dictated by their thickness, the material properties of ice, and the
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environmental conditions operative on the glacier surface, sides and bottom. The
rate and direction of motion reveals important information about the forces acting
on the glacier, provides knowledge about the rate at which ice is pouring into the
coastal seas, and enables scientists to predict how the ice sheet might respond to
changing global climate.

Since the International Geophysical Year of 1957-1958 and before, scientists
have placed markers on the ice sheet and then, using a variety of navigation
techniques from solar observations to GPS, have remeasured their positions to calcu-
late motion. More recently, scientists have used high-resolution satellite images to
track the position of crevasses carried along with the glacier to compute surface
motion. These approaches are time consuming and result in patchy estimates of the
surface velocity field. During the early 1990s, researchers at the Jet Propulsion
Laboratory showed that synthetic aperture radar (SAR) offered a revolutionary new
technique for estimating the surface motion of glaciers [53]. Here, the SAR is operated
as an interferometer. That is, the distance from the SAR to a point on the surface is
computed by measuring the relative number of radar-wave cycles needed to span the
distance between the radar and the surface. Later, another measurement is made from
a slightly different position and the numbers of cycles is computed again. The differ-
ence in the number of cycles combined with control points is used to estimate relative
displacement to about one quarter of a radar-wave cycle (just a few centimeters for
RADARSAT-1). Given an estimate of surface topography, this enables measurement
of even the slowest moving portions of glaciers [54, 55]. A related approach relies on
the fact that images formed from coherent radar signals scattered off a rough surface
will have a small-scale-speckly appearance. The speckle pattern is random over scene
but it is stable from scene to scene over a short time. Tracking the speckle pattern over
time enables another measurement of surface velocity and while less accurate than the
interferometric phase approach, speckle retracking has the advantage of yielding
estimates of two components of the velocity vector [56, 57]. Typically a mixture of
phase interferometry and speckle retracking are used in glacier motion studies.

Surface topography can also be estimated using InSAR techniques in cases
where the surface velocities are small, the period between repeat observations is
short [58], when multiple interferometric pairs are available [59], or when multiple
antennas enable acquisition of interferometric data in a single pass as was done with
NASA'’s Shuttle Radar Topographic Mission [60]. Although the surface elevation
accuracy of InSAR topography is typically on the order of a few meters, the results
can be used to estimate local slopes and also in comparison with earlier data provide
a rough estimate of mass change.

Surface elevation and velocity data are key to studies of glacier dynamics [61].
InSAR data have been used to investigate the relative importance of different
resistive stresses acting on ice streams and to predict the future behavior of ice
streams and glaciers currently in retreat [62, 63]. Measurements on mostly
retreating glaciers in the Himalayas [64], Patagonia [65, 66], European Alps [67],
and Alaska (Fig. 2.8) document changing surface elevation and internal dynamics,
and, together with estimates of ice thickness and surface accumulation rate, can
provide a direct estimate of glacier mass loss [68].
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Fig. 2.8 Surface velocities on Hubbard Glacier Alaska measured using Japanese PALSAR
L-band interferometric pairs. Hubbard Glacier is a tidewater glacier and ice from the advancing
snout calves directly into Disenchantment Bay (lower center). Hubbard Glacier is one of the few
in Alaska that is currently thickening and advancing (Image courtesy of E. W. Burgess and
R. R. Forster, University of Utah)

Glaciers and Ice Sheets Mass Loss

Glaciers and ice sheets are reservoirs of freshwater with over 90% of Earth’s
freshwater bound in the Antarctic Ice Sheet [69], which when depleted have
local, regional and global impacts. Indirect approaches for identifying whether
ice sheets are losing mass include using proxy indicators such as surface melt
area and duration — both measureable using passive microwave techniques [70,
71]. More directly, there are three primary remote sensing techniques currently
used to assess the changing volume (or mass) of ice contained in glaciers [72]. The
first involves an estimate of the difference between the annual net accumulation of
mass on the surface of the glacier and the flux of ice lost from the terminus. The flux
from the terminus is calculated using the measured ice thickness from airborne
radar and the surface velocity, which is currently best estimated with InSAR [73].
The second approach is to measure surface elevation change. This has
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Fig. 2.9 Mass loss from Alaskan Glaciers in cm of water equivalent per year from GRACE
(Image courtesy of S. Luthcke, NASA GSFC)

been accomplished with space-borne radar altimeters [74, 75] and airborne and
space-borne lasers [76—78]. Finally, the changing glacial mass can be estimated
directly by measuring changes in the gravity field as has been done with GRACE
[79-81]. Figure 2.9 illustrates the estimated mass loss rate from Alaskan Glaciers as
illustrated using GRACE data (Updated from [82]).

Recent analyses suggest these different techniques are yielding similar mass
reductions for the Greenland Ice sheet [8, 83]. Thinning is primarily in the coastal
regions where the rate of thinning has been increasing since the early 1990s and the
current rates of mass loss estimated between 150 and 250 Gt/year. West Antarctica
data indicate mass loss similar to Greenland, whereas East Antarctica retains
a slightly positive (50 Gt/year) mass balance. Using surface mass balance estimates
and GRACE gravity data, Rignot and others [84] report a combined ice sheet
thinning rate of 475 + 158 Gt/year. Cazenave and Llovel [8] conclude that for
the period between 1993 and 2007 about 55% of total sea level rise can be attributed
to melting of glaciers and ice sheets.
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Fig. 2.10 Snow cover extent
from NASA’s MODIS.
Increasing shades of gray
indicate greater percentages
of snow cover within each
pixel. Brown denotes snow-
free surface

The Seasonal Snow Pack

Seasonal snow cover plays an important role in regional hydrology and water
resource management. Rapid melting of the seasonal snow pack across the northern
Great Plains in April 1997 resulted in catastrophic flooding of the Red River. From
a climate perspective, the bright snow surface also serves as an effective mirror for
returning incoming solar radiation back into space thus modulating the planetary
heat budget.

The spectral reflectivity differences between snow, cloud, and other land cover
types enables the seasonal snow cover to be routinely mapped globally using visible
and infrared sensors such as NOAA’s AVHRR, NASA’s MODIS, and ESA’s
MERIS instruments. Snow may be mapped based on visual inspection of multi-
spectral imagery. Automatic snow detection is accomplished by computing the
normalized difference between, for example, the MODIS visible band
(0.545-0.565 pum) and the near infrared band (1.628—1.652 pm). Snow is detected
when the normalized difference exceeds a threshold value of 0.4 and when other
criteria on land and cloud cover are met [85] (Fig. 2.10). Based on analysis of the
NOAA 35 year data record, Dery and Brown [86] conclude that springtime snow
extent across the northern hemisphere declined by some 1.28 x 10° km? over
a 35 year period.

Snow thickness and hence indirectly the mass of snow are key variables for
estimating the volume of water available in a reservoir and potentially releasable as
runoff. The most successful techniques to date have relied on passive-microwave-
based algorithms. One approach for estimating snow thickness is to difference 19
and 37 GHz brightness temperature data that along with a proportionality constant
yields an estimate of the snow thickness. The algorithm is based on the fact that
19 GHz radiation tends to minimize variations in ground temperature because it is
less affected by the snow pack. The 37 GHz radiation is strongly scattered by the
snow grains and brightness temperature at this frequency decreases rapidly with
snow thickness/snow water equivalent. Factors which confuse this algorithm
include topography and changes in ground cover [87].

Information about the seasonal onset of snowmelt can be obtained from microwave
data. A few percent increase in the amount of free water in the snow pack causes the
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Fig. 2.11 January 2010 NASA MODIS image of ice formed on the St. Lawrence River. Thin
layers of new ice are distorted into swirls by the surface currents (center left). Thicker ice is held
fast to the southern shore (Image courtesy of MODIS Rapid Response Team, NASA GSFC)

snow emissivity to approach unity resulting in a dramatic increase in passive micro-
wave brightness temperature. This fact has been successfully used to track the annual
melt extent on the ice sheets and also to track the springtime melt progression across
the arctic. Higher resolution estimates of melt extent can be obtained with
scatterometer and SAR data. These data generally show an earlier spring time date
for the beginning of melt onset and a later date for the fall freeze [88].

Lake and River Ice

Lake and river ice form seasonally at mid and high latitudes and elevations. River ice
forms under the flow of turbulent water which governs its thickness. The combination
of ice jams on rivers with increased water flow during springtime snowmelt can result
in catastrophic floods. Lake ice forms under less dynamic conditions resulting in
a smoother ice surface that acts as an insulator to the underlying water. Hence
lacustrine biology is strongly influenced by the formation of the ice canopy. The
start of ice formation and the start of springtime ice break up are proxy indicators for
changes in local climate as well as impacts on the ability to navigate these waterways.

Streams, rivers, lakes of all sizes dot the landscape. Locally, ice cover
observations can be made from aircraft. Regionally or globally, river and lake ice
monitoring is challenging because physical dimensions (long but narrow rivers)
often require high resolution instruments like medium- to high-resolution optical
data (Fig. 2.11) or SAR to resolve details [89]. Moreover, since the exact date of
key processes, such as the onset of ice formation or river-ice breakup are unknown,
voluminous data sets are required to support large-scale studies.
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Fig. 2.12 EO-1 Hyperion satellite data acquired over the north coast of Alaska (70.5 N 156.5 W)
and about 50 km inland from the coast, which is toward the right on this image. The image is
7.5 km wide (fop to bottom). Color composite using channels 16 23 and 28

Permafrost

Permafrost presents one of the greatest challenges for regional remote sensing
technologies [7, 90]. The near surface active layer, the shallow zone where seasonal
temperature swings allow for annual freeze and thaw, is complicated by different
soil types and vegetative cover. This combination tends to hide the underlying
persistently frozen ground from the usual airborne and space-borne techniques
mentioned above. Even in winter when the active layer is frozen, remote sensing
of the permafrost at depth is extremely difficult because of the spatially variable
electrical properties of the material. Thus far, the most successful airborne and
space-borne remote sensing methods involve optical photography to identify sur-
face morphologies as proxy indicators of the presence of permafrost. Patterned
ground and pingos are examples of the types of features visible in optical imagery
and that are diagnostic of underlying permafrost. SAR interferometry has been
suggested as another tool that can be used to monitor terrain for slumping
associated with thawing permafrost. Figure 2.12 shows EO1 Hyperion satellite,
visible-band data collected over the north slope of Alaska. Shallow, oval shaped
lakes form in thermokarst, which develops when ice rich permafrost thaws and
forms a hummocky terrain. Lakes and depressions left by drained lakes are densely
distributed across the tundra. The long axis of the lake is oriented perpendicular to
the prevailing wind direction. SAR intensity images have been used to determine
that most of these small lakes freeze completely to the bottom during the winter
months [91].

Recent Developments in Airborne Radar Ice Sounding of Glaciers

Today, airborne radars operating between about 5 and 500 MHz are the primary
tools used for measuring ice sheet thickness, basal topography, and inferring basal
properties over large areas. These radars are typically operated as altimeters and
acquire profile data only along nadir tracks that are often separated by 5 or more
kilometers. The along track resolution is met by forming a synthetic aperture and
the vertical resolution of the thickness is met by transmitting high bandwidth signal.
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Even though highly accurate thickness measurements can be achieved, information
in the third cross-track dimension is absent.

While the surface properties of the ice sheets are becoming increasing well
documented, the nature of the glacier bed remains obscured by its icy cover.
Revealing basal properties, such as the topography and the presence or absence
of subglacial water, is important if we are to better estimate the flux of ice from the
interior ice sheet to the sea and to forecast anticipated changes of the size of the ice
sheets. Recent experiments demonstrate how it is possible to go beyond airborne
nadir sounding of glaciers and to produce three-dimensional images of the glacier
bed. This development represents a major step forward in ice sheet glaciology by
providing new information about the basal boundary conditions modulating the
flow of the ice and revealing for the first time geomorphologic processes occurring
at the bed of modern ice sheets. The approach relies on the application of radar
tomography to UHF/VHF airborne radar data collected using multiple, independent
antennas and receivers. Tomography utilizes phase and amplitude information from
the independent receivers to isolate the direction of a natural target relative to the
aircraft. Combined with the range to the target based on the echo travel time and
position of the aircraft, tomographic methods yield swaths of reflectivity and topo-
graphic information on each side of the aircraft [92].

Cooperative Efforts to Observe, Monitor, and Understand
the Cryosphere

Several cooperative, international scientific studies of the high latitudes have been
organized. Beginning with the 1897 voyage of the Belgica to the Antarctic Penin-
sula and continuing to the 2007 International Polar Year, studies have relied on the
most recent technologies to increase knowledge of the polar regions. To realize the
benefit of the growing constellation of international satellites to the scientific
objectives of the 2007 International Polar Year (IPY) (Fig. 2.13), the Global
Interagency IPY Polar Snapshot Year (GIIPSY) project engaged the science com-
munity to develop consensus polar science requirements and objectives that could
best and perhaps only be met using the international constellation of earth observing
satellites [93]. Requirements focused on all aspects of the cryosphere and range
from sea ice to permafrost to snow cover and ice sheets. Individual topics include
development of high-resolution digital elevation models of outlet glaciers using
stereo optical systems, measurements of ice surface velocity using interferometric
synthetic aperture radar, and frequently repeated measurements of sea ice motion
using medium resolution optical and microwave imaging instruments.

The IPY Space Task Group (STG), convened by the World Meteorological
Organization (WMO), formed the functional link between the GIIPSY science
community and the international space agencies. STG membership included
representatives from the national space agencies of Italy, Germany, France, UK,
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US, Canada, Russia, China, Japan, and the European Space Agency (ESA), which
in itself represents 19 nations. The STG determined how best to satisfy GIIPSY
science requirements in a fashion that distributed the acquisition burden across the
space agencies and recognized the operational mandates that guide the activities of
each agency.

The STG adopted four primary data acquisition objectives for its contribution to
the IPY. These are:

» Pole to coast multi-frequency InSAR measurements of ice-sheet surface velocity

» Repeat fine-resolution SAR mapping of the entire Southern Ocean sea ice cover
for sea ice motion

¢ One complete high resolution visible and thermal IR (Vis/IR) snapshot of
circumpolar permafrost

» Pan-Arctic high and moderate resolution Vis/IR snapshots of freshwater (lake
and river) freeze-up and breakup

The STG achieved most of these objectives including: acquiring Japanese,
ALOS L-band, ESA Envisat and Canadian Radarsat C-band, and German
TerraSAR-X (Fig. 2.14) and Italian COSMO_SKYMED X band SAR imagery
over the polar ice sheets [94]; acquiring pole to coast InSAR data for ice sheet
surface velocity; optically derived, high-resolution digital elevation models of the
perimeter regions of ice caps and ice sheets; coordinated campaigns to fill gaps in
Arctic and Antarctic sea ice cover; extensive acquisitions of optical imagery of
permafrost terrain; observations of atmospheric chemistry using the Sciamachy
instrument.

Future Directions

Emerging sensor and platform technologies hold great promise for future airborne
and space-borne remote sensing of the cryosphere. Airborne programs are likely to
continue to use large manned aircraft in a fashion similar to NASA’s IceBridge
program which integrates a sophisticated suite of instruments including lidars,
radars, gravimeters, magnetometers, optical mapping systems, and GPS. But
there will also be a steady shift toward smaller, more dedicated unmanned aerial
vehicles capable of remaining on station for longer periods and fulfilling some of
the temporal coverage requirements that are difficult to satisfy with larger aircraft
requiring a substantial number of crewmen.

It is worth noting again that ice sounding radars are exclusively deployed on
aircraft for terrestrial research. This is driven operationally by the challenges of
ionospheric distortions and by governmental controls on frequency allocations
available for remote sensing applications designed to limit interference with
communications and other commercial uses of the frequency bands. Certainly the
latter is not an issue for other planetary studies and in fact the Martian ice caps have
been successfully sounded from the orbiting MARSIS and SHARAD radars [95].
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Fig. 2.14 German Aerospace Center TerraSAR-X observations of the Nimrod Glacier (inset map
of Antarctica). Ice floes around a central nunatak and down toward the Ross Ice Shelf. Crevasses
appear in conjunction with the interruption of flow by the nunatak. Cooperative use of Canadian,
German, European Space Agency, Italian, and Japanese synthetic aperture radar (SAR) satellites
along with ground segment and data processing capabilities provided by the United States yielded
arich and diverse SAR data set that will be a lasting legacy of the IPY (TerraSAR-X data courtesy
of D. Floricioiu, German Aerospace Center. Inset coastline derived from RADARSAT-1 Antarctic
Mapping Project map)

These extraterrestrial successes motivate continuing interest in deploying similar
instrument for observing Earth’s ice cover in the future.

As indicated in Fig. 2.13, there will be an ongoing constellation of satellites
capable of collecting valuable cryospheric data. Here, coordination amongst the
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different space faring nations will be key to realizing the greatest scientific benefit.
Lessons about cooperation gleaned from the IPY can be profitably extended to the
acquisition of data and the development of geophysical products beyond the polar
regions to all sectors of the cryosphere. There could also be generally better
integration of the atmospheric chemistry and polar meteorological communities,
as well as incorporation of gravity and magnetic geopotential missions into the
coordination discussions. It is also possible to envision discussion and collaboration
on emerging technologies and capabilities such as the Russian Arktika Project [96]
and advanced subsurface imaging radars. A primary objective of continued coordi-
nation of international efforts is securing collections of space-borne “snapshots” of
the cryosphere through the further development of a virtual Polar Satellite Constella-
tion [97]. A natural vehicle for adopting lessons learned from GIIPSY/STG into
a more encompassing international effort could be the Global Cryosphere Watch
[98] recently proposed by WMO to be in support of the cryospheric science goals
specified for the Integrated Global Observing Strategy Cryosphere Theme [1].
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Chapter 3

Aircraft and Space Atmospheric Measurements
Using Differential Absorption Lidar (DIAL)

Russell De Young

Glossary

Absorption

Absorption
coefficient
Active remote
sensing

Aerosol
Aerosol extinction

Atmospheric
boundary layer

Depolarization
ratio

DIAL

The process in which incident radiant energy is retained or
absorbed by a gas.

The fraction of incident energy removed by absorption per
unit length of travel of radiation through a gas.

A remote sensing system that transmits its own energy
source and measures atmospheric properties from the
returned signal.

A colloidal suspension of liquid or solid particles in air.
The reduction of optical energy passing through the atmo-
sphere due to scattering and absorption of that energy.
The bottom layer of the atmosphere that is in contact with
the surface and is often turbulent with a capped stable layer
of air or temperature inversion. The height is variable but is
typically several kilometers during the day.

Defined as the ratio of the backscattered lidar power in the
cross-polarization plane to the backscattered power in the
polarization plane (transmitted laser beam) induced by the
atmospheric constituents.

Differential absorption lidar is a lidar technique used to
measure the atmospheric concentration of any gas as
a function of altitude.
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Extinction
coefficient
In situ

Lidar

Passive remote
sensing

Polarization
Primary trace

atmospheric
gas or particles

Relative humidity

Scattering

Scattering coefficient

Stratosphere

Troposphere

R. De Young

The fraction of incident radiant energy removed by extinc-
tion per unit of travel of radiation through the air.
Methods for obtaining information about atmospheric
properties through direct contact with the atmosphere as
opposed to remote sensing.

Light Detection and Ranging is a technique for detecting
and characterizing atmospheric properties using a pulsed
laser.

A remote sensing technique that relies on the use of the
Sun, Moon, or Earth surface as a radiation source to mea-
sure atmospheric gas species by absorption of that radia-
tion as it passes through the atmosphere.

The property of light where the electric field vector is
oriented in a single plane called plane polarization.
Substances that are directly emitted into the atmosphere
from the surface, vegetation, or natural or human activities
such as fires, industrial processes, and car emissions.

The ratio of the vapor pressure of water to its saturation
vapor pressure at the same temperature.

The process by which atmospheric gases are excited to
radiate by an external source of light and the resultant
light is usually detected in a direction not aligned with
the light source.

The fraction of incident radiant energy removed by scat-
tering per unit length of travel of radiation through the air.
The region of the atmosphere from the top of the tropo-
sphere to a height of 10-17 km (the base of the
mesosphere).

The region of the atmosphere from the Earth’s surface to
the tropopause at 10-20 km, depending on latitude and
season, where most weather occurs.

Definition of the Subject and Its Importance

The study of the atmosphere has expanded greatly in the past decade due to concern
about global climate change and air quality health effects. The natural atmospheric
chemistry is complex but with anthropogenic emissions released into the
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http://dx.doi.org/10.1007/978-1-4614-5684-1_1

3 Aircraft and Space Atmospheric Measurements Using Differential. . . 37

atmosphere, the resulting complexity makes modeling very difficult. Chemical
reactions generally increase with temperature and thus a warming climate may
change the weather and climate in unpredictable ways. Also with increased
regulations regarding air quality emissions, more attention is being directed toward
atmospheric species measurements to assess the impact of specific emission
regulations. As a result of these concerns, lidar has become a very valuable tool
to directly measure the number density of specific atmospheric species as a function
of altitude. This article will review the use of differential absorption lidar (DIAL) in
current aircraft based missions and the potential for use of DIAL in orbiting
spacecraft

A particular lidar technique called Differential Absorption Lidar (DIAL) has
proven to be an especially powerful method to measure atmospheric species. It has
been used both on the ground and in many aircraft to determine the concentration of
gas species. There are presently no DIAL systems in space, but there are projections
by NASA and other nations to place them in Earth orbit to measure critical gases
over remote areas and for long periods of time. This article will discuss the DIAL
technique, demonstrate its usefulness using airborne examples, and discuss the
value of a space—based DIAL satellite system.

Introduction

The need for accurate atmospheric gas concentration measurements as a function of
altitude has expanded as a result of predicted atmospheric changes associated with
global climate change and the impact of air quality on human health. Both local
natural and anthropogenic emissions can be transported around the Earth and thus
have health impacts far from the emission sources. Lidar has proven to be
a powerful technique for measuring the concentrations of many gas species related
to health and climate change concern.

Differential Absorption Lidar (DIAL) from aircraft was first accomplished for
ozone at NASA Langley Research Center in 1980 [1] and for water vapor in 1982
[2]. Currently DIAL systems are being flown by NOAA and European countries,
but presently there are no DIAL systems deployed in space.

The DIAL system has the ability to address major questions concerning the
atmosphere. DIAL systems can be deployed in fixed ground locations, in
either piloted or unpiloted aircraft or in satellite platforms. Each has distinct
advantages for addressing atmospheric research questions. Some of these
questions are:

e How does urban pollution transport out of the boundary layer into the free
troposphere and then to continental scales?

* How do atmospheric species chemically transform with transport age and
reaction with other species?
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e What vertical and horizontal resolution measurements are needed to substan-
tially improve chemical weather models?

¢ What atmospheric species need to be measured simultaneously to understand
atmospheric chemical transformation?

* What are the temporal and spatial water vapor scales needed to improve hurri-
cane intensification and path forecasting?

* To what resolution do we need to measure atmospheric water vapor to make
future weather predictions for every square kilometer and for 1 month in the
future for the entire globe?

¢ Can climate change impacts be measured for chemical weather?

Atmospheric Backscattering and the DIAL Equation

The ability to use laser remote sensing relies on the characteristic of electromagnetic
radiation scattering from atmospheric aerosols and molecules. The atmosphere
consists primarily of nitrogen and oxygen molecules as well as highly variable
aerosols. Scattering from molecules or Rayleigh scattering can be calculated as [3]

B = (3/8m)B,(P/P)(T,/T) (3.1)

where Py is the volume scattering coefficient (km ") for the laser wavelength used,
P, is 1013.25 millibars, Ty is 288.15 K, and T and P are the standard pressures and
temperatures at altitude. Equation 3.1 describes the backscatter coefficient that
scatters some laser radiation back to the DIAL receiver system. Figure 3.1 shows
the results of Eq. 3.1 for several common laser wavelengths. The wavelengths at
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355, 532, and 1,064 nm are associated with the Nd:YAG laser system while
2,000 nm is commonly used for CO, DIAL measurements. Several important
properties are noted from the figure. The backscatter coefficient decreases by
three orders of magnitude from 355 to 2,000 nm making the use of DIAL more
difficult in the infrared. The backscatter is much higher at lower altitudes due to the
increased atmospheric density but this also has a disadvantage in that optical
detectors are easily saturated by the near field atmospheric lidar return causing
signal-induced noise. In contrast the backscatter at 10 km is much less, but this is an
advantage for aircraft deployed systems in that the near field signal is substantially
reduced, thus reducing signal-induced noise in optical detectors [4].

Scattering also occurs from atmospheric aerosols, but aerosols are highly vari-
able in spatial and temporal extent. Nevertheless, both aerosols and molecules
contribute to the lidar backscatter signal.

The DIAL equation, giving the atmospheric number density N of any gas
species, is derived from the lidar equation which is discussed in detail in [5-7]
and given as

N(R) = 1/(2(R2 = R)(Gon — Torr))
% In(Pon (R1)Post (R2) /Post (R1)Pon(R2))
—1/(2(Ra = Ry)(0on — 0ofr))
#In(Bon (R1)Bosr (R2) /Bogr (R1)Bon (R2))
— 1/(Gon — Gof) * (0ton — ofr) (3.2)

where the third term is a correction for scattering and absorption of interfering gas
species as well as the finite difference (due to the on- and off-line wavelength
difference) in the average extinction coefficient, o. If care is taken on the choice
of wavelengths to avoid interfering gases and the difference between on- and off-line-
wavelengths is small, then this term is negligible. The second term accounts for an
inhomogeneous atmosphere where the backscatter coefficient, f, is different at ranges
R, and R,. Assuming a homogeneous atmosphere and a sufficiently small on- and off-
line wavelength difference, then this term can be made negligible. The first term is the
traditional DIAL equation. Here R,—R is the range cell defined by the digitization rate
of the receiver digitizer. The differential absorption cross section, Go,— G, 1S the
difference between the on- and off-line cross sections at the on- and off-line
wavelengths. The “In” term is the ratio of the on- and off-line powers received at
either R; or R, ranges. Kuang [8] gives an example of a typical ozone DIAL analysis
for a ground-based system with an aerosol correction procedure.

Figure 3.2 outlines the characteristics of the DIAL technique. A pulsed laser
emits pulses at either the on- or off-line wavelength with a narrow divergence. The
range of interest, R, is determined by ct/2 where c is the light velocity and t is the
round trip time. At some point in the atmosphere, the laser divergence intersects the
receiver field of view and due to atmospheric scattering, receives the power P(r).
The range cell is usually set by the digitization rate, for example a rate of 5-MHz
results in a 30-m range cell (R,—R). The online wavelength corresponds to a well-
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Fig. 3.2 Characteristics of the DIAL technique

known absorption feature of the particular gas species to be measured. Since the
linewidth of the laser has some finite width, care is taken to determine the convolu-
tion of the laser linewidth with the absorption linewidth. The off-line is chosen near
the online wavelength but in a region where there is no (little) absorption by the gas
species of interest. Generally, the on- and off-line pulses are alternating at
a repetition rate as high as possible to allow noise reduction by averaging without
sacrificing horizontal resolution. The on- and off-line powers at each range cell
R,—R; are recorded at the receiver computer for postprocessing into curtain profiles
of the particular gas species.

Several examples will now be described that illustrate the power of the DIAL
technique to profile the atmosphere for different species from both aircraft and
space platforms.

Airborne Ozone DIAL

NASA has a variety of aircraft that are regularly involved in atmospheric research.
The most capable aircraft is the NASA DC-8 aircraft shown in Fig. 3.3, which has
flown in research mission all over the world for the past 20 years. The DC-8 carries
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Fig. 3.3 The NASA DC-8 aircraft with several measurement systems listed including the water
vapor DIAL system LASE

an ozone or water vapor DIAL system along with a dozen other instruments that
probe the atmosphere resulting in a synergistic measurements platform.

Figure 3.4 shows a schematic of the NASA Langley ozone DIAL system on the
DC-8 aircraft. There are two Nd:YAG lasers: one for the online (290 nm) and the
other for the off-line (300 nm) wavelength. Each Nd:YAG laser pumps
a corresponding dye laser which in turn is doubled into the ultraviolet spectral
region at 300 or 290 nm with a pulse repetition rate of 40 Hz each and an on- and
off-line separation of 350 ps. The on- and off-line laser pulse energy is split in two:
One is transmitted in the zenith and the other in the nadir. As the aircraft flies, ozone
profiles from the ground to the aircraft and from the aircraft to the stratosphere
are simultaneously recorded. These two profiles can then be spliced together with
the aircraft in situ ozone data, resulting in a complete ozone atmospheric profile.
The ozone is usually presented in terms of mixing ratio or parts per billion by
volume (ppbv). The vertical return signal is averaged to produce a resolution of
300 m and the horizontal resolution is 12 km.

The DIAL technique also has the advantage of retrieving data on clouds and
aerosols. The residual dye laser energy at 599 nm (zenith) and at 583 nm (nadir) is
vertically polarized and along with the residual 1,064-nm energy is transmitted with
the UV ozone wavelengths. The visible wavelengths are received and sent through
a cross polarizer to determine the percentage of backscattered depolarization. The
resolution of the aerosol channel is 60 m in the vertical and 400 m in the horizontal.

An example is given to demonstrate the science derived and the capability of the
DIAL technique for measuring atmospheric ozone. This example is from the NASA
Arctic Research of the Composition of the Troposphere from Aircraft and Satellites
(ARCTAS) mission [9] and presents a complete DIAL data set for flight 15 on June
24, 2008.

Figure 3.5 shows the 8-h DC-8 flight track around Los Angeles, CA. The
corresponding ozone atmospheric profile is shown for the flight track. The ozone
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Fig. 3.5 The aircraft flight plan for ARCTAS campaign on June 24, 2008 and the corresponding

DIAL ozone atmospheric profile in parts per billion by volume
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concentration, as a function of altitude, is colored and corresponds to an ozone
mixing ratio of 0—125 ppbv. This profile is interesting as it shows both stratospheric
and boundary layer ozone. In the stratosphere the ozone is typically greater than
2,500 ppbv, so the figure shows the lower edge of the stratospheric ozone layer
that protects life from harmful UV exposure from the Sun. The dynamics of the
stratospheric/tropospheric boundary cause ozone filaments to bleed into the tropo-
sphere at 12 km as shown in the figure. The ground profile is shown in kilometers
above sea level and in the mountains north of Los Angeles high ozone
concentrations are observed. At the flight time, there were numerous fires in the
mountain region generating both aerosols and ozone. Ozone concentrations
above 100 ppbv are measured and seen to transport out into the Pacific Ocean
where the ozone decreases as the flight track moves northwest. While this ozone
was generated in remote areas, the ozone generated in urban areas as a result of
anthropogenic emissions can have severe health effects especially above back-
ground levels of 40 ppbv (U.S. EPA primary ozone standard is 75 ppb) and DIAL
has the ability to measure the atmospheric distribution of this ozone. Likewise,
stratospheric ozone has been measured especially with regard to stratoshperic
depletion in Antarctica due to chlorofluorocarbon emissions.

The residual laser energy at 1,064 and 591 nm (average of the two dye laser
wavelengths) is transmitted along with the DIAL UV wavelengths to probe the aerosol
distribution above and below the aircraft. If the aerosol size parameter 2ntr/A < 1, where
r is the aerosol radius and A the lidar wavelength, then large backscattering occurs. The
1,064- and 591-nm wavelengths probe different aerosol size distributions. Figure 3.6
shows the aerosol backscattering ratio at both 1,064- and 591-nm wavelengths as
a function of altitude. This ratio is the backscatter at either wavelength to the molecular
atmospheric backscatter at the pressure altitude. If the ratio is zero, then there is no
aerosol scattering, only molecular scattering. Most of the aerosol backscattering occurs
near the ground which is the atmospheric source of aerosols. In the figure, high aerosol
scattering occurs near the fire sites in the mountains but aerosols are also transported out
over the ocean (at times past 22.50 UT) where they are hydrated by moisture and thus
grow in size producing greater backscatter. It is interesting to note that there are no
clouds detected in the profile, yet nowhere in the atmosphere is there pure molecular
scattering. This has implications for climate change as aerosols can either reflect or
absorb incident energy, affecting the energy balance of the global atmosphere.

The aerosol wavelength dependence (color ratio) is shown in Fig. 3.7. The color
ratio is the ratio of 1,064 to 591-nm backscattering and gives an indication of
relative aerosol size with larger ratios indicating larger aerosols. As seen during the
flight time of 21:00-22:00, finer particles are emitted by these fires but as they rise
they grow in size, probably due to hydration. The aerosols also tend to grow in size
as they transport over the ocean after time 22:30.

Figure 3.7 also shows the aerosol depolarization at 591 nm derived from the
aerosol scattering ratio. The laser is linearly polarized as it is transmitted into the
atmosphere and two receiver channels are used to detect the atmospheric return, one
capturing the linear polarized return and the other the orthogonal or depolarized
return signal. The ratio of the depolarized signal to the transmitted linear polarized
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Fig. 3.7 The percent aerosol depolarization and the ratio of 1,064-591 nm backscatter is shown as
a function of altitude

signal is the aerosol depolarization. Spherical aerosols backscatter light with little
polarization change, but nonspherical aerosols generally depolarize the backscatter
signal depending on their shape [10]. Thus, the depolarization gives some informa-
tion on the structure and shape of the atmospheric aerosols and can distinguish
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between liquid and solid phase aerosols. In the figure, the depolarization measured
was generally between 3% and 9%. The fires at 17:00 UT appear to contain less dust
(less depolarization) than fires at 21:00-22:00 UT, where the depolarization is
higher, indicating the fires there lifted more dust into the fire plume.

This example of the DIAL technique for measuring ozone demonstrates the
utility of DIAL. Here both the stratospheric and tropospheric ozone concentration
can be determined simultaneously. Further the residual laser energy of the dye
lasers is used to probe the aerosols at 591 and 1,064 nm, showing the importance of
aerosols in the boundary layer as well as aerosol transport in the troposphere. This
example shows the importance of measuring both ozone and aerosols
simultaneously.

The ozone absorption cross section is broad in the ultraviolet spectral region
(250-320 nm), allowing many different wavelength on- and off-line pairs to be
used. Absorption cross section for ozone and a number of atmospheric gases of interest
for atmospheric chemistry are shown by Schoulepnikoff [11]. For the stratosphere
where ozone density is large, wavelength pairs near 320 are used in order to generate
a significant return signal. Whereas in the troposphere where the ozone mixing ratio is
lower, higher absorption is needed, thus wavelength pairs from 280 to 300 are used.

Airborne Water Vapor DIAL

Atmospheric water vapor is the most radiatively active gas in the atmosphere and as
a result affects weather patterns, precipitation, clouds, and hurricanes. Water vapor
and ozone affect the production of OH radicals which help determine tropospheric
chemistry. At high relative humidities, aerosols grow hydroscopiclly and in turn
reduce visibility. Water vapor has very high temporal and spatial variability in the
atmosphere and radiosonde or space—based satellite passive instruments cannot
fully characterize the global variability. Airborne and eventually space—based
water vapor DIAL systems could characterize the water vapor distribution for
climate change and real-time weather forecasting by providing high vertical and
horizontal profiles of water vapor distributions for input into climate models. Like
ozone DIAL, a water vapor DIAL system can also measure clouds and aerosols,
which significantly improves our understanding of water vapor distribution dynam-
ics. Clouds and aerosols are currently the largest source of uncertainty in global
climate models and both play a major role in atmospheric chemistry.

Figure 3.8 shows a schematic and photo of the Laser Atmospheric Sensing
Experiment (LASE) water vapor DIAL system on the NASA DC-8 aircraft.
The LASE system uses a Ti:sapphire—based laser transmitter [12]. This laser
is a 5-Hz double-pulsed (300-ps separation) Ti:sapphire laser that operates on the
817.2213-nm (vac) absorption line of water vapor and is pumped by a frequency-
doubled flashlamp-pumped Nd: YAG laser. The laser wavelength is varied along the
water vapor absorption line to create an on- and off-line DIAL wavelength pair.
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Fig. 3.8 The Laser Atmospheric Sensing Experiment (LASE) water vapor DIAL system sche-
matic and photo of instrument on the NASA DC-8 aircraft

LASE can operate over two or three water vapor concentration regions to cover
a large altitude region (dynamic range) in the troposphere. This unique method of
operation permits rapid and more flexible absorption cross-section selection capa-
bility for water vapor measurements over the entire troposphere in a single pass.
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The off-line wavelength is used to measure the aerosol scattering ratio and is selected
for minimum absorption by water vapor. The wavelength of the laser is controlled by
diode laser injection seeding that is frequency locked to the water vapor line using
a water vapor absorption cell. The laser linewidth is less than 0.25 pm and the line
stability is approximately 0.35 pm, much less than the pressure broadened
atmospheric water vapor linewidth. The pulse energy ranges from 75 to 100 mJ and
approximately 60% of the energy is transmitted in the nadir direction and 40% in the
zenith direction. The beam divergence is typically 1 mrad and the telescope field of
view is 1.5 mrad. The detector system consists of two silicon avalanche photodiodes
(Si:APD) and three digitizers to cover a large signal dynamic range (10°). The data
system on the DC-8 will enable real-time and postflight analyses onboard the aircraft.

Atmospheric water vapor profiles are taken during night or day with a vertical
resolution of 330 m and horizontal resolution of from 14 to 42 km. The aerosol
resolution is 30 m in the vertical and 200 m in the horizontal. The accuracy of the
water vapor measurement is 6% or 0.01 g/kg whichever is greater. The atmospheric
in situ water vapor aircraft data can be spliced into the LASE DIAL data to produce
a complete water vapor profile throughout the troposphere.

Figure 3.9 is a profile example from the Genesis and Rapid Intensification
Processes (GRIP) DC-8 aircraft campaign from August 15 to September 30, 2010
[13]. This flight segment took place east of Denver, CO over a relatively flat
agriculture area. In the figure, the boundary layer is shown below 2 km containing
significant amounts of water vapor. Above the boundary layer the air mass is quite
dry. Back trajectories have determined that this air mass came from the California
fires occurring at that time, thus there is enhanced backscattering from smoke
particles at 5 km. The aerosol scattering ratio is increased at the top of the boundary
layer due to absorption of water by the aerosols, increasing their size, thus produc-
ing this thin layer of enhanced backscattering.

Figure 3.10 outlines the analysis process by which the DIAL raw data is transformed
into useful data products [ 14]. The atmospheric return signals are combined with ground
elevation data and DC-8 navigation and in situ water vapor data to create a composite
water vapor return. There are three wavelength on- and off-line pairs used for different
atmospheric water absorption conditions as well as three amplifier gains to increase the
measurement dynamic range. This data is used to create an initial DIAL calculation for
water vapor and also relative aerosol backscatter. Temperature, pressure, and relative
humidity data from radiosondes on the DC-8 are used to calculate the effect of
temperature and pressure on water vapor line boarding as well as aerosol scattering.
The nadir and zenith profiles are combined with in situ water vapor data to produce
a complete water vapor profile of the troposphere. The aerosol scattering analysis is
done in an iterative process to create the aerosol scattering ratio with water correction.

Space-Based DIAL

Currently there are no space deployed Earth orbiting DIAL systems. There are
simpler backscatter Earth orbiting lidar systems to measure clouds and aerosols.
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Fig. 3.9 Water vapor mixing ratio and the corresponding aerosol scattering ratio during the GRIP
campaign [12]
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Fig. 3.10 The analysis by which the DIAL raw data is transformed into useful data products

The first of these was the Laser In-space Technology Experiment (LITE) which
flew for 10 days on the Space Shuttle in 1994 [15]. This backscatter lidar used
a flashlamp-pumped Nd: YAG laser with nonlinear conversion into 532 and 355 nm
laser emission. Three beams were transmitted (1,064, 532, and 355 nm) and
provided the first highly detailed global view of the vertical structure of clouds
and aerosols from the surface through the middle stratosphere. The complexity of
deploying a lidar in space is a daunting challenge and LITE performed extremely
well demonstrating the utility of backscatter lidars in space even though its deploy-
ment was very short.

Another space-based lidar was the Ice Cloud and land Evaluation Satellite
(ICESat) which was launched in 2003 and decommissioned in 2010 [16, 17]. The
ICESat mission was designed to provide elevation data needed to determine ice
sheet mass balance as well as cloud property information, especially for polar
stratospheric clouds and aerosols. It provided topography and vegetation data
around the globe, in addition to the polar-specific coverage over the Greenland
and Antarctic ice sheets. It also provided planetary boundary layer heights which is an
important parameter linking the surface to atmosphere dynamics, especially over the
world’s oceans. The satellite combined a precision surface lidar with a sensitive dual-
wavelength cloud and aerosol lidar. The lasers emitted infrared and visible laser pulses
at 1,064 (75 mJ) and 532 (35 mJ) nm wavelengths using three identical diode-pumped
Nd:YAG lasers (6-ns TEMOO spatial mode). The repetition rate was 40 Hz. There was
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a 1-m diameter beryllium telescope used in the receiver. As ICESat orbited, the laser
produced a series of approximately 70-m diameter laser spots that are separated by
nearly 170-m along the spacecraft’s ground track. Aerosol data could also be retrieved.

ICESat was a major step forward for space-based lidars. It lasted for some 5
years and used diode laser pumping of the Nd:YAG laser transmitter. This is the
only technique that can achieve the electrical-to-optical conversion to make space
lasers practical. It was also low voltage technology minimizing corona discharge
due to high voltage. It demonstrated the flexibility of taking multiple science
measurements such as ice sheet height, cloud heights, atmospheric boundary
layer height, and aerosol concentrations. It could be operated autonomously in
the radiation and vacuum environment of space for many years until the pump
diodes and other components eventually degraded. All this capability is directly
related to future DIAL systems deployed in space.

The only current operational lidar satellite in orbit is the Cloud-Aerosol Lidar and
Infrared Pathfinder Satellite Observations (CALIPSO) carrying a backscatter lidar
instrument as shown in Fig. 3.11 [18]. The satellite was launched in 2006 to an orbit
altitude of 705 km and after 5 years is still operational, gathering global data on clouds
and aerosols.

The Nd:YAG laser transmitter has two wavelengths 1,064 and 532 nm each
transmitting 110 mJ, 20-ns linearly polarized laser pulses. The 532-nm channel can
measure depolarization with a polarization beam splitter resolving parallel and
perpendicular return signal components. The repetition rate is 20.16 Hz. The
beams form a footprint of 70-m diameter with 335-m spacing between footprints.
The receiver telescope is 1-m diameter with a field of view of 90 m on the surface.
Aerosol profiles can be retrieved from 40-km altitude to the surface with 60-m
vertical and 5-km horizontal resolutions.

CALIPSO is providing the first multiyear global dataset of lidar aerosol and cloud
profiles. Figure 3.12 is an example of one flight track on July 16, 2009 over the
African Continent. The insert shows the orbit track from north to south. The aerosol
and cloud 532-nm profile moves from left to right. CALIPSO has the ability to
identify broad groups of aerosol types. In the upper left are aerosols emitted from
volcanoes and in the center dust plumes are seen. Near the coast of Africa, biomass
burning is taking place and smoke plumes are noted near 3-km altitude. Over the
ocean, clouds are forming at the top of the boundary layer. A space—based DIAL
system would acquire aerosol and cloud data very similar to these CALIPSO results.

Two future lidar missions are planned by the European Space Agency the ADM-
Aeolus [20] (launch 2013) and Earthcare [21] (launch 2016) satellites. The aim of the
Atmospheric Dynamics Mission (ADM-Aeolus) is to provide global observations of
three-dimensional wind fields, which will improve current wind-profiling atmospheric
modeling, operational weather forecasting, and climate research. ADM-Aeolus satel-
lite (400-km sun synchronous) will gather data by the active doppler wind lidar
(DWL) method, whereby laser (Aladin-Atmospheric LAser Doppler INstrument)
pulses are transmitted in the atmosphere and then measure the backscattered Doppler
shift of the received return signal, creating a wind profile showing the relative strength
and direction of winds at different altitudes, as well as moisture and aerosol levels in
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Fig. 3.11 The CALIPSO satellite showing a typical cloud and aerosol lidar retrieval. Also
a schematic of the lidar optical system

the atmosphere. Wind speeds will be measured in the boundary layer (1-m/s resolu-
tion), in the free troposphere (2-m/s) with average wind velocities over 50-km tracks
and 120 profiles per hour. The diode-pumped Nd:YAG laser is frequency tripled to
355 nm at 150-mJ pulse energy, 100-Hz pulse repetition rate, and 30-MHz laser
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linewidth (tunable over 10-MHz). The receiver has a Mie channel (acrosol and water
droplets) with Fizeau spectrometer, and a Rayleigh channel (molecular scattering).
The telescope is 1.5-m diameter.

The EarthCARE satellite (Earth Clouds, Aerosols, and Radiation Explorer) is
a joint European-Japanese mission addressing the need for better understanding of
the interactions between cloud, radiative and aerosol processes that play an
important role in climate change by acquiring vertical profiles of clouds and
aerosols, as well as the radiances at the top of the atmosphere. Cloud feedbacks
are the main cause of uncertainty in predictions of future climate, and correct
representation of clouds, aerosols, and radiation processes in models is needed.
Current knowledge of the global profiles of aerosol and cloud properties is far too
limited and the required profiles can only be provided by the high spectral
resolution lidar. EarthCARE has been defined with the specific scientific
objectives of quantifying aerosol-cloud-radiation interactions so they may be
included correctly in climate and numerical weather forecasting models by
providing:

e Vertical profiles of natural and anthropogenic aerosols on a global scale, their
radiative properties and interaction with clouds.

» Vertical distribution of atmospheric liquid water and ice on a global scale, their
transport by clouds and radiative impact.

e Cloud overlap in the vertical, cloud-precipitation interactions and the
characteristics of vertical motion within clouds.

¢ The combination of the retrieved aerosols and cloud properties to derive the
profile of atmospheric radiative heating and cooling.

The Atmospheric Lidar (ATLID) on the satellite is a high-spectral resolution
with depolarization lidar system. The Nd:YAG laser produces 355-nm pulses at
30 mJ and a repetition rate of 74 Hz. High spectral purity demands a 50-MHz
linewidth and stability of 50 MHz over a 1 month time in order to separate the Mie
(100-m resolution) and Rayleigh (300 m) scattering atmospheric contributions by
the high spectral resolution technique.

These backscatter lidar systems add to the technology base required by future
space DIAL systems. The LITE system demonstrated that valuable aerosol and
cloud data could be obtained from space. The ICESat mission used diode laser
pumping, allowing efficient long-term lidar measurements from space. The
CALIPSO mission is currently providing important long-term information on
aerosols and clouds for climate models. In the future, ADM-Aeolus and ATLID
EarthCARE missions will use large receiver telescopes and laser line narrowing
techniques required to spectrally resolve atmospheric species by the DIAL tech-
nique for future missions.

While the DIAL technique is most often considered for measuring Earth’s atmo-
sphere, it could also be used for other planetary atmospheres such as Mars. A small
lander could measure the water vapor concentration of the Mars atmosphere to help in
the search for water-based life as life, as known on planet Earth, requires water.
Although the atmospheric concentration of water vapor is very low, there is still
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sufficient vapor to form hazes, ground fog, frost, and clouds. An exchange of water
vapor exists between the ice cap at the northern pole and the atmosphere. The DIAL
technique could be utilized to measure the processes that determine the distribution of
water vapor and thus indicate where sources and sinks of water vapor exist. This
could then lead to sites where life on Mars might be found.

Figure 3.13 shows a Tm:germanate fiber laser, tunable around 1.9 um, which
when coupled to a low mass lidar receiver, can fulfill the requirements for a water
vapor Mars DIAL system. Laser diodes are used to pump a Te:germanate fiber that
lases on a water vapor absorption line near 1.9 pm. The DIAL system is very
compact and low mass yet capable of measuring the water vapor profile up to about
6 km. Figure 3.14 shows the pulsed laser energy as a function of laser diode
pumping current. The on- and off-line wavelengths are indicated where the online
experiences more atmospheric absorption than the off-line wavelength. Such small
systems could easily be packaged and deployed at multiple locations to profile the
planetary water vapor distribution [22, 23].

Future Directions

Ground- and aircraft-based DIAL systems are now in regular use profiling many
atmospheric species as well as clouds and aerosols [24]. The open question is
when and how will the DIAL technique be deployed in space for global Earth
and other solar system bodies atmospheric observations. The CALIPSO lidar
system cost about $300 million (FY 06 dollars) including launch, thus a DIAL
system deployed in space would cost over $1 billion due to its increased
complexity when compared to a backscatter lidar such as CALIPSO.

A number of studies have been published describing concepts and characteristics
of space deployed DIAL systems for ozone [25] and water vapor [26, 27]. A concept
for a space-based ozone DIAL system called ORACLE would deploy a UV DIAL
system at 400 km with a laser pulse energy of 500 mJ and on- and off-line wavelengths
of 308 and 320 nm, respectively. The ORACLE system would measure a single
species, ozone, as well as clouds and aerosols. The receiver would have a 4.5 m?
telescope. For daytime operation, the ozone concentration error would be ~10% for
altitudes between 5 and 45 km. Such studies demonstrated the utility as well as
technology progress needed to deploy an ozone DIAL system in space.

With such a large investment in a space—based DIAL system, there would be
a need to profile many different atmospheric species, some not recognized as
important today for both air quality and global climate change applications. In
this concept, the DIAL system would rapidly tune to several different online
wavelengths corresponding to the species of interest in the present atmospheric
campaign. Thus the species involved in the major atmospheric chemical reactions
would be profiled and then would be used to initialize global chemical weather
models. The off-line wavelength would be used, as it is presently, to profile clouds
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and aerosols. The laser transmitter would need to be reliably tuned to any online
wavelength with narrow linewidth and broad tuning range to cover all molecular
species of interest.

The DIAL laser transmitter would need to operate in the infrared spectral region
from about 1 to 5 um where there are many molecular absorption lines available for
almost all atmospheric species of interest. The laser (orbit altitude 350-400 km)
would need to generate 10-Hz pulse pairs at from 0.5 to 1.0-J energy per pulse. The
receiver telescope would need to be about 5 m in diameter and the receiver optical
system would need to be ~70% efficient [28]. Avalanche photo detectors (APDs)
such as the HgCdTe are being developed which can photon count the return signal.
Such a DIAL system could typically profile atmospheric ozone with horizontal
resolution of 200 km, a vertical resolution of 2 km with 10% measurement accuracy.
This would allow adequate profiling of regional and continental scale processes.

Future space—based DIAL systems will be driven by the science requirements
that are related to the open questions with regard to climate change [29] and air
quality [30, 31]. An example of how the above multiwavelength space—based DIAL
system could impact an air quality global pollution field campaign can be
demonstrated using the International Global Atmospheric Chemistry (IGAC)
Lagrangian 2 K4 campaign [32]. In this field campaign, several aircraft were used
to measure in situ concentrations of ozone, carbon monoxide, volatile organic
compounds, NO, (NO + NO,), and NO, (mainly in the form of PAN) created
from Alaskan forest fires in 2004 and transported to Europe. These fires create
polluted plumes that undergo chemical evolution and mixing with air masses of
different origin such that their chemical composition can radically change. Ozone
levels in such polluted plumes are of interest since it is a major health concern and
also a major source of the OH radicals (most efficient cleansing agent in the
atmosphere). Ozone is mainly produced by reactions involving oxidation of volatile
organic compounds (VOCs), and carbon monoxide (CO) in the presence of nitrogen
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Fig. 3.15 Important atmospheric molecular species that could be measured from space using
DIAL and the corresponding measurement needed to profile these species

oxides (NO,x = NO + NO,), and mainly destroyed by reactions involving water
vapor and HO, radicals. This long-range biomass burning plume was sampled in
the troposphere over North America, the North Atlantic, and over Europe by three
different aircraft. A photochemical trajectory model was used to examine the
chemical processes responsible for the plume evolution. Six day modeled
concentrations of O3, CO, NOy, NO, PAN, H,O and temperature were compared
to sparse in situ concentration measurements.

While campaigns such as the above are very costly and very infrequent, an
orbiting IR tunable DIAL system could measure all the species giving a three-
dimensional profile of the plume as it was transported toward Europe. The ability to
accurately profile the chemical change as the plume aged demonstrates the unique
and powerful ability to understand with high-resolution atmospheric chemical
weather. Figure 3.15 shows the most important atmospheric molecular species to
be profiled by DIAL and the corresponding need to measure these species [33-35].
An IR tunable DIAL system could potentially measure all these species from space
producing a three-dimensional profile of the chemical evolution and transport of
these species with high spatial and temporal resolution.

As interest in transport of atmospheric pollution species and associated
pollution species precursors increases, there may develop a need to monitor
fluxes of these atmospheric species as they are transported across national
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boundaries. As noted above, the ADM-Aeolus satellite will have a lidar
capable of measuring wind velocities as a function of altitude. This measure-
ment can be combined with the IR DIAL space-based system resulting in the
determination of molecular fluxes (#/cm?-s) across national boundaries for
regulatory and health monitoring purposes.

Differential absorption lidar systems have been deployed on the ground in
aircraft and eventually in space. The essential components of a space—based
DIAL system are now in place; efficient diode-pumped solid-state lasers, high
pulse energy, narrow linewidth emission, large telescopes, autonomous operation,
and radiation resistant long life operation. While more research needs to be invested
in infrared tunable DIAL laser transmitters, nevertheless the ultimate utility of
DIAL systems will be demonstrated in space deployed atmospheric measurement
systems generating high spatial and temporal resolution atmospheric molecular
profiles for chemical weather and health monitoring.
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Chapter 4

Contemporary Sea Level Variations,
Observations and Causes

Anny Cazenave

Glossary

Glacier

Ice sheets

Mean sea level
Satellite altimetry

Sea level rise

Steric sea level

Thermal expansion

Large persistent ice body, generally formed in mountain
areas by snow accumulation during winter and further com-
paction into ice.

Ice bodies covering the Greenland and Antarctica continents.
A measure of the average height of the ocean’s surface with
respect to a fixed reference surface.

Space technique dedicated to the measurement of the height
of the sea surface from a satellite-borne radar altimeter.

Sea level rises in response to global warming. The
components that cause sea level rise are ocean thermal
expansion and freshwater mass addition to the oceans due
to land ice melt and land water-storage decrease.
Contribution to observed sea level due to temperature and
salinity variations.

Volume change of ocean water response to a change in
temperature.
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Definition of the Subject

Sea level change is a very sensitive index of climate change and variability. For
example, as the ocean warms in response to global warming, seawaters expand, and
thus sea level rises. When mountain glaciers melt in response to increasing air
temperature, sea level rises because of freshwater mass input to the oceans. Similarly,
ice mass loss from the ice sheets causes sea level rise. Corresponding increase of
freshwater into the oceans changes water salinity, hence seawater density as well as
ocean circulation that in turn affects sea level and its spatial variability. Modification
of the land hydrological cycle due to climate variability and direct anthropogenic
forcing leads to increased or decreased runoff, hence ultimately to sea level change.
Hence local and regional climate changes may affect the sea level.

Introduction

Sea level variations spread over a very broad spectrum. The largest global-scale sea
level changes (100-200 m in amplitude) occurred on geological timescales
(~100 myr) and depended primarily on tectonics processes (e.g., large-scale change
in the shape of ocean basins associated with seafloor spreading and mid-ocean ridges
expansion). With the formation of long-live ice sheets (e.g., formation of the
Antarctica ice sheet about 35 myr ago) global mean sea level dropped by about
60 m. Cooling of the Earth since about 3 myr ago has led to glacial/interglacial cycles
driven by changes of the Earth’s orbit and obliquity. Quasi-periodic growth and decay
of the northern hemisphere ice caps on a timescale of tens of thousands of years have
produced large oscillations of the global mean sea level, on the order of 100 m. On
shorter (decadal to multi-centennial) timescales sea level fluctuations are mainly
driven by natural forcing factors (e.g., solar radiation, volcanic eruptions) and internal
variability the climate system (e.g., atmosphere-ocean perturbations such as El Nino-
Southern Oscillation (ENSO), North Atlantic Oscillation (NAO), and Pacific Decadal
Oscillation (PDO)). Since the beginning of the industrial era, sea level is also
responding to anthropogenic global warming. In this chapter, only recent (last few
decades) sea level variations and their causes are discussed.

Observations of Sea Level Change and Variability
(Twentieth Century and Last Two Decades)

Twentieth Century

Our knowledge of the past century sea level change comes from tide gauge
measurements located along continental coastlines and islands. The largest tide
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Fig. 4.1 Global mean sea level evolution (1900-2000) during the twentieth century (Data based
on tide gauges; red points from Ref. [3]; blue points from Ref. [5])

gauge data base of monthly and annual mean sea level records is the Permanent
Service for Mean Sea Level (PSMSL, www.psmsl.org) which contains data for the
twentieth century from ~2,000 sites maintained by about 200 nations. The records are
somewhat inhomogeneous in terms of data length and quality. For long-term sea level
studies, only ~10% of this data set is useable because of data gaps. Tide gauges
measure sea level relatively to the ground, hence monitor also ground motions. In
active tectonic and volcanic regions, or in areas subject to strong ground subsidence
due to natural causes (e.g., sediment loading in river deltas) or human activities
(groundwater pumping and oil/gas extraction), tide gauge data are directly affected
by the corresponding ground motions. Postglacial rebound, the visco-elastic response
of the Earth to last deglaciation (also called Glacial Isostatic Adjustment (GIA)) is
another process that gives rise to vertical land movement.

After the ~130 m sea level rise associated with the deglaciation that followed the
Last Glacial Maximum ~20,000 years ago, geological, geochemical and archeological
observations indicate that the mean sea level remained almost stable during the last 2-3
millennia [1, 2]. However, since the late nineteenth century tide gauge records have
shown significant sea level rise. During the twentieth century, a mean rate of
~1.8 mm/year is reported [3—5]. Figure 4.1 shows tide gauge-based sea level
evolution for the twentieth century.
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Satellite Altimetry Era

Since the early 1990s, satellite altimetry has become the main tool for precisely and
continuously measuring sea level with quasi-global coverage and a few days revisit
time. Compared to tide gauges which provide sea level relative to the ground,
satellite altimetry measures “absolute” sea level variations. The concept of the
satellite altimetry measurement is simple: the onboard radar altimeter transmits
microwave radiation toward the sea surface which partly reflects back to the
satellite. Measurement of the round-trip travel time provides the height of the
satellite above the instantaneous sea surface (called “range”). The quantity of
interest in oceanography is the sea surface height above a fixed reference surface
(typically a conventional reference ellipsoid). It is obtained by the difference
between the altitude of the satellite above the reference (deduced from precise
orbitography) and the range measurement. The estimated sea surface height needs
be corrected for various factors due to ionospheric and atmospheric delay, and of
biases between the mean electromagnetic scattering surface and sea at the air-sea
interface. Other corrections due geophysical effects, such as solid Earth, and pole
and ocean tides, are also applied. High-precision satellite altimetry started with the
launch of Topex/Poseidon in 1992 and its successors Jason-1 and Jason-2 launched
in 2001 and 2008, respectively. The precision of an individual sea surface height
measurement based on these missions has reached the 1-2 cm level. Precision on
the global mean rate of rise is currently of ~ 0.4-0.5 mm/year. This value is based
on error budget analyses of all sources of errors affecting the altimetry system or on
comparisons with tide gauge-based sea level measurements (e.g., [6-10]). The
temporal evolution of the global mean sea level from satellite altimetry since
early 1993 is shown in Fig. 4.2. It is characterized by an almost linear increase
(except for temporary anomalies associated with the 1997-1998 EI Nino and the
2007-2008 and 2010-2011 La Ninas). Over this 18-year-long period, global mean
sea level has been rising at a rate of ~ 3.2 + 0.4 mm/year. This rate is significantly
higher than the mean rate recorded by tide gauges over the past decades.

Satellite altimetry has also revealed that sea level is not rising uniformly
(Fig. 4.3). In some regions (e.g., Western Pacific), the rates of sea level rise have
been faster than the global mean rate by a factor of up to 3 over the past two decades.
In other regions rates have been slower than the global mean (e.g., Eastern Pacific).

Causes of Present-Day Sea Level Changes
(Global Mean and Regional Variability)

Global Scale

The main factors causing current global mean sea level rise are thermal expansion
of seawaters, land ice loss, and freshwater mass exchange between oceans and land
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from Ref. [19])
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water reservoirs. These contributions vary in response to natural climate variability
and to global climate change induced by anthropogenic greenhouse gases
emissions.

Ocean Warming

Analyses of in situ ocean temperature data collected over the past 50 years by ships
and recently by Argo profiling floats [11] indicate that ocean heat content, and
hence ocean thermal expansion, has significantly increased since 1950
(e.g., [12—14]). Ocean warming explains about 25% of the observed sea level rise
of the last few decades (e.g., [15]). However, this value is likely a lower bound, due
to the lack of hydrographic data in remote regions of the southern hemisphere and in
the deep ocean (below 1,000 m). Recent reevaluation of ocean warming estimates
to >40% this contribution to past decades sea level rise [16]. A steep increase was
observed in thermal expansion over the decade 1993-2003 (e.g., [15, 17]), but since
about 2003, thermal expansion has increased less rapidly [14, 18]. The recent
slower rate of steric rise likely reflects short-term variability rather than a new
long-term trend. On average, over the satellite altimetry era (1993-2010), the
contribution of ocean warming to sea rise accounts for ~ 30—40% [19, 20].

Glaciers Melting

Being very sensitive to global warming, mountain glaciers and small ice caps have
retreated worldwide during the recent decades, with significant acceleration during
the 1990s. From mass balance studies of a large number of glaciers, estimates have
been made of the contribution of glacier’s ice melt to sea level [21-24]. For the
period 1993-2010, glaciers and ice caps have accounted for ~ 30% to the observed
sea level rise [19, 20].

Ice Sheets

If totally melted, Greenland and West Antarctica would raise sea level by about 7 m
and 3-5 m, respectively. Thus even a small amount of ice mass loss from the ice
sheets would produce substantial sea level rise, with adverse societal and economi-
cal impacts on vulnerable low-lying coastal regions. Since the early 1990s, different
remote sensing observations (airborne and satellite radar and laser altimetry, Syn-
thetic Aperture Radar Interferometry (InNSAR), and since 2002, space gravimetry
from the GRACE mission) have provided important observations of the mass
balance of the ice sheets. These data indicate that Greenland and West Antarctica
are loosing mass at an accelerated rate (e.g., [25, 26]). Most recent mass balance
estimates from GRACE space gravimetry suggest for the 20022009 time span,
averaged rates of ice mass loss of 240 Gt/year for Greenland and 150-200 Gt/year
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for Antarctica (e.g., [27, 28]), in rather good agreement with INSAR (e.g., [29, 30])
and radar and laser altimetry results (e.g., [31]). The space-based observations
unambiguously show ice mass loss acceleration in the recent years. For the period
1993-2003, <15% of the rate of global sea level rise was due to the ice sheets [21].
But their contribution has increased up to ~75% since 2003—-2004, about equally
split between Greenland and Antarctica (e.g., [29, 30]). Accelerated polar ice loss
over the past few years has more than compensated recent slower rate of ocean
thermal expansion, and as a result, sea level has continued to rise at almost the same
rate (e.g., [32]). Although not constant through time, on average over 2003-2010,
ice sheets mass loss explains ~25% of the rate of sea level rise [19, 20].

There is more and more evidence that recent negative ice sheet mass balance
mainly results from rapid outlet glacier flow along some margins of Greenland and
West Antarctica, and further iceberg discharge into the surrounding ocean (e.g.,
[33-38]). This process, known as dynamic thinning, is often observed in regions
where glaciers are grounded below sea level (e.g., in the Amundsen Sea sector, West
Antarctica). Thinning and subsequent breakup of floating ice tongues or ice shelves
that buttressed the glaciers result in rapid grounding line retreat and accelerated
glacier flow. Several recent observations have suggested that warming of subsurface
ocean waters may trigger these dynamical instabilities [34—38].

Land Water Storage

Change in land water storage, due to natural climate variability and human
activities (i.e., anthropogenic changes in the amount of water stored in soils,
reservoirs and aquifers as a result of dam building, underground water mining,
irrigation, urbanization, deforestation, etc.) is another potential contribution to sea
level change. Model-based estimates of land water-storage change caused by
natural climate variability suggest no long-term contribution to sea level for the
past few decades, although interannual/decadal fluctuations have been significant.
Since 2002, space gravimetry observations from the GRACE space mission now
allow determination of the total (i.e., due to climate variability and human
activities) land water contribution to sea level. GRACE data confirm that the land
water signal is dominated by interannual variability with only a modest contribution
(<10%) to the trend [39, 40]. On the other hand, intensive dam building along rivers
during the second half of the twentieth century may have lowered sea level by
~ —0.5 mm/year [41], but groundwater pumping, in particular for irrigation, may
have more or less counterbalanced this effect.

Sea Level Budget over 1993-2010

Although none of the climate factors discussed above evolve linearly with time, on
average over the 1993-2010 time span, ocean warming, glaciers melting, and ice sheet
mass loss have each contributed by roughly 30% to global mean sea level rise [19, 20].
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Regional Scale

The regional variability in sea level trends is mainly due large-scale changes in the
density structure of the oceans in response to forcing factors (e.g., heat and
freshwater exchange at the sea-air interface) and changes of the ocean circulation
[15]. The largest regional changes in sea level trends result from ocean temperature
change (i.e., from nonuniform thermal expansion) but in some regions, change in
water salinity is also important (e.g., [42, 43]).

Observations of ocean temperature over the past few decades show that trend
patterns in thermal expansion are not stationary but fluctuate both in space and time
in response to internal perturbations of the climate system such as ENSO, NAO, and
PDO [15]. As a result, sea level trend patterns observed by satellite altimetry over
the last 18 years are expected to be different from those of the last 50 years, as
confirmed by past sea level reconstructions (e.g., [44, 45]).

Processes other than thermal expansion may also give rise to regional sea level
variations. This is the case for the response of the solid Earth to the last deglaciation
(GIA). The meltwater from the former ice sheets does not redistribute uniformly
over the oceans because of several processes: self-gravitation between ice and
water masses, ocean basin deformations associated with the viscoelastic response
of the Earth to the changing load, and changes of the Earth’s rotation due to water
and ice mass redistribution [46, 47]. On-going ice mass loss of the Greenland and
Antarctica ice sheets also leads to nonuniform sea level rise because of about the
same processes [48, 49]. These regional sea level changes are broadscale but their
regional fingerprint is different for each melting source (Greenland, Antarctica,
glaciers). Amplification by up to 30% are expected far from the melting source
while significant sea level drop should occur around the region which is losing ice.

Future Sea Level Rise

IPCC ARA4 projections based on coupled climate models indicate that sea level should
be higher than today’s value by ~ 40 cm by 2100 (within a range of &+ 20 cm due to
model results dispersion and uncertainty on future greenhouse gases emissions) [50].
However this value is possibly a lower bound because it only accounts for future ocean
warming, glaciers melting and changes in ice sheet surface mass balance. As
discussed above, a large proportion of Greenland and West Antarctica ice mass loss
results from coastal glacier flow into the ocean through complex dynamical
instabilities. Such processes have begun to be understood only recently and thus
were not taken into account in the IPCC AR4 sea level projections. Recent studies
suggest that account of ice sheet fast dynamics will increase future sea level rise (e.g.,
[51]). But the exact global mean sea level elevation by the end of the 21st century
remains quite uncertain. Present-day sea level rise is not uniform; this is also expected
for the future. The regional sea level map for 2090-2100 provided by IPCC AR4
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(average of 16 models for one emission scenario; Ref. [50]) shows higher than average
sea level rise in the Arctic Ocean due to decrease in salinity in response to fresh water
input and along a narrow band in the south Atlantic and south Indian oceans. Recent
studies confirm this general behaviour (e.g., [52]).

Impacts of Sea Level Rise

Sea level rise is a major concern for populations living in low-lying coastal regions
(about 25% of human beings) because it will give rise to inundation, wetland loss,
shoreline erosion, and saltwater intrusion in surface water bodies and aquifers, and
will raise water tables [53]. Moreover, in many coastal regions of the world, the
effects of rising sea level act in combination with other natural and/or anthropogenic
factors, such as decreased rate of fluvial sediment deposition in deltaic areas,
ground subsidence due to tectonic activity or groundwater pumping, and hydrocarbon
extraction [54].

Besides factors that modify shoreline morphology (e.g., sediment deposition in
river deltas, change in coastal waves and currents), what does matter in coastal
regions is relative sea level rise, i.e., the combination of sea level rise and vertical
ground motions. In many coastal regions of the world, these two factors are currently
of the same order of magnitude and most often of opposite sign (sea level rises and
ground subsides). Accelerated ground subsidence is reported in many regions, either
because of local groundwater withdrawal (Tokyo subsided by 5 m, Shanghai by 3 m,
and Bangkok by 2 m during the last decades; Ref. [53]) or hydrocarbon extraction
(e.g., Gulf Coast where ground subsidence in the range 5-10 mm/year is observed;
Ref. [55]). Whatever the causes, ground subsidence directly interacts with and
amplifies climate-related sea level rise (long-term trend plus regional variability).
However, if sea level continues to rise at current rates and more likely accelerates, the
climate factors (sea level rise) will become dominant. However, it remains difficult to
quantify future sea level rise in specific regions where various factors interfere in a
complex way.

Future Directions

Most recent developments indicate that sea level is currently rising slightly faster
since the early 1990s than during the previous decades. Owing to the recent
progress in understanding the causes of present-day sea level rise, the sea level
budget for the period 1993-2010 can be nearly closed. Approximately 30-40% of
the rate of sea level rise is due to ocean thermal expansion in response to ocean
warming. Mass loss in mountain glaciers and ice sheets accounts for the remaining
60-70%. Sea level will continue to rise in the future decades because of expected
increased global warming. However, the exact amount of sea level rise in the
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coming decades is still an open question. The main source of uncertainty is the future
behavior of the Greenland and Antarctica ice sheets in a warming climate. Improved
understanding and modeling of the complex dynamical response of the ice sheets to
global warming is among the priorities of the international climate research commu-
nity. In parallel, observing change and variability of sea level and its different
components using in synergy various in situ and space-based observing systems is
another important goal.

The recently launched high-precision altimeter satellites of the Topex/Jason
series and their expected successors will provide continuity in the monitoring of
sea level variations from space on multidecadal timescale. In addition to ocean
temperature and salinity measurements from the international Argo project, mass
balance of the ice sheets from GRACE and other remote sensing techniques,
GRACE-based land water-storage change and in situ and remote observations of
mountain glaciers will provide invaluable observations for understanding the
causes of sea level variations.

Sea level changes involve interactions of all components of the climate system
(oceans, ice sheets and glaciers, atmosphere, land water reservoirs) on a wide range
of spatial and temporal scales. Even the solid Earth through its visco-elastic
response to water mass redistribution affects sea level. Systematic monitoring of
oceans, cryosphere, and land waters from in situ and space-observation systems are
thus crucial to validate climate models, and hence improve future sea level
projections. Considering the highly negative impact of future sea level rise for
society, the multidisciplinary aspects of sea level rise (observations, modeling,
coastal impact studies) should remain a major area of future climate research.
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Chapter 5
Coral Reef Ecosystems

Helen T. Yap

Glossary

Coral reef A geological structure of significant topographic relief above the
sea floor, made of calcium carbonate and constructed by living
organisms (mainly corals belonging to the order Scleractinia,
phylum Cnidaria, and coralline algae).

Hermatypic Refers to corals that are able to build reefs.

Holocene A geologic age that corresponds to 10,000 years before the present,
or “B.P.”

Scleractinia The order of hard or stony corals to which the reef builders belong,

under the phylum Cnidaria.

Zooxanthellae  Golden brown single-celled algae that inhabit the gastrodermal
cells of reef-building corals (belonging to the phylum Dinophyta,
order Gymnodiniales).

Definition of the Subject and Its Importance

Coral reefs are geological structures of significant dimensions, constructed over
millions of years by calcifying organisms. The present day reef-builders are hard corals
belonging to the order Scleractinia, phylum Cnidaria. The greatest concentrations of
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coral reefs are in the tropics, with highest levels of biodiversity situated in reefs of the
Indo-West Pacific region. These ecosystems have provided coastal protection and
livelihood to human populations over the millennia. Human activities have caused
destruction of these habitats, the intensity of which has increased alarmingly since the
latter decades of the twentieth century. The severity of this impact is directly related to
exponential growth rates of human populations especially in the coastal areas of the
developing world. However, a more recently recognized phenomenon concerns
disturbances brought about by the changing climate, manifested mainly as rising sea
surface temperatures, and increasing acidification of ocean waters due to greater
drawdown of higher concentrations of atmospheric carbon dioxide. Management
efforts have so far not kept pace with the rates of degradation, so that the spatial extent
of damaged reefs and the incidences of localized extinction of reef species are
increasing year after year. The major management efforts to date consist of establishing
marine protected areas and promoting the active restoration of coral habitats.

Introduction

Over the millennia, coral reef ecosystems have served as the basis of human
survival and sustenance in many coastal areas in the tropics and subtropics. They
are significant geologic formations that provide crucial protection from destructive
forces of the sea. They also harbor the greatest diversity of animal phyla than any
other habitat on the planet. But because of the finely tuned balance between primary
production and energy consumption within the ecosystem, coral reefs are unable to
sustain high levels of biomass extraction. Added to this, a range of human impacts
from overfishing to pollution and direct destruction of the habitat has caused
extensive degradation of these ecosystems since the latter decades of the twentieth
century. This trend has been exacerbated by recently recognized effects of climate
change. The main culprits are rising sea surface temperatures and increasing
acidification of ocean waters, both of which exert adverse impacts on the physiol-
ogy of the coral-zooxanthellae complex, thus hampering its ability to effectively
recover from various environmental disturbances. The best management option at
the present time is to put as many reefs as possible under protection, while
providing for alternative means of livelihood to displaced fishers. The field of
active coral restoration is still at an early stage and warrants further research.

Geology and Distribution

A reef is a “discrete carbonate structure formed by in situ or bound organic
components that develops topographic relief upon the sea floor” [1]. The majority
of coral reefs are located in the tropics [2, 3] (Fig. 5.1). The limit of their
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Fig. 5.1 Global distribution of coral reefs (Source: NOAA National Ocean Service Education
Web Site, revised 25 March 2008, http://oceanservice.noaa.gov/education/, NOAA National
Ocean Service, Communications and Education Division)

distribution is represented by Midway and Kure, for example, which are well-
developed algal-coral atolls that lie north of 28°N latitude at the northwestern end
of the Hawaiian chain. As summarized by Moberg and Folke [4], coral reefs are
estimated to constitute from 0.1% to 0.5% of the ocean floor, with actual areal
estimates ranging between 255,000 and 1,500,000 km?. The coastlines of more than
100 countries are lined by coral reefs. Advances in methodology, particularly
remote sensing, are helping to delineate more accurately the distribution and extent
of coral reefs, and the proportions of the different components that constitute the
bottom substrate (live coral, vegetation, nonliving cover such as rock and sand) [5].
However, remote sensing is still limited by the fact that only the visible range of the
electromagnetic spectrum can penetrate the water column sufficiently down to
depths occupied by coral reefs which are shallow-water ecosystems. Hence, this
tool should be complemented by actual ground-truth surveys whenever possible [5].

The three main types of coral reefs are fringing reefs, barrier reefs, and atolls
[2—4]. Other than these major categories, there are minor reef forms of various sizes
and shapes, and situated at different depths of the ocean floor. For example, Moberg
and Folke [4] mention platform reefs as a fourth category (Table 5.1). Fringing reefs
develop close to the shore in relatively shallow waters. Among the longest expanses
of reefs in the world is the fringing reef that lines the shores of the Red Sea [2], with
a length, if stretched out, exceeding 2,500 miles (4,000 km). Barrier reefs are
composed of a series of reef structures arranged roughly parallel to the coast, and
separated from it by a fairly deep lagoon. The largest such aggregation of reefs in the
world is the renowned Great Barrier Reef off the Queensland coast of Australia [2]
with a length of more than 1,200 miles (almost 2,000 km). It varies in width from
about 10 miles (16 km) to almost 200 miles (320 km). The total area of reef habitat
that it encompasses is about 25,000 km? [6]. The various reef structures within the
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Table 5.1 The four main reef types

Platform reefs Fringing reefs Barrier reefs Atolls

Frequently found Closely follow Separated from land by =~ Horseshoe shaped or
in the lagoons shorelines, narrow arelatively wide, deep circular reef
created by shallow lagoon lagoon surrounding a central
atolls and lagoon (often far from
barrier reefs land in the open

ocean)

In the Great Red sea, East Africa, The Great Barrier Reef in  >95% of the atolls are in
Barrier Reef Seychelles, and Australia, Belize the Indo-Pacific,
lagoon, other Indo-Pacific Barrier Reef, off others are found
Belize, Red islands, most Mayotte in the outside Belize and in
Sea, Bahamas Caribbean reefs Western Indian Ocean Western Atlantic

Source: From [4]

barrier reef are separated from each other by lagoons of different sizes. Atolls are
annular reefs that encircle a lagoon. They may arise from the deep sea, or from the
shallower depth of the continental shelf [2]. Platform reefs are carbonate structures
of various shapes and sizes usually situated inside lagoons.

A major factor controlling reef growth is sea level rise [1]. It is to be noted,
however, that the more relevant metric is relative sea level change, because the
actual sea level in an area is a net result of both sea level change and tectonic
movement of the land due to the presence of active faults [7, 8]. Thermal expansion
of the ocean due to increasing heat content caused by climate change also
contributes to sea level rise [9]. In terms of the effects of sea level changes on
reef growth, more information exists for tropical Atlantic reefs compared to their
counterparts in the Pacific [10]. Much geological research has focused on Holocene
reefs. These are considered analogues of ancient reefs, and preserve records of
eustatic changes in sea level and neotectonics. The measured vertical accretion
rates during the Holocene display some variability (reviewed in [10]). Caribbean
reefs had higher average rates, on the order of 6 m/ky, compared with Indo-Pacific
reefs which have grown at an average rate of 4.4 m/ky. Reasons for this difference
still remain unknown. In the Pacific, the Philippines, though it lies in the acknowl-
edged center of shallow-water marine biodiversity, has been little studied compared
to the Great Barrier Reef, the Ryukyus, and the islands of Hawaii and Polynesia.
The study of Shen et al. [10] represents the first coral-based sea level record from
the South China Sea. Reef accretion rate is estimated to have reached as high as
10-13 m/ky during the period 9.2-8.2 ka.

Amphitropical distributions are disjunct distributions where the population or
species occurs subtropically on both sides of the equator [11]. Such patterns have
been most commonly observed in fish. In the case of corals, however, disjunct
distributions in central Indo-Pacific species are observed by Veron [11] to display
no significant amphitropical component. Veron [11] also claims similarities
between corals of Hawaii and those in the southeast Pacific on a larger scale.
Dispersal is believed to play a key role in the speciation and distribution of
coral species.
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The tropical oceans consist of four major biogeographic regions [4]: the Indo-
West Pacific (IWP), the Eastern Pacific, the Western Atlantic, and the Eastern
Atlantic.

Knowledge about coral distributions is summarized as follows (quoted from [11]):

e There are areas of high diversity in the tropical western margins of the world’s
three great ocean basins, that of the Indian Ocean being relatively ill-defined.

» Within the Indo-Pacific, there is little generic variation within the center of high
diversity.

e There is attenuation of species diversity latitudinally and longitudinally from
these centers.

¢ Regions distant from centers of species diversity tend to have similar genera.

¢ Latitudinal attenuation occurs in the same or similar “drop-out” sequence in the
northern and southern hemispheres.

¢ Latitudinal attenuation is highly correlated with sea surface temperature.

* The mean generic age of Caribbean corals is twice that of Indo-Pacific corals and
centers of diversity have relatively young generic ages.

In a recent analysis of biogeographic patterns of corals and reef fish across the
Pacific and Indian Oceans, Bellwood and Hughes [12] established a “remarkable
congruence” between the two groups in terms of gradients in diversity. The peak in
diversity for both corals and fish was observed in the Indo-Australian region,
between 120°E and 170°E longitude. There was a steep decline across the Pacific
toward its eastern boundary, where assemblages are notably more depauperate.
There also was a decline westward across the Indian Ocean, though not as steep.
A similar congruence for corals and fish was observed in terms of biodiversity
patterns along latitudinal gradients. The peak in diversity was near the equator, with
declines on either side at higher latitudes.

Biology and Ecology

The main builders of modern-day reefs are the hard or stony corals belonging to the
order Scleractinia of the phylum Cnidaria [13]. They constitute the main framework
structure, as well as act as fillers and cementers of the reef matrix together with the
coralline algae. The basic unit of the coral is an anemone-like structure called the
coral polyp. Large coral forms are often colonial, consisting of numerous polyps
that have reproduced asexually by budding. However, there are a few solitary forms
such as members of the genus Fungia, commonly known as “mushroom corals.”
Recent phylogenetic evidence indicates that deep-water coral species arose from
shallow-water ancestors, following a long established process of diversification of
marine taxa along a gradient from shallow to deeper habitats [14].

The majority of reef corals are in a symbiotic relationship with a dinoflagellate
of the genus Symbiodinium. Dinoflagellates are golden brown single-celled algae
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belonging to the phylum Dinophyta, order Gymnodiniales [13]. They have been
given the name ‘“zooxanthellae” [15]. They inhabit the gastrodermal cells of the
coral polyp where they perform the basic function of photosynthesis. The products
of photosynthesis are used primarily by the algae for their own metabolic mainte-
nance and for reproduction. However, under favorable conditions the zooxanthellae
produce an excess of photosynthetic products such as simple sugars, lipids and
amino acids which are then translocated to the coral host cell [15]. The photosyn-
thate is utilized by the coral to supply its own nutritional needs. In addition, this
supplementary energy source fuels the all-important mechanism of calcification
which is the basis of reef building [16]. The symbiotic algae also provide oxygen,
a by-product of photosynthesis, which helps support the metabolism of the coral
host. Because of a finely tuned balance between primary production and energy
consumption of all species within the ecosystem, coral reefs have relatively low
rates of net primary production [17]. Hence, they are unable to sustain high levels of
biomass extraction.

Not all coral species harbor symbiotic algae, and are termed “azooxanthellate”
[3]. It is the zooxanthellate forms that possess the in-house power unit, so to speak,
which helps support calcification on a large scale. Hence, the majority of these are
so-called hermatypic or reef-building corals. They are colonial in form, and this
trait together with their symbiosis with algae is believed to confer on them
a competitive advantage over other benthic invertebrates, and helps explain their
dominance in tropical reefs [14].

The extant members of the order Scleractinia are evenly divided between
zooxanthellate and azooxanthellate species [14]. Most azooxanthellate species are
solitary (as opposed to colonial) and are nearly absent from reefs. However, they
have wider geographic and bathymetric distributions than reef corals, extending up
to aphotic depths in the ocean. Recent phylogenetic analyses indicate that they
originated from ancestors that were symbiotic [14].

With respect to the zooxanthellate coral taxa, it is, ironically, the possession of
this singular advantageous feature that has rendered them extremely susceptible to
a relatively recent stress in the form of increasing ocean temperatures. This
phenomenon is part of what has been recognized as global climate change [18].
Temperature stress, that is, water temperatures significantly above normal for
prolonged periods, causes zooxanthellae to lose their pigment, or to be expelled
by the host polyp. In both instances, there is a loss of photosynthetic capability of
the coral-algae symbiotic complex with a resulting impairment in the ability to meet
nutritional needs of both coral host and symbiont.

Scientific findings over the last few decades have established that there are
a number of clades of zooxanthellae, originally thought to belong only to one
species of the genus Symbiodinium. These clades are genetically distinct from
one another. To date, there are eight known phylogenetic clades, with each clade
containing multiple subclades or types [19, 20]. Scleractinian corals establish
functional symbioses primarily with clades A-D. Their genetic distinction imparts
different physiological properties to the various clades, properties that are
manifested at the level of the host-zooxanthellae complex or “holobiont” [19-21],
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notably the ability to adapt to various ambient temperature regimes. Hence, some
zooxanthellate corals are able to tolerate increases in water temperature better than
others. In some instances, the algae are not expelled by the host coral and are able to
continue photosynthesizing, providing the latter with vital nourishment during
stressful thermal conditions.

Reef accretion is due to a net positive balance of calcium carbonate production
over calcium carbonate loss (Fig. 5.2, [22]). The major producers of calcium
carbonate are the hard corals. Their skeletons constitute the main framework of
the reef, which is a geological structure in three dimensions and which can measure
thousands of meters across. There are other important calcifying organisms as well,
notably the coralline algae. The remains of these and other calcifiers such as
molluscs and foraminiferans serve to fill in the reef matrix over geologic time.
Another source of calcium carbonate on the reef is the import of sediment from
outside sources via water currents. The loss of calcium carbonate is due to erosion,
dissolution, or export of sediment out of the reef. Erosion can be due to physical or
biological processes. Important bioeroders are fish that graze on coral (notably
parrotfish), sea urchins that scrape hard substrates in the process of feeding,
sponges, molluscs, and worms that bore into coral skeletons, plus a variety of
microborers.
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Optimal Environmental Requirements

Because of the intimate symbiosis with algae, reef-building corals will survive and
grow down to particular depth limits in the ocean due to specific light requirements
for algal photosynthesis [15]. Most extensive reef structures occur in relatively
shallow waters, typically down to depths of thirty (30) meters [15]. Hermatypic
corals require high levels of aragonite supersaturation in order to maintain sufficient
rates of calcification. Coral reef communities also thrive best in nutrient-poor
waters [1].

Another critical environmental factor is temperature. The physiology of the
coral-alga symbiotic complex functions optimally within specific temperature
ranges, typically not lower than 18°C, with the limiting high temperatures believed
to be sustained maxima of 30-34°C [1]. Although coral reefs achieve maximal
development in the tropics, recent trends indicate that the highest summer
temperatures in many tropical areas are probably exceeding the upper thermal
tolerance limits of many coral species. The phenomenon of coral bleaching,
whereby a coral colony becomes white because the symbiotic zooxanthellae either
lose their pigments or are altogether expelled [23], is becoming more frequent [18].

Different coral species are adapted to a wide range of hydrodynamic regimes,
from calm to turbulent. They may be found in a corresponding range of habitats
from sheltered lagoons to reef slopes exposed to the open sea. However, they
require a minimum of water circulation around the coral colony to ensure that
wastes are carried away, and that a sufficient amount of oxygen is made available
for respiration. A microscopic boundary layer exists around the surface of the coral
colony that controls the diffusion of nutrients and gases between the external
environment and the internal environment of the coral-alga symbiotic complex.

Because of their metabolic requirements, corals, just like all other organisms
with aerobic respiration, need a minimum amount of dissolved oxygen in the water
in order to survive. Hypoxic conditions that are generated by excessive microbial
decay of organic matter, or by abnormally high water temperatures, can impair
coral survival and health. Similarly, salinity, because of its effects on coral-algal
physiology, must also be maintained within certain ranges (34-36 ppt) for optimal
survival and growth of coral colonies [13]. If levels of salinity drop precipitously, as
in periods of heavy rainfall coinciding with low tides, for example, corals in
shallow areas can experience osmotic stress. If the period of immersion in low
salinity water is protracted, then some colonies can experience mortality.
Abnormally high salinity, above typical oceanic values of 35 ppt, can also inflict
metabolic stress on corals. Exceptions, however, are coral populations in normally
high salinity areas like the Red Sea [13] which have adapted over the millennia to
such extreme conditions.

Waters around flourishing reef areas are characteristically oligotrophic, with
relatively low nutrient concentrations. The coral-alga symbiotic complex is effi-
cient in taking up nutrients from surrounding waters, utilizing them for photosyn-
thesis, and recycling them back into the external medium through metabolism.
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Important nutrients in reef areas are nitrate, ammonium, and phosphate. They exist
in a fine balance with the living community, a balance that is easily disrupted by
excessive influx of nutrients from external sources. An increased supply of nutrients
favors the primary producers over the coral. Thus, depending on a particular
situation, there would be increased abundances of zooxanthellae residing within
coral colonies, of phytoplankton in the water column, or of algae inhabiting the
bottom substrate. Algae compete with corals for space and light.

Biodiversity

Coral reefs are among the richest marine habitats in terms of species diversity [3,
11]. They are often alluded to as the “rainforests of the sea.” The high species diversity
is attributable to known factors, namely, the location of coral reefs in the tropical and
subtropical latitudes with their attendant climatic regimes, and the complex topogra-
phy afforded by the three-dimensional geological structure. The relatively high light
intensities close to the equator support the levels of primary production that are
needed to drive the multitude of trophic pathways in a typical coral reef ecosystem.
The relatively small ranges of temperature fluctuations, as compared to temperate and
higher latitudes, enable a sustained level of metabolism throughout the entire year for
many species, including several reproductive episodes.

Recent analyses of the fossil record indicate that reefs were probably cradles of
evolution during the Phanerozoic era (which covers about 500 million years from
the present), with approximately 22% of examined genera originating in reef
environments [24]. The class Anthozoa, which contains the reef-building
scleractinian corals, contains the largest number of genera originating in reef
environments. In addition to being sites of the appearance of new species, coral
reefs are seen to have exported various taxa to other environments. The most likely
explanation as to why reefs have played this role over their geologic history is their
habitat complexity [24].

The complex three-dimensional structure of a typical reef provides a plethora of
habitable space for a wide variety of organism types with a corresponding wide range
of behaviors. In an analysis of a large contemporary data set, Bellwood and Hughes [12]
determined that patterns in the diversity of corals and reef fish on a biogeographic scale
were best explained by the availability of habitat area, a key feature of topographic
complexity. The various species interact primarily via feeding or trophic pathways,
although the picture has sadly been drastically altered by excessive human exploita-
tion, in addition to other natural and anthropogenic impacts [25].

Coral reefs contain the greatest number of phyla of any habitat on earth,
including 32 of the estimated total of 34 animal phyla [13]. The stony corals
which build up the reef framework belong to the phylum Cnidaria, which also
includes the hydroids and jellyfish, and the non-reef building soft corals. Another
dominant component of the benthic community are the sponges belonging to the
phylum Porifera. Other conspicuous invertebrates are represented by the phylum
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Echinodermata which includes the starfish, sea urchins, sea cucumbers, and
crinoids and the phylum Mollusca covering a huge variety of clams and shells,
not to mention squid and octopus. The phylum Arthropoda includes the class
Crustacea, a very large one that includes crabs, lobsters, and shrimps. It is
a member of the subphylum Vertebrata, however (apart from the hard corals
themselves), that captures the most attention from coral reef enthusiasts. The
most renowned vertebrate group is the fishes which comprise thousands of species
on a pristine reef. Other vertebrates that used to dominate coral reef habitats in
different parts of the globe, but that are sadly depleted now [25] include the sea
cows, turtles, and crocodiles. Even sea birds that were once plentiful around reef
ecosystems are now dwindling in numbers.

Among reef habitats, the most diverse are found in the Indo-West Pacific region,
particular around the islands of the Philippines, Indonesia, and Papua New Guinea
[26-28]. These islands combined harbor more than 2,500 species of fish belonging in
165 families, more than 3,200 species of mollusc, and about 500 species of coral in
almost 80 genera. A recent study involved mapping of the geographic ranges of 1,700
species of reef fish, 804 species of coral, 662 species of snail, and 69 species of lobster
[27]. For all taxa, the peak in species richness was determined to be in what has come
to be known as the “coral triangle” of Southeast Asia, namely, the islands mentioned
above. Species richness then falls off rapidly toward the east across the Pacific, and
less rapidly toward the west, across the Indian Ocean. Sites in the southern Philippines
and central Indonesia were found to be in the top 10% richest locations.

In the analysis of Roberts et al. [27], 58 species of corals, or 7.2% of the total
studied, had restricted geographic ranges. The values for fish, snails, and lobsters
were 26.5%, 28.7%, and 53.6%, respectively. The implication of this finding is that
many species may be vulnerable to localized extinctions, particularly if they are
restricted to geographic locations receiving high levels of human impact. Areas
with high degrees of endemism combined with significant levels of impact have
been termed marine biodiversity “hotspots.” A renowned example of a place which
has a high degree of biodiversity but whose reefs are among the most threatened
(and degraded) in the world is the Philippines [27, 28].

A recent study has shown that the Philippines harbors a higher concentration of
species per unit area than Indonesia, with a rigorous pattern emerging for marine shore
fishes [29]. The authors hypothesize a center of origin on the Eurasian plate, with
geological events being responsible for allopatric speciation, in addition to island
integration. The Philippine center of diversity has significant abundance of both
widespread Indo-Pacific species as well as species whose distribution is limited to
coral reefs.

Fisheries

Over the millennia, the greatest benefit provided to mankind by coral reef
ecosystems has been in the form of harvest, primarily of finfish, in addition to
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other vertebrates and invertebrates [25]. Human populations along the coast made
extensive use of nearby reef areas that were situated typically in shallow water and
often in sheltered lagoons or embayments, a fact that rendered them eminently
accessible by even the most primitive means of transport such as rafts and hand-
paddled canoes. Traditional methods involved the use of various kinds of nets, or of
hook-and-line fishing.

There are over 4,000 species of teleost fishes known to be associated with coral
reefs [30]. Approximately 10% of these are directly dependent on corals. They are
either obligate coral dwellers, corallivores (i.e., they feed on coral tissue), or
possess juvenile stages that always settle into live coral in the process of
recruitment. The total global fisheries yield from coral reefs is estimated to be
USD five billion annually [30].

In the central Philippines, which was recognized recently as among the richest in
the world in terms of species diversity [29], the following fish families contribute
substantially to fish catch [31]: Acanthuridae, Siganidae, Scaridae, Labridae,
Haemulidae, Lethrinidae, Lutjanidaec, Mullidae, Serranidae, Carangidae,
Scombridae, Sphyraenidae, Belonidae, and Caesionidae. In terms of total potential
fish yield, Alcala and Russ [31] suggest a figure of 350,000 metric tons annually for
the entire country, based on an aerial estimate of 25,000 km? of reef area.

Physical Connectivity

Marine habitats such as coral reefs have the key distinguishing feature (when
compared to terrestrial habitats) of being situated within a water medium, as
opposed to air. The physical differences between water and air impart fundamental
properties in terms of how the respective communities function, and how they are
structured. One obvious difference is that water is considerably denser than air, and
is capable of carrying a much larger quantity of material. Because of this, there is
significant transport by water currents between habitats over a large range of
distances, from microscopic (at the scale of molecular motion) to the macroscopic
scale (up to hundreds of kilometers) [32].

Oceanic currents convey a whole spectrum of materials, from dissolved
compounds, to particles (living and nonliving) to organisms of various sizes,
from microscopic plankton to mammals weighing several tons. The relevant aspect
for marine conservation and sustainability is the ecological process of recruitment,
whereby gametes or larvae are carried away from particular habitats and
transported to other areas at varying distances from the point of origin. Recruitment
is a vital process for the maintenance and renewal of populations. Communities that
suffer significant decreases in recruitment over appreciable amounts of time are in
danger of diminishing or even disappearing altogether.

One of the first papers that advocated a study of surface oceanic currents in order
to predict possible recruitment trajectories is that of Roberts [33]. The author, using
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the Caribbean as an example, proposed that if larvae can be regarded as passively
dispersing particles, then upstream reefs, if harboring healthy populations of reef
species, may be considered sources supplying downstream areas. The effective
distance by which recruitment can occur successfully would, theoretically, be
dictated by the length of time during which a larva remains viable in the water
column, or the duration of the pelagic larval phase [34]. In an extension of this
perspective to management applications, downstream reefs receiving viable
recruits in sufficient amounts would be less at risk of decimation even if exploita-
tion rates were high. Upstream reefs, on the other hand, would be in greater need of
protection. These ideas helped to inspire the vigorous movement that emerged in
a number of countries that have coral reefs in their territorial waters to establish
networks of marine reserves or protected areas premised, among other criteria, on
the possible existence of connectivity based on oceanographic patterns. Marine
protected areas (MPA’s) are discussed in section “Marine Protected Areas”.

Subsequently, a large number of studies have been conducted to confirm or
refute these ideas [6]. One limitation is that the only means of directly determining
the actual fate of individual larvae is by tagging and parentage techniques [6]. Other
approaches are indirect, and include genetic analysis, the description of local
population structure, and the application of biophysical modeling which combines
the characterization of current patterns and hydrographic regimes with larval
behavior of particular species.

Recent research indicates that the degree of larval retention within a natal reef,
as well as the spatial extent of connectivity in both corals and fish appear to be
independent of larval duration [6], contrary to previous expectations. In the case of
corals, for both broadcast spawners as well as brooding species, both self-
recruitment and inter-reef dispersal have been found to be significant. Dispersal
can occur over distances as long as tens of kilometers. Broadcast spawners are
corals that release gametes into the water column. The eggs and sperm may come
from the same colony (hermaphroditic), or from colonies with separate sexes
(gonochoric). Fertilization takes place in the water column. The entire series of
developmental stages from cleavage, to formation of the embryo and then of the
fully-formed larva all occur as part of the pelagic phase. Brooding species are corals
where the egg remains inside the polyp, and is fertilized by sperm that find their way
into the cavity. The larva develops inside the polyp and emerges after a period of
time, fully formed, into the surrounding water.

In the case of reef fish, a number of methods indicate that, for a range of species,
there are ecologically significant levels of self-recruitment at the scale of individual
reefs or reef clusters [6]. Results have yielded an average of as high as 45-50% self-
recruitment. The amount of self-recruitment does not seem to be related to the mode
of spawning nor pelagic larval duration. For both corals and fish, the patterns of
dispersal may be influenced more by the geographic setting, size, and location of
reefs rather than by the biological characteristics or individual life histories of
particular species. This finding, again, has implications for the design of networks
of marine reserves, including their size, spatial arrangement, and the distances
between them.
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Ecological Goods and Services from Coral Reefs

Coral reefs have provided benefits to coastal human populations for thousands of
years. Perhaps the greatest value that these ecosystems have is as a source of food.
A variety of organisms continue to be harvested, notably the finfish which still
possess considerable economic value, in addition to their contribution to basic
sustenance of populations, particularly in developing countries. Despite their
limited cover in proportion to the entire ocean floor (0.1-0.5%), almost a third of
marine fish species in the entire world are found on coral reefs, and about 10% of fish
consumed by humans are caught from reef areas [4].

Other vertebrate groups that have been the object of traditional fishing are the
dugongs (Order Sirenia) and turtles [25]. Invertebrates that have been traditionally
harvested from reefs for human consumption include sea urchins, sea cucumbers,
molluscs, and crustaceans. A variety of species of seaweed are also used for food.

Coastlines that are lined by coral reefs are afforded natural protection from the
destructive forces of the sea. The natural erosion that occurs within reef habitats due
to physical abrasion by waves and currents produces sand which accumulates on
beaches. Typically white sand is composed of pulverized coral, shells, coralline
algae, and foraminiferans in varying proportions.

In some localities, corals are collected for building material in the construction
of houses, roads, and other infrastructure. Other less common uses of reef
organisms are as sources of pharmaceuticals.

Coral reefs have always been valued for their aesthetic beauty. In recent decades,
they have supported a vigorous tourism and leisure industry that has extended its
reach globally. Tourists would travel hundreds to thousands of kilometers to visit
pristine reefs. The traffic usually emanates from the more affluent societies in
Europe and North America, and heads in the direction of the Caribbean, the Red
Sea, the Indian Ocean, and all the way to the high diversity reefs of the Indo-West
Pacific.

Table 5.2 presents a general listing of goods and services derived from coral
reefs [4].

Threats to Coral Reefs

Unfortunately, the degradation of coral reef habitats has become a worldwide trend
[35, 36]. The current concern from the ecological and conservation perspective is
how to prevent this trend from becoming irreversible. In the Indo-Pacific region, for
example, which is the cradle of coral reef diversity, coral cover is estimated to
already lie at least 20% below the best historical reference points [37]. The average
loss of coral cover annually is estimated at 1%. This represents a figure of
1,500 km? of coral cover lost from the early 1980s to around 2003.
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Table 5.3 Families of reef-building coral species that are near threatened (NT) and/or threatened
(Thr) according to Red List categories of the International Union for the Conservation of Nature
(IUCN). Criteria are defined by population size reduction and changes in geographic range

Family Total species NT + Thr Thr
Acroporidae 271 71.6% 49.5%
Agariciidae 45 38.1% 26.2%
Astrocoeniidae 15 18.2% 9.1%
Caryophylliidae 3 0.0% 0.0%
Dendrophylliidae 15 71.4% 50.0%
Euphylliidae 17 100.0% 64.3%
Faviidae 130 65.6% 20.0%
Fungiidae 46 27.3% 15.9%
Helioporidae 1 100.0% 100.0%
Meandrinidae 10 42.9% 42.9%
Merulinidae 12 36.4% 9.1%
Milleporidae 16 42.9% 35.7%
Mussidae 52 53.3% 26.7%
Oculinidae 16 70.0% 40.0%
Pectiniidae 29 50.0% 25.0%
Pocilloporidae 31 48.3% 31.0%
Poritidae 101 56.0% 34.1%
Rhizangiidae 1 0.0% 0.0%
Siderastreidae 32 42.3% 19.2%
Trachyphyliidae 1 100.0% 0.0%
Tubiporidae 1 100.0% 0.0%
Total 845

Source: Modified from [38]

In a recent study, Carpenter et al. [38] compiled data on the status of all known
zooxanthellate reef-building corals. These include 845 species from the order
Scleractinia, plus reef-building species from other groups of the phylum Cnidaria,
the octocorals and hydrocorals. There were sufficient data for 704 species so that
conservation status could be assigned. Of these, 32.8%, or roughly one third, were
in categories with elevated risk of extinction (Table 5.3). Following criteria from
the International Union for Conservation of Nature (IUCN), these species were
considered to be under serious threat of population declines within their established
geographic ranges. A combination of natural and anthropogenic factors are respon-
sible for the losses in coral cover in different parts of the world.

Since corals are the natural framework builders for the habitat of other reef
species, notably fish, declines in coral cover and abundance are usually
accompanied by similar decreases in the other biota as well. A study in the Indian
Ocean, for example, documented changes in size structure, diversity, and trophic
composition of reef fish communities following decreases in coral cover as a result
of climate change [39].
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Natural Threats

The recent literature highlights the phenomenon of global change, particularly
change in the climate, as posing an increasing threat to the health of natural
ecosystems, both terrestrial and aquatic [40]. The main culprit is commonly
believed to be the large-scale release of carbon dioxide into the atmosphere due
to the burning of fossil fuel which reached unprecedented levels since the beginning
of the industrial revolution [41, 42]. Another cause for the release of large quantities
of this gas is land use practices such as deforestation [42]. The presence of large
amounts of carbon dioxide in the atmosphere has created the so-called greenhouse
effect, whereby long-wave radiation emitted by the earth system is trapped instead
of being released into outer space. The result is a net warming of the planet
over time. Temperature has been determined to follow a significant upward trend
since the start of the industrial era in the 1800s. Thus, although variations in
temperature are a natural feature of the environment, and occur on a range of
time scales ranging from diurnal and seasonal all the way to millions of years
(corresponding to the geological epochs), the specific causes as to why it is now
perceived to be a problem are human-related.

Monitoring long-term trends in sea surface temperature (SST) has been aided
greatly by advances in technology, as exemplified by the suite of satellite products
developed by the National Oceanic and Atmospheric Administration’s (NOOA)-
Coral Reef Watch [26]. Specifically, services have been derived from the 0.5°C
(approximately 50 km) resolution twice-weekly product delivered by the Advanced
Very High Resolution Radiometer (AVHRR). This product has been effective in
detecting large-scale thermal stress in the ocean, and in relating this to coral
bleaching events, for example. In the Indo-Pacific region, particularly the islands
of the Philippines, Indonesia, and Papua New Guinea also known as the “Coral
Triangle,” an upward trend in SST has been established for the period 1985-2006,
with an average rate of increase of 0.2°C per decade [26]. However, it should be
noted that satellites detect the temperature of what is essentially the ocean’s “skin,”
so that satellite-derived data should, wherever possible, be complemented by actual
temperature measurements made on site at different depths of the reef [43].

With respect to estimates of warming of the entire global ocean, reliable data exist
for the upper 300 m [44]. The majority of in situ measurements have been contributed
by expendable bathythermograph (XBT) data. After accounting for multiple sources
of uncertainty, a statistically significant linear warming trend has been obtained for the
period 1993-2008 amounting to 0.64 Wm ™~ (reflecting the entire surface area of the
Earth) with a 90% confidence interval of 0.53-0.75 Wm 2 [44].

The increased levels of carbon dioxide in the atmosphere have resulted in
another phenomenon that is detrimental to coral reefs. Because of increased partial
pressure of the gas (PCO,) which results in steeper diffusion gradients, there is
greater drawdown into the ocean from the atmosphere. An international survey
effort consisting of two research programs, the World Ocean Circulation Experi-
ment and the Joint Global Ocean Flux Study, yielded an estimated oceanic uptake
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of anthropogenically produced CO, for the period 1800-1994 of 118 + 19
petagrams of carbon [42]. This amount represents about 48% of the total
emissions from fossil fuel burning and cement manufacturing, indicating the
magnitude of the oceanic sink. Furthermore, this value is projected to be about
one third of the long-term potential of the ocean for carbon storage. A more recent
estimate made in 2008 puts the value at 140 + 25 petagrams of carbon, with the
Southern Ocean being the primary conduit for entry [41].

Carbon dioxide reacts with seawater to form carbonic acid, decreasing oceanic
pH [45]. If the PCO, concentrations in the ocean surface continue to increase in
proportion to the increase in atmospheric concentrations of this gas, it is estimated
that a doubling of the latter from preindustrial levels will result in a 30% decrease in
carbonate ion concentration and a 60% increase in hydrogen ion concentration [42].
The result is increasing acidification of the oceans which is believed to pose a threat
to calcifying organisms, including the hard corals [46]. The higher acidity values
depress aragonite saturation state which is crucial in the net carbonate balance, and
which can spell the difference between net accretion and net dissolution of calcium
carbonate. Not only corals but other calcifying organisms such as shellfish,
foraminiferans, and echinoderms are at risk [47], with significant consequences
for the rest of the ecosystem. For example, trophic pathways will be altered if certain
species decrease in abundance as a result of reduction in calcification rates, which
imply diminution or weakening of protective shells or armor, thus compromising
growth, reproduction and survival from predation.

A long-term study of growth rates of juvenile coral in the Caribbean suggests
that corals <40 mm have actually grown more slowly than previously thought [48].
The period of decline in growth rate corresponds with observations of rising
seawater temperature and depressed aragonite saturation state, implying effects of
climate change. This finding does not bode well for the future viability of coral
communities in the region because juvenile stages are critical for the successful
establishment of populations of any species. On the other side of the world, in the
Great Barrier Reef, experimental manipulations of temperature directly affected the
metabolism of coral larvae, with higher temperatures increasing rates of develop-
ment, and thus the onset of competency [49]. Thus, expected increases in sea
surface temperatures will likely cause changes in larval dispersal ranges.

Another natural phenomenon that is perceived to be growing in severity is the
occurrence of diseases in corals and other marine species [50, 51]. Although diverse
communities of microbes normally inhabit the surfaces of coral colonies and all other
types of surfaces on a reef [13] increasing experimental evidence combined with
modeling indicates that environmental factors such as increasing water temperatures
might promote a shift in dominance from antibiotic-producing beneficial microbes to
pathogenic forms such as certain species of Vibrio. The loss of antibiotic protection
would render corals more susceptible to disease and increase their risk of mortality
[52]. Other causative agents of coral disease that have been identified include -
Aspergillus sydowii (that attacks sea fans) and Sphingomonas sp. [51].

Predation on corals has long been considered an important natural threat to the
survival of corals [1]. Two notable examples of this phenomenon involve the
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crown-of-thorns (COT) starfish, Acanthaster planci, and the gastropod Drupella.
Damage on a fairly large scale, up to hundreds of square meters on a number of
reefs, has been documented due to active grazing by these two invertebrate
predators. Cyclic fluctuations in populations of many species are considered natu-
ral, and are connected with changes in climate, food supply or a combination of
these. With respect to COT outbreaks, however, the causes are presumed to relate to
unnatural factors such as human overharvesting of natural predators and increases
in planktonic food supply of the larvae [18, 53]. Recent evidence from the Great
Barrier Reef, for example, suggests that nutrient enrichment of the waters (probably
due to land-derived pollution) has triggered blooms of phytoplankton that serve as
food for COT larvae, thus enhancing their survival and growth to adulthood [53].

Anthropogenic Threats

Up till recent times, the most severe impacts inflicted on coral reefs have been due
to human activities, directly or indirectly [22, 54]. A recent review of anthropogenic
threats to coral reefs worldwide is that of Wilkinson [36].

Water quality is generally influenced by levels of nutrients such as nitrogen and
phosphorus, concentrations of total organic carbon, turbidity, and light attenuation
[55]. Water quality, in general, has been documented to correlate directly with
species richness of hard corals and of phototrophic octocorals [56]. Clarity of the
water, as commonly measured in terms of Secchi depth for example, is a good
indicator of water quality. Low water quality has been observed to be associated
with proliferation of macroalgae. The most common cause of diminution in water
quality is effluent from the land.

Land-derived impacts have been in existence ever since humans started to
modify the land extensively for their use. In terms of documented effects on
reefs, the most important activities are agriculture and deforestation. These
activities involve the release of huge amounts of sediment which eventually find
their way into coastal waters via run-off. Rivers, for instance, transport large
amounts of sediment into the ocean. The sediment settles directly on the bottom,
physically smothering benthic life-forms.

Another land-derived impact is pollution from both point and nonpoint sources.
It can take the form of organic pollution, such as from sewage, and inorganic
pollution — for example, heavy metals. Sewage in the water is ultimately degraded
by bacteria to yield inorganic nutrients, primarily nitrogen and phosphorus. These
elements fuel photosynthesis by both phytoplankton and benthic plants, resulting in
high rates of primary production and an increase in biomass of the primary
producers. The latter are effective competitors with hard corals for space and light.

In coral reef habitats, the nutrients of interest are nitrate, ammonium, and soluble
reactive phosphate assimilated by plants [57]. In addition, dissolved organic forms
of nitrogen and phosphorus are significant as well. They are remineralized into the
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inorganic forms that are utilized by primary producers. Coral reefs that are close to
sites of dense human habitation are susceptible to detrimental effects of nutrient
pollution. The effects are aggravated if there is limited flushing, such as within
embayments and lagoons.

Destructive fishing practices are another cause of major disturbances to coral
reef communities [58]. In many parts of the developing world, the use of explosives
to catch fish is still a significant problem. The use of the metabolic poison, sodium
cyanide, to catch ornamental fish for the aquarium trade, also continues to be
widespread [28]. Both categories of disturbance inflict direct harm on the habitat.
Explosives cause catastrophic destruction of the reef substrate and all living
organisms within the effective radius of the explosion. They leave behind telltale
craters of varying size, depending on the blast, and expanses of rubble and
broken coral.

Cyanide is usually dissolved in sea water and squirted directly into crevices and
other places where the target fish shelter. It kills virtually all living organisms with
which it comes into contact, including coral colonies which are common hiding
places for fish. The dose of the poison applied is meant to merely stun the fish for
ease of capture, because these are intended to be shipped live to prospective
customers.

Another major impact is simply the excessive harvest or overfishing of
organisms, be they finfish, invertebrates, or economically important species of
algae. For coastal ecosystems in general, the ecological extinction of species due
to excessive exploitation precedes the effects of other human-related impacts such
as pollution and anthropogenic-related climate change [25]. Jackson et al. [25]
hypothesize that it is the depletion of entire species groups, or even trophic levels,
that paved the way for the occurrence of subsequent disturbances such as eutrophi-
cation, outbreaks of disease and the invasion of species.

Impacts on Reef-Associated Organisms

Decreases in diversity and/or abundance of hard corals have been accompanied by
declines in other reef-associated species, notably the fish [30]. The families that are
directly dependent on corals are most at risk. These include the butterflyfish
(Chaetodontidae), the cardinalfish (Apogonidae), and the gobiids (Gobiidae). A
recent empirical study demonstrated that live coral provides effective shelter to
both adult and juvenile stages of the damselfish Pomacentrus amboinensis [59]. In
contrast, juveniles attempting to shelter in bleached and dead coral were driven away
by larger fish, thus exposing them to greater predation. They subsequently suffered
higher mortality rates. In addition, factors associated with climate change and various
human impacts will affect the biology and ecology of the fishes themselves.
Temperature, for example, exerts a direct effect on fish physiology, and abnormally
high levels can impair reproduction. The aggregate effects of perturbations to the coral
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reef ecosystem will be manifested in changes in the diversity, abundance, and
distribution of fish. Climate change per se can exert a direct influence by causing
shifts in the geographic ranges of various fish species.

One of the most widely discussed phenomena in the scientific literature is that of
the coral-algal phase transition or “shift,” meaning that reef communities once
dominated by scleractinian corals are now largely populated by macroalgae or turf
algae [22, 60] or some other reef-associated species [61]. This phenomenon gained
widespread attention in the Caribbean [25, 62] with the occurrence of mass
mortalities of animals that normally graze on algae. Such grazers include sea
urchins and herbivorous reef fish (scarids and acanthurids), and incidents of mor-
tality have been attributed to disease or overfishing of these functional groups. The
resulting depletion in populations of herbivores has been observed to correlate with
explosions in abundance of macroalgae, which are competitors of hard corals for
light and space. A recent study appears to confirm this belief for some Caribbean
locations, where recovery of the sea urchin Diadema antillarum has occurred [63].
In sea urchin zones where there is significant grazing on algae, the survival of
juvenile scleractinian corals was observed to be higher.

For coral reefs in other parts of the world, however, the shift from coral to
macroalgal dominance does not appear to be as widespread as previously assumed
[64]. Bruno et al. [64] compiled empirical data from reef surveys in the Indo-
Pacific, the Great Barrier Reef, the Caribbean, and the Florida Keys. The results of
their analysis indicate that the replacement of corals by macroalgae as the dominant
benthic component on reefs is neither common nor geographically extensive as
previously thought. Apart from a depletion of populations of grazers, nutrient
pollution also contributes to algal blooms [65, 66]. Some evidence suggests that
the effects of nutrient enrichment tend to be localized to reefs located near centers of
dense human populations, and in areas where there is limited flushing of water, such
as lagoons and embayments [57].

Management

Given the problems facing coral reefs enumerated above, it is clear that manage-
ment action should operate on a range of scales, from highly localized to regional
and global. It will have to encompass the whole gamut from reducing destructive
fishing practices, to implementation of land use schemes that control sedimentation
and pollution, and to activities such as restoring herbivore populations [37]. The
global policy arena will also need to be involved as this is the effective scale at
which global climate change can be addressed.

The field of coral reef management has seen uneven progress over the past
decades [54, 62, 67]. Like in most other areas involving natural resources, the
effectiveness of management has been diminished by the fact that responsibility for
what is essentially a common domain has been fragmented and distributed over
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a number of sectors, such as agriculture, fisheries, tourism, human settlements, and
industry. The result of this is the often conflicting mandates of different government
departments and agencies.

An emerging consensus is that human population growth has begun to far
outstrip the capacity of the natural resource base to provide goods and services,
and to absorb wastes [67]. This reality manifests itself more clearly in developing
countries, where the inability of many citizens to maintain an adequate livelihood
results in chronic want, hunger, and disease. In the case of developed countries, the
better managed economic sectors (including manufacturing and trade), the superior
infrastructure, and the more efficient social delivery system tend to compensate for
the diminishing returns from natural resources. Nevertheless, the heavy burden of
human demands on natural resources is true for coral reefs in both the developed
and developing world.

For coral reef ecosystems, the most pressing goal of management action should
be the protection of whatever levels of biodiversity are remaining. Ecological
science has demonstrated the advantages of maintaining high species numbers in
any natural habitat [61]. One benefit of high species diversity is that a number of
different species can play similar ecological roles, a prime example in coral reefs
being herbivory or grazing. This aspect is sometimes referred to as “redundancy.” If
one species becomes locally extirpated because of overfishing, for example, another
species can continue its ecological function, thus maintaining the overall balance in
the system in terms of fluxes of matter and energy. Examples of reef organisms with
similar grazing functions are sea urchins (belonging to the genera Diadema,
Tripneustes and Salmacis) and fish belonging to the families Acanthuridae,
Chaetodontidae and Scaridae.

Protecting, and then enhancing, existing levels of diversity would necessarily
require limits on the extraction of living resources. This would require strict
regulation of fishing. If at all possible, fishing for subsistence should be
discouraged, and alternative livelihoods developed for traditional fishers. All
manner of destructive fishing should be banned, with the imposition of severe
penalties.

Marine Protected Areas

The designation of marine protected areas (MPA’s), where no extractive activity
whatsoever is allowed, is by far the most widely advocated management tool for
coral reefs [54, 67, 68]. The core argument for this type of intervention is compel-
ling: If carefully selected areas are protected from human activities, particularly
resource extraction, then natural ecological processes will be allowed to proceed
without interruption. The expected result is a healthy, thriving community with
increased abundance and diversity of many reef-associated species [69].
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The natural behavior of the motile species, particularly the finfish, would cause
them to move beyond the boundaries of an MPA into areas that are open for
fishing. This so-called spillover should be of benefit to subsistence and, where
applicable, commercial fishers. An additional benefit of functioning MPA’s is in
the form of “recruitment subsidy” whereby spawning populations of reef species
that are under protection produce adequate quantities of gametes or larvae which
are then carried beyond the MPA boundaries to replenish depleted stocks in
openly exploited areas.

These two expected benefits of MPA’s require further research and experimen-
tal testing [70], with available supporting evidence still somewhat sparse and
ambiguous [68]. One study providing possible evidence of export of fish from
a coral reef reserve is that of Abesamis and Russ [71] in the Philippines.
The reserve has been maintained for over two decades, and the observed move-
ment into surrounding areas was attributed to behavior of adult fish as they
increased in size and density.

One documented effect of MPA'’s is increase in the populations of herbivores
as a result of protection from fishing [72, 73]. Herbivores include invertebrates
such as sea urchins, and fish such as parrotfish (family Scaridae) and surgeonfish
(family Acanthuridae). In studies in the Philippines and the Bahamas, adequate
populations of herbivores were found to be effective in keeping macroalgal cover
in check [72, 73]. It is strongly advocated that the maintenance or restoration of
herbivore populations within reef areas should be part of management, in addition
to controlling nutrient pollution (see section “Improving Water Quality”).
A recent study of a Caribbean marine reserve focused on coral population
dynamics after the occurrence of two types of major disturbances, namely,
bleaching and hurricane impacts. There was more effective recovery of corals
within as compared to outside the reserve [72]. Coral cover increased significantly
along with a corresponding reduction in macroalgal cover brought about by
grazing of herbivorous parrotfishes. The latter had presumably increased in
abundance due to effective protection.

The effects of marine reserves have not always been consistent, however,
particularly in the face of large-scale disturbances such as those related to climate
change. In a large-scale study of no-take areas (NTA’s) spanning several countries
across the Indian Ocean, there was little difference in the decline in coral cover
between NTA’s and areas open to fishing [39]. This finding suggests that manage-
ment efforts should encompass spatial scales larger than the patchwork of MPA’s
along with their intervening, openly exploited areas. More attention should be given
to reef areas that serve as regional refugia, and which act as viable sources of
recruits even in the face of large-scale impacts.

To be effective in the long run, fisheries management must take a comprehensive
approach, and combine the designation of MPA’s with other interventions such as
restrictions on gear types and catch size, as well as the provision of alternative
forms of livelihood to fishers [74].
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Improving Water Quality

Effective management action to maintain the health and diversity of coral reef
communities must include the maintenance of good water quality [56]. Coral
reef communities are known to thrive best under conditions of clear water, low
nutrient levels, adequate sunlight, and moderate temperatures. The key intervention
in this regard is the strict control of pollutant loading in coastal waters known to
harbor sensitive ecosystems such as coral reefs, sea grass beds, and mangrove
forests. Thus, all countries that possess these ecosystems in their territorial waters
should enforce strict antipollution legislation.

Since another major land-derived stress is sediment loading, management must
also address land-based activities that cause the mobilization of significant
quantities of sediment and their release into coastal waters. The main sectors of
concern would be agriculture (which also employs the use of chemicals in the form
of fertilizers and pesticides), deforestation, and the building of coastal infrastructure
(for urbanization and industry).

Restoration

The field of coral restoration has, as its current focus, the hard corals themselves,
belonging to the order Scleractinia. These are the main structural components of
present-day reefs, both as framework-builders and as fillers of the reef matrix
(section “Biology and Ecology”). The science of coral restoration is still fairly
young and very much at an experimental stage [75, 76]. Perhaps one of the earliest
works alluding to the possibility of restoring damaged reef habitats by means of the
transplantation of either branches or whole colonies of hard corals is that of
Maragos [77] in Hawaii. Examples after that include investigations conducted in
the Philippines on the survival and growth of transplanted coral fragments [78]. At
the present time, the field has seen the entry of new experimental techniques geared
toward augmenting live coral cover by increasing the abundance of either adults or
recruits [75].

The main rationale for intervention in the form of restoration is if a damaged reef
community has not recovered naturally over appreciable amounts of time. The
causes of reef degradation are enumerated in section “Threats to Coral Reefs.”
Unfortunately, many reefs throughout the world are presently in a degraded state,
showing little signs of natural recovery. The dominant cover in such reefs typically
consists of macroalgae, turf algae, sponges, soft corals, hydroids, or any combina-
tion of these in various proportions. Coral restoration, by definition, is the attempt to
bring a reef community back to a dominance by scleractinian corals within
a relatively short period of time (as opposed to the decades it would take for
a reef to recover naturally, if at all). Some experimental evidence indicates that
the establishment of live coral cover can increase the local diversity of reef-
associated species [79].
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Before any attempt at restoration is initiated, a thorough assessment of the
candidate site should be made. The causes of damage, both proximal and long
term, should be identified and their current degrees of severity evaluated. It would
be ideal if the causes of destruction are mitigated prior to intervention. For example, if
causes of reef degradation involve poor water quality due to land-based pollution or
sedimentation, then these issues should be resolved first. Similarly, if damage is
caused by harmful fishing practices, then these should be controlled or eliminated.
A further assessment of the candidate site for restoration should consider the
prevailing environmental conditions such as suitability of the substrate, water clarity,
salinity, and nutrient levels. These are factors that directly affect coral physiology and
should be determined to be suitable for coral survival and growth before juveniles or
transplants are introduced.

The most common approach in the past has been to transfer live whole colonies,
or fragments of colonies from healthy coral populations to degraded sites within the
same reef [76]. It is necessary to source material from within the same general area
because long periods of transportation would inflict significant stress on the coral.
This would potentially lead to unacceptable mortality rates of the transplants. The
whole coral colony or transplant is translocated to what is essentially a new
environment. One essential criterion for site selection is that the recipient site
should show evidence of the existence of coral communities in the past, usually
in the form of dead skeletons. This is an indication that the area could possibly
support a new coral-dominated community again, provided that environmental
conditions are not permanently inimical to the survival and growth of introduced
corals.

Since the use of whole colonies or fragments of colonies usually causes some
collateral damage to the source population, other strategies have been developed in
recent years to avoid this. One strategy is to collect fragments found on the reef
substrate and “rear” these under special conditions of high maintenance
(“nurseries”) until they reach a size suitable for reestablishment on the natural
substrate. Another strategy being tested is to induce spawning of coral colonies
under laboratory or hatchery conditions and collect the resulting larvae which can
number in the tens of thousands. The larvae are induced to settle on material of
a convenient size, such as plastic pins or concrete tiles. When the larvae metamor-
phose into juveniles, the latter are reared up to a size considered suitable for
“outplanting” to the natural reef.

A major problem of coral restoration efforts is the relatively high mortality
suffered by either recruits or transplants introduced into a degraded reef [80]. As
mentioned above, a degraded reef surface is typically covered by a variety of
organisms including turf algae, macroalgae, soft corals, sponges, and hydroids.
These are forms that have proven to be able to adapt and thrive under the altered
conditions that probably have led to the demise of the original hard coral inhabitants
in the first place. Examples of such environmental conditions are increased turbidity
and nutrient loading in the water. In addition to being tolerant of the new
conditions, these organisms effectively compete with the hard coral recruits and
transplants for space.
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Coral transplants and recruits introduced into degraded reef environments have
also been observed to suffer from predation (pers. obs.). Common predators that
occur in the reefs of the Philippines and other similar geographic areas are the
crown-of-thorns starfish, Acanthaster planci, and the gastropod Drupella. There are
possibly other causes of coral mortality that are as yet undiscovered, and that have
hampered progress in restoration.

Efforts at the present time are focused on developing cost-effective techniques that
would minimize expenditure in terms of finances, manpower, and resources, and
maximize output in terms of live coral material (juveniles or adults) that can be used
in restoration interventions.

A parallel activity to restoration of the hard corals is restocking of other
important reef invertebrates. A notable example is the giant clam (Family
Tridacnidae) which is a major inhabitant of coral reefs, can grow to appreciable
sizes, and can contribute to the carbonate budget of a reef by accreting fairly
massive shells. Many species of giant clams have become rare or locally extinct
in many reef areas throughout the world, primarily due to overharvesting. Scientific
efforts have yielded a fair degree of success in terms of producing large numbers of
juveniles under hatchery conditions and then reintroducing these into suitable reef
sites [81]. Such established populations have been thriving for several decades in
the Philippines, for example. A recent experiment has demonstrated that restocking
denuded reef areas with live coral together with giant clams can significantly
enhance fish abundance and diversity [82].

Future Directions

Coral reef ecosystems, particularly in the developing world, are clearly no longer
able to support major extractive activities, including fishing, on a sustained basis.
They are confronted with the twin challenges of limited biological productivity and
demands from a relentlessly increasing human population. It is imperative that, as
far as possible, coral reef areas all over the world be put under protection to
conserve whatever is remaining of their biodiversity and ecological function.
However, equally urgent attention should be paid to providing alternative liveli-
hood to the numerous populations of coastal fishers who will be displaced once their
traditional fishing grounds are declared off limits for protection. In addition to
protecting nature, the fundamental obligation of resource management is to help
ensure a decent quality of life for the human inhabitants.

A scrutiny of the existing global economic order would not be unwarranted in
this respect, since many coastal populations in developing countries have been
reduced to economic desperation. In the management of the use of coastal
resources, the perspective should be extended beyond the limited confines of the
coastal zone to the national, regional, and even global arenas. For example, it is
about time that, in the spirit of interdisciplinary research, fiscal and trade policies
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also be examined along with traditional ecological investigations. An inherent
injustice may still be embedded in legal international structures that tend to
disenfranchise the poor of the control over their own natural resources (not just
fisheries) and over the generation of economic wealth from the proper use of these
resources (including forest, agriculture, and mineral assets). Unless this aspect is
properly addressed, impoverished populations all over the world will continue to
deplete natural resources at unsustainable levels simply to ensure their own sur-
vival. The related issue of controlling human population growth rate would be
a crucial consideration.

Alongside this basic initiative, vigorous efforts should be put in place to control
or abate pollution, and to improve water quality. Coral reef communities are
extremely sensitive to factors that diminish light availability, such as turbidity,
and to abnormally high nutrient levels that promote the proliferation of weedy
species such as phytoplankton and benthic algae.

The field of coral restoration is still very much at an experimental stage, with
relatively few documented reports of success. It is worthwhile to continue research in
this area, as certain coral species have proven to be resilient to variations in climatic
factors such as light and temperature, and the enhancement of topographic complexity
by coral transplantation has been demonstrated to increase species diversity on local
scales.
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Chapter 6

Earth System Environmental Literacy

Sustainability Education: Challenges of Integrating
Virtual Versus Real Nature in Science Education

Margaret Lowman

Glossary

Ecosystem services

Finite resources

NEON

Benefits provided by natural systems that do not necessarily
require significant financial maintenance, including water
purification, clean air, pollination, soil decomposition, bio-
diversity, and many others. In accounting, balance sheets
often overlook these free services provided by Mother
Nature.

In sustainability education, this involves those natural
resources on planet Earth that require careful allocation
into the future, such as fresh water, oil, and many others.
Acronym for a long-term environmental monitoring program
funded by Congress and mandated to include both research
and education components, entitled ‘“National Ecological
Observatory Network.”
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Pedagogy The art, science, or profession of teaching and indirectly, the
process of implementing assessments or outcomes as part of
educational research in order to improve teaching.

STEM Acronym describing the major science subjects for educa-
tion advancement, which include “science, technology, engi-
neering, and mathematics.”

Sustainability When a system functions indefinitely with regard to present
and future needs, such as when human and natural systems
operate indefinitely through careful resource allocation.

Virtual versus real ~ In sustainability education, there is an underlying contro-
versy between the importance of tools of teaching: newer
techniques involve virtual tools (computers, handheld
devices, simulated games, virtual field trips, and videos),
whereas more conventional tools include real nature such
as field trips, taxonomic collections, and hands-on natural
science activities. Ideally, both virtual and real approaches
contribute to effective learning.

Definition of Sustainability Education

The best time to plant a tree is twenty years ago. The next best time is now. (African

If e}%/rgf/)?rg%tizen could read the above quote and understand its underlying ecological
concepts, economic challenges, social services, and spiritual heritage, then it is
likely that sustainability education would be achieved. The notion of a tree and its
ecosystem services illustrate sustainability in the simplest yet most robust sense. To
plant and grow a tree, economists struggle with volatile currencies; ecologists
juggle development and conservation; religious leaders advocate stewardship; and
social scientists examine equity in a world of declining resources. Sustainability
education requires an integrated approach between ecology, risk analyses, econom-
ics, social sciences, biological sciences, political sciences, languages, biotechnol-
ogy, physical sciences, health sciences, and religion. All these practitioners (and
many others) contribute to sustainability education, an emerging discipline that
requires an interdisciplinary synthesis of knowledge, translated into practice, to
insure the future of life on Earth.

Introduction

Science education, also termed STEM (science, technology, engineering, and
mathematics) is undergoing a revolution in America as well as overseas [1].
The clear links between our environment, human health, and economics have



6 Earth System Environmental Literacy 109

triggered a serious effort to improve science literacy into the twenty-first century.
As global environmental setbacks including climate change, famine, and biodi-
versity extinction loom, Earth’s living systems are fast approaching a tipping
point beyond which life on earth may cease to exist as it is known now [2]. Yet
never before have humans had such high levels of technology to achieve solutions
to global challenges. How to integrate these new technologies with science
education is one of the major priorities facing both local and
national governments. Neighborhoods and communities face the challenges of
air quality and fresh water; entire nations prepare to adapt to rising sea levels and
volatile food prices due to droughts; and around the globe, nations struggle with
increasing levels of carbon dioxide in our atmosphere and oceans [3]. All of
these issues directly link to the quality of sustainability education, which
translates into training the next generation to understand the links between
a healthy environment, human health, a sound economy, and shared use of finite
natural resources.

It is daunting to link the future health of planet Earth with the importance of
learning about how our Earth operates. But science or sustainability education in
this sense has become a direct metric for our future survival. In America, profes-
sional groups including National Academy of Sciences, National Science Founda-
tion, American Association for Advancement of Science, National Association of
Environmental Educators, Boy and Girl Scouts of America, American Association
of Museums, almost all scientific societies, and even grassroots organization such
as Children and Nature Network, local Sierra Club chapters, and religious networks
have embraced the challenge of raising science literacy. Furthermore, science
literacy is adopted here to umbrella many different aspects of STEM literacy.
Diverse components of science literacy included under this umbrella range from
marine literacy, environmental literacy, physics literacy, mathematics literacy, and
to ecological literacy. Sustainability goes one step further from the collective
science literacies in that it requires the integration of both social and physical/
biological sciences. But one common denominator emerges for all of these efforts
relating to science or sustainability literacy — the notion of sustainability education
embraces our knowledge of how to continue to live on planet Earth without
exhausting our resources.

Ultimately, sustainability education may be best achieved by a blend of hands-
on (i.e., real) and virtual science education experiences. Building bridges between
virtual and real environments, among scientists and citizens, and spanning ecology
and economics were some of the central issues in recent summits and conferences
of educators and other professionals in Washington, DC during 2009-2010. This
chapter reviews some of the emerging informal science education priorities for
integrating tools both virtual and real, ultimately to create effective sustainability
education.
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Short History of Sustainability Education and Related
Education Initiatives

Over the past decade, myriad conferences, conversations, workshops, and white
papers have been produced on the topic of science education, and on raising
America’s STEM literacy as part of its global economic competitiveness [4—13].
It is well recognized that the conventional methods of large lectures, textbooks, and
short laboratory sessions are not able to cover the overwhelming body of scientific
knowledge, and even worse, this format does not inspire today’s students to pursue
careers in science or even to achieve a minimal level of scientific literacy.
Educators and scientists alike recognize that innovative, new pedagogies need
implementation immediately, if America can regain her leadership in technology
and innovation, especially in fields that relate to sustainability such as energy,
conservation, biodiversity, ecosystem services, and environmental justice. This
commitment has gained center stage in editorials, publications, and conversations
from the highest federal levels to the grassroots of small school PTAs; yet specific
mechanisms for achieving a robust level of sustainability education have not yet
been successfully documented. This remains a priority for both the current
practitioners of STEM education, for educators, and for the stewards of natural
resources, who recognize the need for interdisciplinary approaches in education to
ensure sustainability for all.

Ecological Literacy

There is one important difference between ecology and many other fascinating sciences and
games: unsolved problems of chess, astronomy, or mathematics will not change if we
ignore them. Our activity or lack of activity can alter the state of ecology. (Lawrence B.
Slobodkin 2003)

Ecological or environmental literacy has been a cornerstone for both formal and
informal science education [14]. In particular, the big challenge for ecology
education is not a lack of information, but rather the need to provide the relevant
context [15, 16] that will motivate the next generation of environmental scientists
to collect, access, and interpret relevant information needed for ecological
stewardship. A conceptual understanding of “healthy” ecosystems and related
ecosystem services, ranging from food and energy to clean air and water, will be
required — not only to serve as the foundation for sound economics, but also to
sustain human health. Nature shapes, and is shaped, by communities where people
live, and in this sense ecology education overlaps directly with sustainability
education. When students bond with their natural surroundings, and then use
virtual simulations to understand large-scale ecological processes and drivers,
ecology education is achievable [17, 18].
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During October 2010, a diverse group of organizations hosted a sustainability
education summit, entitled Environmental Literacy for a Sustainable World (www.
esa.org/eesummit). The mission of this summit was not to create a white paper to
mail out to participants 6 months later, as is often the aftermath of conferences, but
to create a decadal action plan embraced and activated by the participants to
advance environmental literacy. One of the first notions of the summit was to
agree that all the science literacies are closely related, and that the achievement
of a sustainable world will only come about by raising the standards of ecological,
environmental, and science literacy — or whatever the label. An open letter to
government leaders about the importance of sustainability education was one of
the first outcomes (for, e.g., 17 January 2011, www.heraldtribune.com). Additional
action items include: (1) Produce a common set of 5—15 key concepts and principles
that link human and natural systems for use by teachers and policy makers;
(2) Engage communities to meet the challenges of an uncertain future; (3) Create
a network of green-design built environments; create an “APP” (application for
handheld mobile devices) that links personal behavior to the environment as an
index of health; (4) Construct a “go-to” site for environmental materials, aka a
technology infrastructure to inventory, synthesize and share best practices and
programs; and others. These action items all have different timelines, with the
ultimate goal of engaging diverse stakeholders in different elements of
sustainability education by 2020.

Conservation Literacy

Like ecology, conservation biology represents another closely related discipline to
sustainability, and hence the concepts and applications of an educational strategy
will overlap. In the field of conservation biology, a lively debate about the creation
of a conservation ethic started long ago with Aldo Leopold’s seminal book, The
Sand County Almanac [14]. Leopold articulated a value system with regard to land,
“That land is a community is the basic concept of ecology, but that land is to be
loved and respected is an extension of ethics. That land yields a cultural harvest is
a fact long known, but latterly often forgotten.”

The Society for Conservation Biology defined its goals and objectives as, “the
education, at all levels, preparatory and continuing, of the public, of biologists, and
of managers in the principles of conservation biology” [19]. Further, the Society’s
education committee articulated principles that seek to maintain Earth’s biological
diversity, ecological integrity, and ecological health. But the practitioners of con-
servation biology admit that their approach is very passive,

“Among conservation biologists the prevailing view of conservation education
appears to rest on a deep-seated belief that the basic function of conservation
education should be to disseminate knowledge that scientists generate, essentially
to transport information to the public and key groups in the expectation that it will
eventually precipitate more appropriate conservation-related behaviors” [20].
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This is not unusual, and most scientists have adopted a “speak and they will listen”
approach to STEM education. But in a world of declining and finite resources,
a tipping point is fast being approached in the education circles, whereby the
methodologies need to drastically change in order to inspire a science-literate
community as stewards of global health. Sustainability education — if launched
with appropriate integration of virtual and real natural systems [21], facts and “oh-
wow” responses, local and global perspectives, and interdisciplinary approaches
[22, 23] — is critical to succeed.

Biological Literacy

As a biologist by training, I have tracked the notion of biological literacy as
a component of science education throughout my career [1]. The world has
witnessed an amazing explosion of knowledge in biology — ranging from genomics
and nanotechnology to global climate change and how sea-level rise will impact
Earth’s resources.

The relevance of biology education may be the most focused of all the “science
literacies” to date due to extensive support from NSF, AAAS, Association of
American Medical Colleges (AAMC), and Howard Hughes Medical Institute
(HHMI). In its most recent “conversation” that included over 500 biological
sciences faculty, administrators, students, and other practitioners, AAAS
published a white paper called “Vision and Change” (www.visionand change.
com) [1]. They summarized four academic concepts to implement change in
biology education: (1) Integrate core concepts and competencies; (2) Focus on
student-centered learning; (3) Promote a campus-wide commitment to change; and
(4) Engage the biology community in the implementation of change. The outcome
of the “conversation” was to encourage all biology educators to develop a coordi-
nated and sustainable plan for implementation of principles that will improve the
national standards of biology education.

Specific working groups to advance biology education (also termed “new biol-
ogy”) convened around different priorities needed for biology education: managing
large, complex data sets; interdisciplinary approaches; making connections among
different concepts and/or questions; and seek new inquiry-based learning activities
rather than the conventional memorization and lecture-based approaches [1].
Advancing education in biological sciences directly impacts our nation’s ability
to respond to recent challenges, ranging from climate change to safe drinking water
[10-12]. The core literacy concepts were delineated to include evolution, structure
and function, information flow, and pathways and transformations of energy/mat-
ter, systems [1]. Core competencies were defined as the abilities to apply the
process of science, use quantitative reasoning; use modeling/simulation; tap into
the interdisciplinary nature of science; communicate/collaborate with other
disciplines; and understand the relationship between science and society [1].
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While these criteria were developed for biology education, many of the same
elements would be relevant for sustainability education which concurrently
embraces biology as well as other disciplines.

Sustainability Education in the Twenty-First Century

Achieving science literacy is vital in the twenty-first century. Sustainability educa-
tion can be construed as that interdisciplinary platform whereby diverse members
of global communities seek to understand the role of humans in their physical and
social environments. As global environmental challenges loom at an unprecedented
magnitude, “tipping points” that threaten to irreversibly damage Earth’s living
systems are fast approaching [16]. Yet, never before have humans had such
a wealth of technology to achieve solutions at their disposal, allowing collaboration
from virtually anywhere in the world, drawing ideas from multiple disciplines to
process and analyze countless data points, and teaching the next generation to view
our world in exciting, novel ways that inspire environmental stewardship.

In our teaching, environmental scientists must seek to balance cellular versus
organismal biology, virtual models versus real-time data, and science blended with
policy. Future stewards will need skills in assessing, predicting, managing, and
communicating the dramatic ecological and societal risks and changes confronting
us [1]. However, a major stumbling block in training the next generation of
practitioners is the challenge of effectively integrating technology with in situ
fieldwork. While most senior ecologists were inspired by their training in the field,
younger scientists are more familiar with virtual ecosystems through gaming, social
networking, and computer models, sometimes leading to so-called nature-deficit
disorder. How can environmental practitioners blend “hands-on” fieldwork with
“cutting-edge” technology? This conundrum is the subject of ongoing debate.
Those born after 1980 spend more time indoors with electronic devices than going
outdoors to experience nature first hand [17, 18].

On a positive note, new programs are emerging that successfully integrate virtual
and real environments. The National Ecological Observatory Network (NEON) will
conduct continental-scale environmental monitoring in situ, and their large databases
will be accessible to students, citizen scientists, and policy makers ([20], see also
www.neoninc.org). At the North Carolina Museum of Natural Sciences in North
Carolina, the new Nature Research Center, with its mission “to engage the public in
understanding the scientific research that affects their daily lives,” will house state-of-
the-art research laboratories, accessible to the public, a three-story Daily Planet
immersion theater, broadcasting field science from remote sites via video-streaming,
and dedicated virtual and real meet-the-scientist activities ([21], see also www.
naturesearch.org) . These two examples illustrate the changing landscape for ecology
education, and how technology can, and must, advance environmental literacy.
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NEON

The National Ecological Observatory Network will take field measurements by
scientists, citizens, and students collectively to a new level [24]. This continent-
scale research platform will conduct long-term monitoring in America’s major
ecosystems, and create an important education outreach component as a parallel
stream of the research program. Affectionately called the “ecologists’ Hubble Tele-
scope,” this is the largest federally funded research project undertaken by the ecologi-
cal community, and aspires to contribute data sets that will lead to best practices for
solving environmental challenges in the future. Critical to NEON’s success is the
sustainability education and outreach component that have the potential to change
how policy makers as well as citizens learn about sustainable solutions.

Citizen science has burgeoned in the past decade, in part due to Internet and
handheld technological devices, but also because of a growing awareness that
sustainability education is a community responsibility. Almost 20 years ago, the
Jason Expedition (www.jason.org) pioneered distance learning for middle school
youth, who not only visited marine and rain forest canopy environments, but also
collected ecological data to share with other schools (e.g., [25]). Today, myriad
programs including Project Budburst (www.budburst.org) and Project Nestwatch
(www.nestwatch.org) rely on citizens’ collecting data, which are collated at
a central source for scientific use.

Planning for NEON took over a decade with hundreds of ecologists providing
input. Projected to become fully operational by 2016, NEON’s 20 field sites will be
linked by high-capacity cyber infrastructure with the capacity to make forecasts
about environmental changes. Important for sustainability education, these issues
include six of the National Academies’ grand challenges: biodiversity, climate
change, ecohydrology, biogeochemistry, infectious disease, invasive species, and
land use [26]. And even more critical to sustainability education is NEON’s capacity
to involve not just scientists — but also the public, students, teachers, and policy
makers — to use the NEON interface for downloading data and learning by doing.
NEON also pledges to prioritize science communication to diverse audiences [24]
and foster the links between human health and healthy ecosystems. Will NEON’s
education vision be achieved, or will it become a pile of dusty papers on some
university desks? Only time will tell, but NEON has the potential to advance
sustainability education across an entire continent.

NRC

The Nature Research Center (NRC) at the North Carolina Museum of Natural
Sciences is a new, 80,000-square foot wing of the existing 132-year-old Museum.
While conventional museums focus on “what we know” about science, the new
wing will engage the public in “how we know what we know” and in particular
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Fig. 6.1 North Carolina’s new Nature Research Center integrates cutting-edge research,
education and technology for diverse audiences to foster environmental literacy

inspire the public to understand scientific research that affects their daily lives. The
NRC goals are to conduct/communicate cutting-edge science, create exemplary
role models to inspire diversity in the next generation of scientists, and integrate
real and virtual science to engage youth about scientific discoveries. Four new labs
will house scientists, educators, technology experts, students, and volunteers — all
working together to understand how science works and communicate it to a diverse
audience. In addition, the notion of scientists and educators and technology geeks
all working together on the floor is unique to the Museum world, and seeks to
assimilate “citizen science” into all components of research and education at the
NRC. Many partners will insure a robust content for science communication — joint
positions with the UNC system, partnerships with NOAA, NASA, National Geo-
graphic, and North Carolina government agencies, will all contribute to the creation
of innovative science communication. The NRC has four unique learning
platforms, facilitating the assessment of how different audiences learn best:
(1) The Daily Planet, a high technology, immersion theater linked through the
Ethernet highway to all classrooms in North Carolina and ultimately, around the
world; (2) Citizen science labs, where participation in data collection by volunteers
will contribute to answering important questions about our environment; scientific
laboratories with glass walls allowing visitors to be involved in the research;
(3) Investigate labs, where related research will be undertaken that involves school
groups or other visitors; and (4) Hands-on exhibits where visitors are immersed in
how science works (Fig. 6.1).
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By “reinventing” the education pathways of conventional museums, the NRC
hopes to inspire diverse students to become excited about science, and to inspire
scientists to engage in successful education outreach, which links directly to
creating a higher level of sustainability education.

Future Directions

The future is ours by design, but there is a need to seek interdisciplinary solutions
and then communicate them with one voice. When baby boomers think back to
their childhood, they can probably recall a favorite tree house, scout camping trip,
or neighborhood picnics. In today’s world, children are not allowed unsupervised
time outdoors, due in part to parents’ distrust of issues ranging from strangers to
global security. But knowledge of real nature is essential to raise levels of environ-
mental literacy, and in turn achieve a higher degree of sustainability education.
Harking back to the African proverb in the beginning of this entry, many children
do not have a clear concept of what is required to sustain a tree. But knowledge of
nature is their best weapon if young people are ultimately to make good decisions
about personal health, climate change, and land-use management.

Despite the gloom and doom notions surrounding environmental literacy and our
human aspiration to attain a sustainable lifestyle, there are exemplary actions
providing amazing examples of best practices. What are some of the diverse
projects exemplifying sustainable education? Here is a selection of sustainability
education activities, perhaps useful to implement in your own community!

1. Strategies for Ecology Education, Diversity and Sustainability (SEEDS).
Diverse People for a Diverse Science. SEEDS is an education program of the
Ecological Society of America (Fig. 6.2). Its mission is to diversify and
advance the ecology profession through opportunities that stimulate and nur-
ture the interest of underrepresented students to not only participate in ecology,
but to lead. Focused mainly at the undergraduate level, with extension services
for communities, high schools, graduate students, and international
collaborations, the SEEDS program promotes an ecology profession with
wide representation to ensure environmental understanding and a sustainable
future for all. (www.esa.org/seeds)

2. Urban Farming. In partnership with a neighboring community garden, Mill
Creek Farm (MCF) transformed a vacant West Philadelphia lot into a thriving
urban farm and intergenerational educational center (Fig. 6.3). Now starting on
their sixth field season, MCF engages and galvanizes the community by providing
affordable and sustainable food to the surrounding neighborhoods, employing
local high-school students, offering food justice education and much, much more.
For more information (including a documentary and radio stories) visit: http://
www.millcreekurbanfarm.org/
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Fig. 6.2 At the Ecological Society of America’s annual meetings, SEEDS students are mentored
to insure a diverse community of ecologists

Fig. 6.3 Mill Creek Farm, near Philadelphia Pennsylvania, examplifies the growing popularity of
sustainable urban farming
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Fig. 6.4 At North America’s first public canopy walkway in Florida, third graders conduct
original research on forest canopies

3. Sustainability Education for Incarcerated Youth. For 19 years, high school
science teacher DC Randle taught biology and environmental sciences to middle
and high school youth in the Minnesota correction system. Defined as emotion-
ally, behaviorally disordered students, they thrived under a curriculum that
allowed them to rediscover nature. Using the natural resources around their
facility, their science teacher provided a strong backbone for sustainability edu-
cation to these at-risk youth.

4. Local-to-Global Connections. As part of a fund raiser for a local canopy walk-
way, Meg Lowman started leading field trips to the Amazon for underserved
youth in Florida. Called the Florida-Peru Connection, the local community
funded scholarships for local Boys and Girls Club and Girls Inc. students. In
return, young people have visited America from Amazonian villages along the
Rio Napo in Peru. The link between local and global is an important concept for
sustainability, and experiencing other ecosystems and culture first hand had
a significant impact on the perspectives of both the Amazon and the American
communities who were part of the exchange. As a result of shared global views,
both Florida and the Amazon share a canopy walkway for education, where
children (and others) conduct research on the biodiversity of forests (Fig. 6.4).
More information is listed at www.treefoundation.og

5. Student Outreach in Science (SOS). Environmental studies students at New
College of Florida developed sustainability outreach activities appropriate for
elementary and middle school classes. They developed a skillset in science
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communication, and then took their lessons to underserved schools in the
districts, providing a student-teaching-student model that was well received
by both the teachers and the students. Units ranged from climate change
adaptation to growing local vegetables to invasive species to clean energy.
Over 60 students at New College received the Sarasota County Conservation
Education award based on their SOS program (www.canopymeg.com)

6. Master of Arts in Sustainable Communities, Northern Arizona University (http://
home.nau.edu/sus/). Students are admitted from all kinds of backgrounds —
from political science and sociology to science and engineering to humanities
and business. Students build their own programs of coursework from the
university’s very broad array of courses relevant to sustainability (of economies
and of societies as well as of natural resources and environment). More
important, they each develop independent, community-based research/thesis
projects. Many come to this program as working professionals while some are
more conventional students coming straight from a bachelor’s degree.
Graduates from this program are indeed transforming many communities
around the intermountain west. Another unique program at NAU is the Profes-
sional Science Master’s in Climate Science and Solutions. http://climatescien-
cesolutions.nau.edu/

7. Measuring the Sustainability of Food to Table. Professor David Cleveland at
University of California, Santa Barbara engaged his environmental studies
students in measuring the energy budget of regional agriculture, from farm to
table. This agrifood systems analysis has the potential to change small-scale
and local agriculture, and educate students in sustainable practices at the same
time. It also earned David the award of Campus Sustainability Champion [27].
http://es.ucsb.edu/profile/cleveland

8. Young Voices on Climate Change. Author Lynn Cherry, finding resistance to
teaching climate science, is producing inspiring, empowering short films to
break down those barriers. The Young Voices on Climate Change documents
inspiring success stories of kids shrinking their carbon footprint and fighting
climate change. When climate change science is preceded with the showing of
these films, youth and adults alike are more receptive to embracing the serious-
ness of environmental change rather than denying. Young people listen to
others their own age and, in these films their peers model the skills, motivation,
and confidence necessary to reduce CO, emissions.(www.YoungVoicesonCli-
mateChange.com)

9. Sustainability between Connecticut and Jamaica. Eastern Connecticut State
University recently had approved a new major in Sustainable Energy Studies —
one interesting program associated with students in this new major has been the
service-learning project taking students to Jamaica to develop a small wind
power system for the school in Lucea, Jamaica. The university has a long-
standing relationship with Jamaican public schools because of our program to
get their normal school teachers to complete their bachelor’s degree in USA.
This type of global experience in sustainability education is part of Eastern’s
two Strategic Plan Initiatives — Liberal Arts Work and Global Citizenship.
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Check out:  http://www.diversityweb.org/DiversityDemocracy/vol14no2/
loxsom.cfm?utm_source=pubs&utm_medium=blast&utm_campaign=divde
mvoll4no2

10. The Perennials Collaborative. The emerging generation of sustainability
leaders brings new ideas for sustainability initiatives. Samir Doshi at University
of Vermont and colleagues have undertaken a collective, action-oriented com-
munity project to inspire ‘“Perennials,” those visionary leaders who (like peren-
nial plants) have roots in communities and become forces of vision and change.
Doshi’s team is making a documentary, web site, and hosting community
workshops throughout the country, especially in at-risk areas such as Appalachia,
to inspire more actions for sustainability. (www.perennialscollaborative.com).

America is at a crossroads for education in science, technology, engineering, and
mathematics (STEM). Currently, a company can hire nine Mexicans or eight Indian
engineers at the same cost as one American; 93% of middle school students learn
physical sciences form a noncertified teacher; and Americans spend more on potato
chips than the entire federal R&D budget for energy [6]. It is no wonder that
America currently ranks 48th in terms of global STEM education. Recent reports by
the National Academies of Science, Engineering and other focus groups have assessed
America’s current STEM education, and listed actions that federal policy makers
could take to enhance STEM and allow America to increase her global competitive-
ness [5, 6]. Such actions include increasing America’s economy by vastly improving
K-12 STEM education; doubling federal investments in STEM research to fuel our
economy, provide security, and foster sustainability; and encourage citizen science to
raise STEM literacy. Will these actions be implemented, or will the Academies’ report
be overlooked? Only time will tell, but STEM and ultimately sustainability education
collectively will invariably determine the quality of life for the next generation.
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Chapter 7

Gravity Recovery and Climate Experiment
(GRACE): Detection of Ice Mass Loss,
Terrestrial Mass Changes, and Ocean

Mass Gains

Victor Zlotnicki, Srinivas Bettadpur, Felix W. Landerer,
and Michael M. Watkins

Glossary

Equivalent water
thickness

Glacial isostatic
adjustment (GIA)

Since time changes in the gravity field are caused by time
changes in mass distributions, equivalent water thickness
(“EWT?”) is the variable thickness of a thin layer of water
(thin relative to both the radius of the Earth and the hori-
zontal scale of the signals) draping the Earth that would
correspond to the observed changes in gravity. The conver-
sion from gravitational spherical harmonics to water thick-
ness (and vice versa) is unique and well defined, regardless
of what actually causes the gravitational changes. The con-
cept is not used when studying changes in the solid Earth,
such as glacial isostatic adjustment or earthquakes.

Also known as postglacial rebound, it is the viscoelastic
response of the mantle and lithosphere to the removal of the
great ice sheets that covered parts of the Earth and peaked
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21,000 years ago [65]. The deglaciation was essentially
complete 6,000 years ago. The lithosphere rises where the
ice sheets used to be, but sinks in other locations.

A set of layers at altitudes between approximately 80 and
1,000 km above the Earth’s surface, with electrons and
electrically charged atoms. The ionosphere leads to
a delay to electromagnetic radiation, which is frequency-
dependent and changes with local time and solar activity.
The GRACE KBR system uses two frequencies to correct
for this path delay.

K-band microwave ranging system measures the distance
between the two GRACE satellites using two frequencies,
24 and 32 GHz.

Mass concentrations. The term was coined by Muller and
Sjogren [60] to describe mass concentrations in the lunar
nearside, beneath the center of the surface features termed
“mare” (pl. “maria”). Today the term “mascons” refers to
an alternative method to solve the GRACE gravity fields in
terms of distributed spherical caps or point masses, instead
of using the spherical harmonic representation.

It states that every point mass attracts every other point
mass with a force that is directly proportional to the product
of their masses and inversely proportional to the square of
the distance between them: F = G.m;.m,/r>, where m; and
m, are the masses, r is the distance between them, and G is
the universal gravitational constant, G ~ 6.6738 x
107" m?/kg/s>. This law is at the heart of the GRACE
measurements, since any specific mass on the Earth is in
general at a different distance from the two spacecrafts,
causing a slight difference in the gravitational acceleration
they impart to the spacecraft, and thus causing a slight but
measurable relative acceleration between the spacecrafts.
Is an object, natural (like the Moon) or artificial (each
GRACE satellite) that orbits around another large object,
in this case the Earth. “Orbits” means that the centripetal
acceleration due to the speed of the satellite equals the
gravitational acceleration between the satellite and the
larger object it orbits around; in this manner the satellite
neither falls toward Earth, nor escapes its gravitational pull.
In practice, the GRACE satellites do fall slightly toward the
Earth while they orbit around it, whereas the Moon slowly
increases its distance to the Earth.

Are a set of functions of latitude and longitude that form an
infinite, orthogonal, normalized set of basis functions
whose sum, with appropriate scale coefficients, completely
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describes any other function defined in terms of spherical
coordinates. Spherical harmonics satisfy Laplace’s equa-
tion, as does the gravitational potential outside the Earth.
Laplace’s equation states that the sum of the second
derivatives of the gravitational potential with respect to
each of the three directions of space at a point must add
up to zero if there are no masses at that point.

Definition of the Subject and Its Importance

The gravity field of the Earth, caused by the distribution of masses inside and on the
surface of the Earth, changes in time due to the redistribution of mass. Such mass
fluxes can be due both to natural processes (such as the seasonal water cycle, ocean
dynamics, or atmospheric variations), as well as due to human actions, such as the
systematic withdrawal of groundwater for human consumption. The ability to
measure such changes globally is of great significance for understanding the
environmental dimension of sustainability.

Until the launch of the GRACE satellite pair in 2002, such time changes in mass
redistribution could only be measured globally as time changes in the longest
wavelengths of the gravity field, on the order of 10,000 km and longer, from the
orbit perturbations of artificial Earth satellites, or very locally at individual points
on the Earth using long-term gravimeter deployments.

The GRACE satellite pair has provided the first global measurements at hori-
zontal resolutions from 300 km to global, and time scales from 10 days to interan-
nual. These measurements have been used to assess the mass variability in the
oceans, terrestrial water storage, and loss of ice mass in glaciers and ice sheets.
Long-term trends, episodic variations such as result from large earthquakes, and
seasonal changes have all been measured with unprecedented accuracy and detail.

Introduction

Imagine the ability to weigh Greenland every month over several years: It would
tell us whether Greenland is losing ice, how fast, and whether the loss is
accelerating. Imagine the ability to weigh the total water content every month
over several years in the soil of Northern India, where the groundwater supplies
hundreds of millions of people: It would tell us whether that precious resource is
being used at a sustainable rate or depleted. Imagine the ability to measure how
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much water the ocean basins are gaining: It would allow us to separate the two key
components of sea-level rise, the addition of mass and the thermal expansion due to
increased ocean temperature. As we will see below, these are no longer imaginary
possibilities but actual findings using data from a satellite pair called GRACE, or
Gravity Recovery and Climate Experiment. The GRACE satellite pair was
launched on March 17, 2002 to measure monthly changes in the gravity field of
the Earth with exquisite accuracy. It is from these monthly changes in the gravita-
tional attraction of large bodies of water, ice, and rock that we can “weigh” changes
from month to month in Greenland, groundwater, and even the oceans. GRACE
also yields a very accurate measurement of the time-averaged gravity field, a useful
quantity for studies of tectonics and of the time-averaged ocean circulation. There is
a well-known inherent ambiguity in interpreting changes in gravity: The data type
can localize the changed mass horizontally, but it alone cannot distinguish whether
the mass change comes from the surface or deeper layers, from the ocean, or from
an earthquake that moved the sea floor. Additional information is needed to identify
the source of the mass changes unambiguously. This entry reviews the basis of the
GRACE measurements, some technical details that clarify the strengths and
limitations of the GRACE data, and provides illustrative examples of the
applications in hydrological, cryospheric, oceanic, and geophysical sciences.
Given the wide variety of phenomena GRACE can tell us about, this entry cannot
be an exhaustive review of the more than 700 peer-reviewed publications on
GRACE published through the end of 2010. Also, while the GRACE satellite pair
carries global position systems (GPS) antennas and hardware for use in “GPS
occultation” soundings of the atmosphere, we focus the discussion on results
obtained from the gravity data derived from GRACE.

The measurement of gravity from satellite orbit perturbations (that is, from
departures of the satellite’s path from a classical Keplerian ellipse) has been in
existence for many decades. It started immediately at the dawn of the space age,
with measurements of the Earth’s pear shape [62]. Tracking satellites from terrestrial
observatories or from GPS satellites, using radiometric or laser ranging methods,
provided important information on the long-wavelength, static (long-term mean)
gravity field through the next 3 decades. Precise measurement of time-variable gravity
from those techniques was only possible, however, for the Earth’s oblateness parame-
ter (J2). Long-term measurements of the J2 parameter were used [24, 27] to identify
and explain a steadily decreasing trend in the flattening of the Earth, due to GIA, and
associate the departures from that steady trend with interannual climatic variability,
such as the El Nino-Southern Oscillation phenomenon. See also [8, 22, 23]. The
advent of the German CHAMP mission in mid-2000 improved the situation; CHAMP
determined gravity changes at continental (several thousand kilometers) scales and
annual and longer periods. The GRACE mission results provided a true paradigm
shift, providing an unprecedented global and accurate measurement to 300-km spatial
resolution, continuously since 2002.
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What Is GRACE

GRACE, launched on March 17, 2002, is a joint mission of the US and German
space agencies, the National Aeronautics and Space Administration (NASA)
and the Forschungszentrum der Bundesrepublik Deutschland fiir Luft- und
Raumfahrt (DLR). GRACE was the first mission flown under the NASA Earth
System Science Pathfinder (ESSP) Program, with Principal Investigator (PI) from
the Center for Space Research at the University of Texas, and the co-PI from the
Helmholtz Center Potsdam, German Research Centre for Geosciences (GFZ) [89].
Mission management and implementation are the responsibility of the NASA Jet
Propulsion Laboratory (JPL), a NASA center managed by the California Institute of
Technology. Mission operations are performed by DLR, with co-funding by the
European Space Agency (ESA). DLR was also responsible for the launch services.
JPL led the development of the satellite system in partnership with Astrium GmBH
and Space Systems Loral (SS/L). Astrium was the prime contractor for major
elements of the two satellites based on the CHAMP (CHAllenging MiniPayload)
satellite heritage, while SS/L. was the prime contractor for the attitude control
system and microwave instrument electronics. JPL also provided the key micro-
wave range-rate sensors between the satellite pair, and the Global Positioning
System (GPS) receivers.

Almost all Earth-viewing spaceborne instruments measure electromagnetic
radiation, either naturally emitted or reflected by the Earth’s surface (passive), or
the returns of signals emitted toward the Earth by the instrument itself (active).
GRACE is fundamentally different: The satellite pair senses gravity through the
changes in the intersatellite distance. The two satellites fly along the same orbit
(Fig. 7.1). Currently (as of July 2011), the pair flies 454 km above the Earth’s
surface (at launch, it was 502 km), separated by 206 km. Imagine the satellite pair
passing over a mountain. As the lead satellite “feels” the increased gravitational
attraction of the upcoming mountain, it accelerates toward that mass excess. Due to
Newton’s law of gravitational attraction (whereby the force acting on a mass is
inversely proportional to the squared distance to the attracting mass) that accelera-
tion toward the mountain is larger for the lead satellite than for the trailing one,
whose distance to the mountain is larger. As a consequence, the distance between
the two satellites increases, if ever so slightly. When the mountain is in-between the
satellites, both are attracted toward the mountain, so the intersatellite distance
decreases. A highly precise microwave ranging system (called “KBR,” or K-band
ranging system) aboard each satellite beams radio signals toward the other satellite
and measures those changes in distance: This measurement forms the basis of the
computation of the gravitational field. The measurement is so precise that it detects
changes of a few microns in range or approximately 0.1 um/s in velocity every 5 s.
To picture that level of accuracy, it is approximately equivalent to measuring the
distance between Los Angeles and San Diego to an accuracy of a (fine) human
hair’s width.
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Fig. 7.1 Aurtist’s conception of the GRACE satellite pair in orbit. In reality, each satellite is 3.123-m
long, the distance between the pair ranges between approximately 175 and 230 km, and the altitude
has been slowly decaying from 502 km at launch to 454 km currently (July 2011), relative to a distance
of 6,378 km from the center of the Earth. The orbital inclination is 89°

The key science instrument in each GRACE satellite is the microwave K-band
ranging instrument. Each satellite transmits signals to the other at two frequencies,
(24 and 32 GHz, called “K” and “Ka” bands, respectively) in order to correct for
ionospheric path delay. The K-band ranging assembly consists of an ultra-stable
oscillator, the microwave electronics, a K-band ranging horn, sampler, and the
instrument processing unit (IPU). The ultra-stable oscillator serves as the frequency
and clock reference for the GRACE satellites. The K-band ranging horn transmits
and receives K-band carrier signals to and from the other GRACE satellite. The IPU
is the nerve center for the science instruments in the spacecraft, providing the
digital signal processing functions for the K and Ka band signals, as well as for
the GPS signals. It also provides various clocks for the satellite operations and
performs data processing for the star camera attitude (directions). The K-band
ranging system was manufactured by JPL with equipment from Space Systems/
Loral and the Applied Physics Laboratory.

The intersatellite range-change measurement must be corrected for the effect of
forces other than gravity, such as drag or solar radiation pressure. To do so, both
satellites carry accelerometers located very close to each satellite’s center of mass.
The accelerometers were built by ONERA, the French Aerospace Lab. An approxi-
mate orientation of the spacecraft is provided by the star cameras (two aboard each
satellite). Used both for science and for attitude and orbit control, they determine
each satellite’s orientation by tracking their orientation with reference to the stars.
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They were developed by the Danish Technical University, Copenhagen, Denmark. In
order to provide precise synchronization of the ranging data between the two
satellites, and in order to geo-locate the science data, both satellites carry Global
Positioning System (GPS) units developed by JPL. There are three GPS antennas:
One is used to collect navigation data, the two other antennas are used for backup
navigation and atmospheric occultation data collection. The GPS units provide an
additional piece of information essential to the computations: time-tagging events to
better than 0.1 ms.

Other instrument assemblies aboard the spacecraft include a Coarse Earth and Sun
sensor, used for approximate position and orientation whenever GRACE is in “safe
mode” (when a serious anomaly in the satellite cannot be automatically corrected on
board, the satellite is put into “safe mode” by the onboard computer, to ensure only
the satellite’s vital functions remain on, while the failure is being analyzed on the
ground); a Center of Mass Trim Assembly, to adjust the satellite’s center of mass with
respect to the proof mass of the accelerometers; solar cell arrays, covering the outer
shell of the satellites to generate power for the electronics, and nickel-hydrogen cell
batteries to store and release power as needed; telemetry and telecommand
subsystems for the satellites to communicate with Earth via radio systems in the
microwave S-band spectrum. Each satellite uses a separate set of S-band frequencies
for transmission and reception. Both, the power and telemetry as well as the
telecommand subsystems, were supplied by Astrium.

The satellite’s “attitude,” or orientation and orbit control, is controlled by
a system consisting of sensors, actuators, and software. Two kinds of attitude
actuators are available. A reaction control system with a set of twelve 10-mN
thrusters uses gaseous nitrogen stored in the two tanks along the main satellite
axis. Fine corrections of orientation are adjusted using six 30-Amp-m’
magnetorquers, to minimize the satellite fuel consumption. Each GRACE satellite
can adjust its orbit by firing its two orbit-control thrusters (also gaseous nitrogen
propellant) mounted on the rear-panel of the satellite, each of which provides
40 mN of thrust. The attitude and orbit-control system was designed by Space
Systems Loral and implemented by Astrium and its subcontractors.

Further information on the spacecraft can be found at http://grace.jpl.nasa.gov/
files/fGRACE_Press_Kit.pdf, and details on the mission, its subsystems, and current
operational status are available at the GRACE mission homepage: http://www.csr.
utexas.edu/grace/.

Spherical Harmonics; Equivalent Water Thickness;
Mascons; and Spatial Resolution

The gravitational potential of the Earth, sensed by a satellite at altitude h, is
formally expressed as the sum of spherical harmonic functions [8]


http://grace.jpl.nasa.gov/files/GRACE_Press_Kit.pdf
http://grace.jpl.nasa.gov/files/GRACE_Press_Kit.pdf
http://www.csr.utexas.edu/grace/
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where T is the “anomalous” potential (the difference between the true potential and
a reference value) at colatitude 0, longitude ¢. The dimensionless C;,,’s and S;,,’s
are called Stokes’ coefficients; the P,,, are Legendre functions of degree 1, order m,
m <1, GM is the product of the universal gravitational constant G times the mass of
the Earth, M, and a is a mean radius of the Earth. All other quantities (geoid height,
gravity acceleration anomaly, or disturbance, etc.) have similar expansions, whose
coefficients are related to those in Eq. 7.1 through functions of the degree 1 and
dimensional constants. The 1 = 0, m = 0 coefficient in the expansion is exactly 1.0,
and accounts for the total mass of the Earth system, conventionally regarded as
a constant. The I = 1 terms are zero if the analysis is done in a reference frame where
its origin is the instantaneous center of mass of the Earth system. The n=2, m =0 term
accounts of the Earth’s oblateness, and is of order 1073 relative to the central term. All
other harmonic coefficients are of order 10~° or smaller. Representation of the
geographic features of small spatial extent requires the expansion to be carried to
higher degree-1.

The GRACE data analysis problem reduces to the extraction of the Stokes
coefficients from residuals of the GRACE tracking data calculated using prior best
knowledge of the Earth’s gravity field and its variations. A global distribution of the
mission data is required before the gravity field parameters can be estimated. It takes
approximately 1 month for the GRACE data to provide uniform, global coverage.
The Earth’s gravity field variations are therefore represented by monthly piece-wise
constant spherical harmonic coefficients of the anomalous geopotential, represented
to a fixed maximum degree/order. The GRACE mission data products are these
Stokes coefficients, delivered monthly for the entire mission lifetime. The long-
term mean estimates provide the determination of the static gravity field, and the
monthly deviations represent the time-variability of the mass flux at the longer time
scales.

However, hydrologists, oceanographers, and cryospheric scientists are less
interested in the gravitational C,,,’s and S,,’s coefficients, but rather in estimates
of time changes in surface mass, or ocean bottom pressure. Let the surface mass
density G be the vertical integral of the density p through the Earth’s surface layer
(containing the atmosphere, the oceans, and the water/snow/ice stored on land),
where we assume all time changes are concentrated. Using the above series, with
h=0,01s

I max

~ PE
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where pg is the mean density of the Earth, « is its radius, and the k; are so-called
load Love numbers representing the elastic response of the solid Earth to surface
loading [96]. The W, is an isotropic filter that strongly downweighs high degree
1 terms, which are often contaminated with noise amplified by the downward
continuation effect, discussed below. More general filters, nonisotropic filters and
irregular area-averaged filters, are discussed by Swenson and Wahr [84], while
a decorrelation filter which removes North—South “striping” from GRACE maps
was first discussed by Swenson and Wahr [85], then optimized for ocean studies by
Chambers [10]. Equation 7.2 allows us to convert the Cy,,, S;,, to a surface mass
distribution, typically expressed in centimeters of equivalent water thickness (“cm
EWT?”). In the above formula, the maximum spherical harmonic degree indicated is
lhax; 1N practice, there is little signal above spherical harmonic degree 60 in the
monthly GRACE fields, although some solutions are given to l;,,,x = 120. An order
of magnitude estimate for the spatial half-wavelength associated with a particular
degree 1 is given by the approximation 40,000 km/(2l) so 1 = <60 implies half-
wavelengths longer than ~330.

Two sets of coefficients require special handling. The coefficients of degree 1
orders 0 and 1, which indicate the position of the center of mass of the Earth (which
varies in time) relative to an Earth-fixed coordinate origin, are not measured by
GRACE. Swenson et al. [§7] realized that by assuming that we know the component
of n = 1 from an ocean model, it is possible to use the GRACE data and the ocean
information to derive degree 1 coefficients. Degree 1 coefficients can also be derived
from satellite laser and Doppler ranging data [25]. The coefficients of degree 2 order
0 are poorly determined in the GRACE data, and it is now a standard practice to
replace them by coefficients estimated from satellite laser ranging [23]. See also [9].

Another way to describe the gravity field uses “mascons” (mass concentrations,
see “Glossary”). In this approach, either small spherical caps or point masses are
assumed to cover the Earth’s surface, and one solves directly for the mass of each
local mascon from the intersatellite range-rate or acceleration data, rather than for
the global Stokes coefficients. When the solution is unconstrained, such that no
a priori correlation is imposed on neighboring mascons, nor any smoothing is
imposed on the Stokes coefficients, there is little difference in the result [79].
However, there are advantages in imposing correlations between neighboring
mascons when one knows that, for example, a set is in one hydrological basin
and the nearby set is in another one, uncorrelated to the first. In addition, the mascon
basis functions more conveniently allow higher spatial resolution at higher latitudes
where ground tracks are spaced more densely.

GRACE data products can be obtained from several public sources. Because of
small differences in the processing strategy, the results differ in small but signifi-
cant ways, and it is a good practice to check the results from two centers for
a particular application. The GRACE Science Data System consists of three
centers, the Center for Space Research (UTCSR) at the University of Texas-Austin
[5], the Geoforschungzentrum in Potsdam, Germany, and the Jet Propulsion Labo-
ratory in Pasadena. These three centers provide spherical harmonic solutions
through http://podaac.jpl.nasa.gov and a mirror archive at http://isdc.gfz-potsdam.
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de/; gridded versions of their data, with additional corrections applied (for example,
the decorrelation filters of Chambers [10] or Swenson and Wahr [85], can be found
at http://grace.jpl.nasa.gov. Additional sources include NASA’s Goddard Space
Flight Center (GSFC) [79] who supply mascon solutions, the Centre National
d’Etudes Spatiales (CNES) in France [7, 46] who supply 10-day SH solutions, the
Institut fiir Geodésie und Geoinformation at the University of Bonn (ITG-Bonn),
Germany who supply both monthly and daily SH solutions [58], and Delft Univer-
sity of Technology, Netherlands [49] who supply monthly SH solutions.

Background Fields

Since the satellite motion is a nonlinear function of the gravitational potential, the
derivation of a monthly set of either Stokes coefficients or mascons involves the
solution of a very large nonlinear least squares problem. Nongravitational
influences are modeled using the data collected by the accelerometer. The satellite
orientation is also important because the range-change measurements are made to
a reference point displaced from the center of mass of the satellite, to which the
dynamical equations of motion refer. To make the solution computationally tracta-
ble, one solves not for the full gravity field, but for the difference from an initial
guess (a nominal, a priori model). The a priori model is the sum of an earlier
estimate of the time-averaged gravity field, plus the disturbances due to the Sun,
Moon, and other planets, plus the gravitational effects of solid Earth and ocean
tides, plus the time-varying mass of the atmosphere derived from European Center
for Medium Range Weather Forecast (ECMWF) model output, plus the time-
varying effects of non-tidal ocean mass redistribution derived from a numerical
ocean model driven by ECMWF [28], plus a model of the “pole tide” (both Earth
and ocean), which is not actually a tide but the result of a perturbation of the Earth’s
rotation. All the components of the a priori model are collectively called
“background models,” and the solution depends to some extent on their fidelity.
The equations of motion of the satellites are integrated numerically with time steps
of a few seconds, the background models are interpolated to those times, the
observable position of the satellites and intersatellite range rate are computed
from the models and compared to the observed values, and the residual differences
are then used in the least squares solutions. These residual differences reflect both
the processes not modeled in the background (e.g., land-surface hydrology, or ice
sheet mass changes) as well as processes erroneously modeled in the background
(e.g., atmospheric or tidal variability). The residual differences, aggregated over
a month, are then used in the least squares solution for the anomalous geopotential
for that month. In addition to the desired gravitational model for a month, a large
number of instrument- and spacecraft-dependent “nuisance parameters” are
adjusted which include biases, bias drifts, clock offsets, orbits of the GRACE
satellites and the GPS satellites, etc.


http://isdc.gfz-potsdam.de/
http://grace.jpl.nasa.gov

7 Gravity Recovery and Climate Experiment (GRACE). . . 133

Note that the tides, atmospheric and oceanic mass redistributions, as well as land
hydrology, all have energy at periods much shorter than a month, the typical time
span of one GRACE gravity solution. The models therefore remove this energy,
which could otherwise be aliased into longer period variations in the retrieved
gravity fields.

For ocean studies, the monthly averaged ocean model is added back to the
solution. At this writing, adding a background model of the land hydrological mass
changes, which has been shown to improve the solution, is being considered to
become part of the gravity field processing for an upcoming data release.

Ambiguity; Downward Continuation; Data Accuracy

Gravity data provided by in-situ or airborne instruments (called gravimeters) have
long been used in both exploration and research geophysics to help define buried
structures that exhibit density variations (e.g., ore deposits). Two measurement
effects are well known by those practitioners: the ambiguity of interpretation
(“nonuniqueness” of a solution), and the problem of “downward continuation” of
a measurement taken at some altitude.

Consider a sphere of density p; and radius r; at depth h; > r;. This sphere would
produce the same gravitational attraction at the surface as another sphere of density
p, and the same radius r; but at depth h,, exactly “under” the first sphere, so long as
they satisfied the ratios p;/p, = (hp/h 1)%. While this is harder to see in more complex
shapes, it illustrates well the ambiguity in the interpretation: It is not possible to
assign a mass uniquely to a buried structure without some additional data or
constraints [66]. The main assumption to aid the interpretation of GRACE data is
that monthly changes in gravitational attraction are produced primarily by move-
ment of water within and among Earth reservoirs: the cryosphere, the oceans, and
the soil [96], except in those regions where glacial isostatic adjustment (GIA) and
earthquakes produce strong signals. This assumption is generally valid: While large
mountain ranges produce large signals in the time-mean gravity field, their effect in
the time-varying gravity field over a few years or even decades is negligible
(Fig. 7.2). Indeed, as will be shown below, maps of the time-variable gravity do
not show strong signals where the time-averaged gravity field has its stronger
signals. In the case of GRACE, ambiguity arises when trends in mass displacements
from GIA [due to the lithosphere’s slow adjustment to the loss of the ice load that
peaked 21,000 calendar years ago [65] and was essentially complete 6,000 years
ago] can confound the signals due to trends in present-day ice or hydrological mass
changes. Large earthquakes can also cause prominent signals in GRACE data as the
lithosphere moves and adjusts following a quake.

To understand downward continuation, consider a simple plane, one-
dimensional geometry. The gravity field above the x-axis, due to a mass distribution
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Fig. 7.2 (a) The static gravity field EIGEN6c, which combines GRACE and in situ data. The
quantity displayed is the “gravity disturbance,” which is the difference between actual gravity
acceleration at a point and a reference value, which includes the longest wavelengths of gravity, at
the same point. The short length-scale-features in this map are closely related to surface topogra-
phy, whether on land or at the sea floor. (Data from the International Centre for Global Earth
Models, Potsdam, Germany http://icgem.gfz-potsdam.de/ICGEM.) (b) The standard deviation of
monthly maps of changes of mass which give rise to changes in the gravity field derived from
GRACE, expressed in centimeters of equivalent water thickness (see section “Spherical
Harmonics. Equivalent Water Thickness. Mascons. Spatial Resolution”; here abbreviated as
“WEQ” = “EWT?”). Data cover the time period Jan 2003 to Dec 2010. A destriping decorrelation
filter has been applied; land data are further smoothed with a 300 km Gauss filter, while ocean data
are smoothed with a 500 km Gauss filter. The trends due to glacial isostatic adjustment have been
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Fig. 7.2 (continued) removed from the data using the model of (Paulson et al. [65]). Note that
there is essentially no correlation between this map and Fig. 7.2a; by contrast, here the largest
signals are at low latitudes, West Antarctica, Greenland, and the Gulf of Alaska, indicating that by
and large monthly changes in gravity are indeed associated with changes in the surface water and
ice mass redistribution (Data from http://grace.jpl.nasa.gov). (¢) The amplitude of a (sinusoidal)
annual cycle fit to the data of Fig. 7.2b. Note the differences from Fig. 7.2b, for example,
Antarctica where the annual cycle is almost absent, or Greenland where it is minimal. (d) Trend
of the data in Fig. 7.2b. Note that the strongest negative (decreasing mass) trends are in Greenland,
West Antarctica, and Alaska
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below the x-axis, satisfies the following equation, a consequence of Laplace’s
equation which governs the gravity field away from its source masses

G(4,z) = G(4,0)"exp (—inz) (3.3)

where G(A, z) is the Fourier component of the gravity acceleration distribution
g(x, z) with wavelength A, and z is the altitude above a plane that is (just) above all
masses. The exponential in Eq. 7.3 is the plane equivalent of the factor (a/(a + h))'in
the spherical harmonic expansion (Eq. 7.1). As a consequence, if we measure
g(x, z) at altitude z, short wavelength features of the gravity distribution g(x, 0)
are attenuated by the factor exp(—2mnz/L); for A>>z, this factor tends to 1 while for
A<z, the factor tends to zero. The “downward continuation” problem arises when
we measure at altitude z where short wavelengths are attenuated, but wish to know
the signal magnitude at z = 0. This would require an exponential amplification of
the weak signals, but it would also produce an exponential magnification of the
inevitable noise present in the data. Filter applications to solve or at least mitigate
this problem were discussed in section “Spherical Harmonics. Equivalent Water
Thickness. Mascons. Spatial Resolution.”

The accuracy of GRACE data at a particular point in space and time is the result
of several factors: propagation of measurement errors through the processing, loss
of signal due to smoothing or destriping which makes the values at a geographical
position include “leakage” from neighboring positions (smoothing) and even far
away locations (destriping), and the ambiguity associated with the signals of GIA
and large earthquakes. The effect of measurement errors depends on latitude
(smaller at higher latitudes), and smoothing radius (smaller with larger radii); for
example, smoothing with a 750 km Gaussian, but not applying any destriping filter,
leads to errors in the mass anomalies ranging between 8 mm of equivalent water
near the poles to over 28 mm at the Equator [97].

Applications in Land Hydrology

Over land, repeat GRACE gravity data are interpreted as changes in total water
stored in groundwater, soil moisture, vegetation, surface water, snow, and ice,
a vertical integration over all relevant layers; this quantity is called terrestrial
water storage (TWS). The main complicating issue that arises is the effect of
destriping and smoothing filters on the hydrological signals. This effect can be
estimated by applying the same filters to output of a land-surface hydrology model
(LSM), then computing a gain factor as a least squares ratio between the time series
of change in TWS of the filtered and unfiltered model outputs [43].

GRACE gravity data in Northern India, interpreted as TWS, revealed a steady,
large-scale mass loss beyond the natural variability simulated by a land hydrology
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Fig. 7.3 Left: Mass loss detected by GRACE in Northern India, in centimeter of equivalent water
thickness (From [90]). Right: after subtracting from the /eft map the prediction of the Community
Land Model (CLM) hydrology model, a measure of natural variability. Thus, the right map depicts
the anthropogenic withdrawal of groundwater in the region. See [90] for details

model [90], which resulted from the excessive extraction of groundwater (Fig. 7.3).
When the GRACE data were combined with hydrological models to remove natural
variability, the authors concluded the region had lost groundwater at a rate of 54
+ 9 km®/year between April 2002 and June 2008 and noted that continued extrac-
tion of groundwater at that rate could lead to a major water crisis (see also [78]).
GRACE data also showed groundwater depletion in California: During a drought
period that lasted from October 2003 to March 2010, California’s Sacramento and
San Joaquin River Basins lost water at a rate of 31.0 & 2.7 mm/year equivalent
water height, or a total volume of 30.9 km®. Adding other data and a hydrological
model, the authors concluded that most of the loss, 20.3 km3, occurred in the
Central Valley [30]. While the authors concluded that such a water loss is unsus-
tainable over many years, the most recent data show a return to pre-drought
conditions starting in 2009, likely due to significantly increased precipitation.
Australia’s recent record droughts motivated many studies using GRACE data.
LeBlanc et al. [45] investigated the devastating drought which started in 2001 in the
Murray-Darling Basin in southeast Australia. They combined GRACE with in situ
and simulated hydrological data to show that groundwater levels continued to
decline 6 years after the 2001 onset of the drought, for a total groundwater loss of
104 km® between 2001 and 2007; the drought continued even though annual
precipitation in the region returned to average during 2007. Combining GRACE
data, numerical model output, and various atmospheric datasets, Garcia-Garcia
(2011) [31] showed that interannual changes in the seasonal signal in TWS were
intricately related both to the El Nino-Southern Oscillation (ENSO) and the Indian
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Ocean Dipole (IOD) phenomena, with positive phases of the IOD related to anoma-
lously low precipitation in southeastern Australia due to a reduced tropical moisture
flux, and that the sustained water storage reduction over central and southern
Australia during 2006-2008 was associated with three consecutive positive 10D
events. See also [3].

GRACE data over the largest drainage basin in the world, the Amazon, were used
to observe two extreme seasons: the very dry 2002—-2003 and the extremely wet 2009
seasons, during which (March 2009) TWS in the entire basin was ~624 + 32 Gt
above the 2002-2009 time average [20]; the authors note that this huge TWS excess
is roughly equal to the water consumption for 1 year in the USA. Not surprisingly,
the GRACE data were consistent with precipitation data from the Global Precipita-
tion Climatology Project. The authors also note the close correlation between these
interannual TWS changes in the Amazon and El Nino-Southern Oscillation (ENSO)
events as measured by a widely used ENSO index based on Sea Surface Temperature
in the eastern tropical Pacific. The 20022003 dry season was tied to 2002—-2003 El
Nifo and the 2009 flood to La Nifia conditions. See also [1, 34].

Swenson and Wahr [86] combined GRACE with radar and laser altimetry,
scatterometer, and precipitation data to asses water level changes in several lakes
in the Great Rift Valley, East Africa, and to separate the effects of climatic
variability from those of water resources management at the downstream dams of
Lake Victoria. Comparing the water level drops from Lakes Victoria, Tanganyika,
and Malawi, the authors concluded that about half of the decrease in Lake Victoria
was due to climate forcing, and half to water management; this conclusion for the
period 2003-2009 was consistent with previous findings for earlier time periods.
See also [2, 4].

An innovative application used GRACE TWS data to evaluate precipitation
products from two global analyses — Global Precipitation Climatology Project
(GPCP) and Climate Prediction Center Merged Analysis of Precipitation (CMAP)
— [83]. Both GPCP and CMAP merge in situ rain gauge data with satellite data. At
high latitudes, the uncertainty in these products is significantly higher than at lower
latitudes, due to gauge “undercatch,” a systematic underestimation by the in situ
data, which is empirically corrected for. The authors used GPCP and CMAP to
estimate precipitation, and the output of a land hydrology model to estimate
evapotranspiration and runoff. They concluded that the gauge undercatch correc-
tion used by GPCP may be overestimated and pointed out the usefulness of the
GRACE data in assessing precipitation estimates — and their biases — over large
regions with sparse in situ gauge data.

The correlation of interannual variability of stored water over land and interan-
nual changes in sea level, corrected for thermal expansion, was found to be ~0.6
[50, 51].

Perhaps the most promising use of GRACE data in land hydrology applications
is its rigorous assimilation into numerical land-surface hydrology models (LSMs),
together with a variety of other data such as snow water equivalent or soil moisture,
and forcing fields such as precipitation. The reason is that the output of such models
allows the separation of the various vertical components that add up to the total



7 Gravity Recovery and Climate Experiment (GRACE). .. 139

TWS and can provide information at scales finer than the resolution of GRACE,
both in space and time. Zaitchik et al. [101] used an ensemble Kalman filter and
smoother applied to the catchment land-surface model (CLSM) to study the
Mississippi River basin and its four main subbasins. They found that the model
with GRACE data assimilation had improved skill over the model without assimi-
lation; skill was determined by the correlation with measured groundwater and with
gauged river flow for the four subbasins and for the overall Mississippi River. They
then evaluated model performance for eight smaller watersheds, all smaller than the
scale of GRACE observations. In seven of eight cases, GRACE data assimilation
increased the correlation between changes in TWS and gauged river flow, evidence
of the potential to downscale GRACE data to finer spatial scales in hydrological
applications. See also [54, 82].

Applications in Cryospheric Studies

When using the time variability GRACE data to study large glaciers and continental
ice sheets, the change in gravity is interpreted as a change in ice mass; the change in
equivalent water thickness, integrated over the relevant surface area and multiplied
by the density of water, yields the change in Gigatons (Gt) of ice. Two complicating
issues arise: glacial isostatic adjustment (GIA) and the effect of GRACE filtering
and destriping on the estimates. These same issues certainly arise in hydrological
and oceanographic studies, but they are more prominent in cryospheric studies for
two reasons: firstly, for most hydrological studies, GIA is a small signal relative to
the hydrological trend, or simply, the trend is not the main point of the study but
rather interannual changes in the hydrological signal, while in cryospheric studies,
the trend is the desired signal; secondly, the effect of the smoothing and destriping
filters for hydrological studies can be estimated by applying the same filters to
output of a land-surface hydrology model (LSM). No such calculation can be
performed for changes in ice mass, since currently no adequate, reliable ice sheet
models exist. The GIA correction is relatively small for Greenland, but it is as large
as the overall ice mass trend for Antarctica. Therefore, uncertainties in the GIA
model propagate directly into uncertainties of the estimated ice loss for Antarctica.
The solution to the scaling issue requires having external knowledge about the
location of the small regions where ice melt is concentrated. This information could
come from the Ice, Cloud, and land Elevation Satellite (ICESat) laser altimeter, or
from Interferometric Synthetic Aperture Radar (InSAR), then building a model of
spatial ice mass loss based on this information, and finally computing a scaling
factor in a similar manner as for hydrological signals. For both the Greenland and
Antarctic ice sheets, the mass loss is concentrated in coastal outlet glaciers and ice
streams, and this information is used to construct a model of ice loss to which the
destriping and smoothing filters are applied to derive necessary gain factors.
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Fig.7.4 Decreasing trends in Greenland mass, obtained from two methods: Mass Balance method
(black circles) and GRACE (red triangles). See text in section “Applications in Cryospheric
Studies” for details. Note the excellent agreement of these two totally independent methods
between 2003 and 2010. Because this plot depicts changes in the trend, the GRACE result is
unaffected by uncertainties in modeling GIA, a constant trend (From E. Rignot, 2011, personal
communication based on [75])

Needless to say, “whether ice sheets and glaciers are melting, and whether such
melting is accelerating” are topics of great scientific and social interest.

GRACE data revealed that Greenland’s ice lost mass at an accelerated pace:
While 137 Gt/year of ice were lost in 2002-2003, the rate increased to 286 Gt/year
in 20062009, an acceleration of —30 & 11 Gt/yealr2 in 2002-2009 ([93]; see also
[17]). The same study estimated the mass loss from Antarctica to have accelerated
from 104 Gt/year in 2002-2006 to 246 Gt/year in 2006-2009, an acceleration of
—26 + 14 Gt/year®. It is important to note that, while the trends are affected by the
accuracy of GIA estimates, the accelerations are not because the GIA process is
a trend without notable acceleration over the time periods considered. The Antarc-
tic ice loss is mostly concentrated in West Antarctica. These results were bolstered
by another study, which covered the time period 1992-2009 [75], and combined
GRACE data over 2002-2009 with the “mass-budget method” (MBM) over the
longer time span. In the MBM, Interferometric Synthetic Aperture Radar is used to
compute glacier velocities while radio echo sounding is used to compute ice
thickness; from this combination, perimeter loss is derived, and the perimeter loss
is then differenced from net accumulation computed from the sum of snowfall
minus surface ablation reconstructed from a regional atmospheric model. During
the common time period of 2002.9-2009.5, the GRACE data and the MBM results
agree within their error bars (Fig. 7.4). For Greenland, the mass losses estimated
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from MBM and GRACE differ by £20 Gt/year, within their respective errors of
451 Gt/year and £33 Gt/year, and the accelerations in mass loss agree even better:
19.3 + 4 Gt/year” with MBM and 17.0 + 8 Gt/year” with GRACE. For Antarctica,
the mass loss rates differ by +50 Gt/year, within the error bar of 150 Gt/year for
MBM and £75 Gt/year for GRACE, while the accelerations are 13.2 + 10 Gt/year”
with GRACE data and 15.1 + 12 Gt/year® with MBM (the 18-year MBM estimates
of the accelerations are 21.9 + 1 Gt/year” for Greenland and 14.5 4 2 Gt/year” for
Antarctica, indicating that the GRACE period is probably too short to estimate
long-term accelerations due to strong interannual variability). This study estimates
that during 2006, the Antarctic mass loss using the MBM was 200 £ 150 Gt/year,
comparable to Greenland’s 250 + 40 Gt/year. The total contribution from both ice
sheets amounted to 1.3 £ 0.4 mm/year sea-level rise during 2006. See also [15, 17,
19, 38, 77, 80, 92]. These studies show that most of the Antarctic ice mass loss is
concentrated on the West Antarctic Ice Sheet, especially the Peninsula, and that
East Antarctica has experienced a small but measurable mass increase during the
GRACE years.

Focusing on smaller regions, GRACE data showed that the Greenland ice loss
was largest in the southeast at the beginning of the GRACE period, but in the last
few years the rates have decreased in this region, while they increased in the
northwest [21, 40]. The Canadian Arctic Archipelago, off the northwestern shore
of Greenland, was studied using GRACE and two other independent approaches:
surface mass-budget modeling plus an estimate of ice discharge and repeat satellite
laser altimetry from ICESat [32]. It was found that the three approaches gave
comparable results: Between the periods 2004-2006 and 2007-2009, the rate of
mass loss increased from 31+8Gt/year to 92 £+ 12 Gt/year, although the authors
recognize that the time series is rather short to establish reliable long-term trends.
On even smaller spatial scales, ice mass loss bordering the Gulf of Alaska and
northwestern Canada was studied [54] using a mascon approach to localize GRACE
signals better. It was found that although there was an overall —84+5Gt/year mass
loss (0.23+0.01 mm/year in equivalent sea-level rise) between April 2003 and
September 2007, the spatial and temporal variabilities were very large, and
choosing another time period (April 2003 to September 2006) gave a very different
trend value. See also [16, 19]. Overall, the variability observed with GRACE agrees
well with regional patterns of glacier mass loss determined from aircraft altimetry
and in situ data. On even smaller spatial scales, large ice mass losses in the
Patagonia ice field were documented [18, 39], the latter using a mascon approach.
See also [56].

Permafrost regions also received attention. Landerer et al. [44] studied the
Eurasian pan-Arctic region during 2003-2009 and concluded that changes in
discharge were not due to melting of excess ground ice, but rather to changes in
precipitation. However, increases of water storage, while driven by precipitation,
were partially co-located with regions of discontinuous permafrost, which has
warmed significantly over the last decades and changes in the terrestrial hydrologi-
cal dynamics are thus likely.
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GRACE data for ocean studies have been interpreted in three ways: as the time-averaged
geoid, as the time-varying but globally averaged total mass of the oceans, and as the
time-varying spatial pattern of ocean bottom pressure (OBP). In many cases, the data
have been used together with satellite radar altimetric measurements of sea surface
height (SSH). In both cases, the signals are described as changes in centimeters of water
height, since 1 millibar of OBP is approximately equal to the weight of 1 cm of water.

Ocean dynamic topography is the difference between an SSH map from radar
altimetry and an estimate of the geoid, the equipotential surface of the Earth’s
gravity field that best approximates mean sea level. Slopes in the dynamic topogra-
phy imply gravitational forces acting on the ocean, forces that drive surface ocean
currents. A mean dynamic topography (MDT) is a multi-year time-averaged
dynamic topography, and reflects the stationary component of the surface ocean
circulation. GRACE data improved our knowledge about the geoid enormously
relative to preexisting models. MDTs based on SSH and GRACE only [94] were
used to study the double celled gyre of the South Atlantic ocean. In combination
with surface drifter and other in situ data, as well as dynamic constraints imposed
by the ocean surface momentum balance [57], these new MDTs were also used to
study small scale zonal striations in the ocean; GRACE constrained the longer
wavelengths and the drifter data the finer space scales. See also [76]. These MDTs
are now being improved with the use of data from the Gravity field and steady-state
Ocean Circulation Explorer (GOCE) [42].

Time changes in the total mass of the ocean, and their relation to land-ice melt,
are a topic of great climatic and societal interest. SSH increases measured by radar
altimeters reflect both increases in ocean mass and thermal expansion due to
increased temperatures. In addition to radar altimetry and GRACE, an in situ
observing system using Argo floats (www.argo.ucsd.edu) has been measuring
temperature and salinity in the upper 1,000-2,000 m of the ocean, with good
coverage since 2005. In principle, it is possible to derive the thermal expansion
component from Argo, and therefore, the sum of the mass component from GRACE
and the thermal expansion component from Argo should add up to the altimetrically
observed SSH (assuming that the current thermal expansion is small below
2,000 m). In practice, each observing system has its strengths and weaknesses
(for example, GRACE data near land tend to be contaminated by large land
hydrological signals; Argo coverage prior to 2005 is spotty). However, the three
datasets now agree within error estimates, both on seasonal time scales and in terms
of their trend [47, 48]. In fact, a discrepancy in earlier estimates of this balance [53]
helped identify a problem in the in situ data [98]. See also [12, 14, 74]. The
interannual variability in the spatial distribution of GRACE-derived oceanic mass
change and that derived from altimetry minus Argo has also been studied [51].

GRACE data over the oceans have been compared with in situ bottom pressure
recorders (BPR). BPR sites are few relative to the vastness of the oceans, they are
seldom occupied for longer than a year or two without changing instruments, and
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Fig. 7.5 Left: Correlation of Drake Passage Transport in the ECCO2 numerical ocean model with
GRACE-derived ocean bottom pressure (OBP). The white line indicates the Southern ACC front
of the Antarctic Circumpolar Current. Right: Time series of Drake transport and OBP averaged
along the Southern ACC front, both from ECCO2 and GRACE. Note that the correlation is not
only over seasonal time scales but also the interannual variability is captured (Data and plots from
Carmen Boening, 2010, personal communication)

the instruments drift, especially when first installed at the bottom of the ocean.
Hence, the comparisons have focused on subannual signals. The general conclusion
is that there is good agreement at mid-to-high latitudes where the signal exceeds
1 cm RMS, and poor agreement at tropical and lower latitudes, where the bottom
pressure signal is weaker and GRACE errors are larger [55, 59, 64, 73].

Large-scale mass exchanges among the Pacific, Atlantic, and Indian Ocean
basins between August 2002 and December 2008 were identified in GRACE data
and a numerical ocean model [11]. These exchanges occurred both over seasonal
and interannual time scales. Changes in transport of the Antarctic Circumpolar
Current were observed through changes in OBP in both GRACE and numerical
ocean models [102] and (Fig. 7.5); an exchange of water between the Southern
Ocean and the Pacific was also observed [70].

A declining trend in GRACE-derived OBP in the Arctic was correlated to
corresponding changes observed with an in situ bottom pressure gauge and, more
importantly, to mass changes due to decreasing upper ocean salinities near the
North Pole and in the Makarov Basin [59]. (Data subsequent to the publication of
that paper has shown the basin reverting to its previous state.) In addition to this
interannual variability, annual oscillations of about 2 cm OBP in the Arctic ocean,
with maximum in late summer to early fall, were observed with GRACE and
modeled as a response to runoff and precipitation minus evaporation that agrees
in phase with the data and is 10% larger [69].

A record increase in OBP (from GRACE) and SSH (from the Jason-2 radar
altimeter) was observed in late 2009 to early 2010 over a large mid-latitude region
of the South East Pacific, diagnosed as a response to wind stress curl associated with
a strong and persistent anticyclone in late 2009, which was likely related to the
concurrent Central Pacific El Nino [6]. While all previously described results
focused on large regions, a 20 cm seasonal signal in the small Gulf of Thailand
was observed with GRACE, altimetric SSH and a nearby tide gage [99].



144 V. Zlotnicki et al.

A promising use of the time-varying spatial distribution of OBP from GRACE
is its incorporation into numerical ocean models as a data constraint. Steps in this
direction were taken by Siegismund et al. [8§1] and Quinn and Ponte [71] who
compared GRACE with OBP in numerical ocean models in order to assess the
errors that should be assigned to the GRACE data in order to assimilate it into a
numerical ocean model.

The availability of GRACE data made it possible to reevaluate the impact of self-
attraction and loading produced by the global redistribution of seawater and land
water, as well as in the analysis of tide gage data, which typically disregard these
effects (tidal models do include self-attraction and loading) [76]. The authors used
continental water mass storage from a hydrological model, Greenland and Antarctica
seasonal signals from GRACE, and ocean bottom pressure from a numerical ocean
model, and found that the amplitude of the seasonal cycle due to self-attraction and
loading at tide gages ranges between 2 and 18 mm. See also [95].

Tides are an area of special interest both as a dealiasing correction to GRACE
and radar altimetry data, and more importantly because they have climatic effects;
for example, they affect outflows of Antarctic Bottom Water in the Ross Sea by
increasing the benthic layer thickness during spring tide [63]. Four global tidal
models were assessed in terms of their ability to reduce tidal residuals (identified by
their frequency) in the GRACE intersatellite range-rate data [72]; aside from power
at the solar semidiurnal tide frequency in low latitudes due to errors in the model of
atmospheric tides, the authors found power at the frequencies of nonlinear shallow-
water tides indicating areas of needed improvement in global ocean tidal models.
Going one step further, Egbert et al. [29] assimilated mass anomalies inferred from
GRACE into a hydrodynamic tidal model around Antarctica focused on the M2, S2,
and O1 constituents. They showed that after GRACE data assimilation, the model
better matched independent tide gage and ICESat laser altimetry data over the
Filchner, Ronne and Ross Ice Shelves. See also [36].

Applications in Solid Earth Studies

GRACE time-variable gravity data have been applied in two areas of solid earth
science: glacial isostatic adjustment (GIA, also known as postglacial rebound), and
large earthquakes. The data processing for these applications is rather different
from the previous examples that focus on surface mass changes. In the case of GIA,
spatial trends in gravity potential as observed by GRACE are combined with in situ
GPS data, ICESat laser altimetry and other data in least squares inversions to
separate the contributions to observed surface deformations caused by GIA from
those caused by present-day ice mass changes. In the case of large earthquakes, the
preferred data type have been the along-track intersatellite range rates, because
these can better localize signals with small spatial extent that occur over a short
time period.
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Tide-gauge, GPS, and GRACE data were combined in a simultaneous inversion for
a self-consistent model of GIA and regional sea-level change estimates for the
Fennoscandia region [37]; the final models were consistent in peak uplift values
(9.5£0.4 mm/year), but located the peak uplift several degrees to the east of previ-
ously published results toward the middle of the northern Gulf of Bothnia; this work
identified a background uniform gravity rate required for simultaneously fitting the
data which could be due either to errors in the GRACE data or to errors in other models
used as part of the inversion. A regional study of the Antarctic Peninsula using
GRACE mascon and GPS data [38] found that simultaneous solution for ice loss
and GIA crustal motions is possible, provided the linear trends in crustal uplift are
robustly determined by the GPS stations with adequate spatial coverage of the regions
with active GIA uplift and ice loss. A global study [100] combined GRACE and GPS
data with ocean bottom pressure from a data-assimilative numerical ocean model to
separate the contributions of present-day change (in terms of the thickness of ice and
water) from that of GIA; these authors find a measurable GIA uplift signal in
Greenland, where GIA models predict a negligible signal. Wu et al.[100] have revised
their published estimate of Greenland ice mass loss from 104 Gt/year in their original
paper to 140 Gt/year by adding to the inversion more realistic constraints on the ice
distribution (X. Wu, 2011, personal communication). See also [13, 41, 68, 91].

Three large earthquakes were studied with GRACE data: (1) the 2004 Sumatra-
Andaman earthquake with magnitude M,, 9.2, (2) the somewhat weaker 2010
Maule (Chile) earthquake (M,, 8.8), and (3) the 2011 earthquake off the Pacific
coast of Tohoku, Japan (My, 9.0). At this writing, published results are available for
the first two.

The time series (May 2003 to April 2007) of localized gravity changes derived
directly from the intersatellite range-rate data, using so-called Slepian functions
every 15 days, allowed [33] to find step-like time behavior (coseismic) and expo-
nential-like time behavior (postseismic relaxation) stemming from the 26 Decem-
ber 2004 Sumatra-Andaman earthquake. The authors used seismic and geodetic
data to estimate the coseismic slip and evaluated postseismic relaxation
mechanisms that fit the GRACE data with alternate asthenosphere viscosity
models. They also observed a prominent positive post-earthquake gravity change
around the Nicobar Islands, attributable to seafloor uplift. See also [26]. Small
changes in the GRACE satellites’ intersatellite range were detected after the Maule,
Chile earthquake (Mw 8.8, about 4 times lower energy release than the Sumatra-
Andaman earthquake) on February 27, 2010 [35] A gravity anomaly of —5 pGal
over 500 km was found east of the epicenter after the earthquake. Based on
coseismic models, the long-wavelength negative gravity change is primarily the
result of crustal dilatation as well as surface subsidence in the onland region.
Finite fault coseismic models predicted a much smaller offshore positive gravity
anomaly, due to partial compensation of the gravity changes because of surface
uplift and interior deformation. The authors noted that gravity data from GRACE
fill in the seldom-observed long-wavelength part of the spectrum of earthquake
deformations (for large earthquakes), a complement to surface geodetic
measurements and seismic data.
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Future Directions

The GRACE mission successfully demonstrated the usefulness of space-based
time-varying gravity data in a variety of applications. It is clear that time-varying
gravity data can monitor some of the effects and consequences of climate change
and anthropogenic activity (ice loss; groundwater loss, the mass component of sea-
level rise). Given this utility, it is not surprising that there is much interest in
Europe, the USA, and in other countries to launch future missions devoted to
measuring time-variable gravity. A mission called e-Motion was proposed to the
European Space Agency, but was not selected in 2011. In the USA and Germany,
a “follow-on” or “gap-filler” mission, very similar to the first-generation GRACE
satellites, has been approved and is scheduled to launch in 2016. Several
improvements due to lessons learned from GRACE, as well as an experimental
laser link between the two satellites will be implemented. In the USA, the National
Research Council’s Decadal Survey of Earth Sciences (NRC 2007) recommended
a GRACE-II mission, which would be a significant improvement to the GRACE
capabilities, and is planned to launch in the 2020 decade. Much discussion for the
next decade centers around launching coordinated pairs of satellites, sponsored by
different countries, to improve the spatial and temporal resolution of the retrieved
signals.
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Chapter 8

Heat Content and Temperature of the Ocean

Rui M. Ponte

Glossary

CTD (conductivity-
temperature-depth)

Heat content

Mixed layer

Objective analysis

Potential temperature

Specific heat

Instrument used to obtain vertical profiles of salinity,
temperature, and pressure in the ocean at resolutions up
to 1 m.

Amount of energy contained in thermal motion associated
with any volume of matter, which is proportional to its
temperature and specific heat.

Near-surface layer where turbulent mixing primarily
induced by atmospheric forcing produces homogeneous
conditions of temperature, salinity, and other water
properties.

General mathematical procedure by which the value of
a variable of interest at a given location and time is derived
from similar observations at other times and/or places
(also sometimes referred to as optimal interpolation).
Temperature attained by a fluid parcel if measured at
a given standard pressure (typically 1,000 hPa
corresponding approximately to atmospheric pressure at
the ocean surface).

Amount of energy per unit mass necessary to change the
temperature of a given substance by 1°C, with typical
values for seawater around 4,000 J/kg/°C.
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Thermistor Sensor that uses known thermal dependences of electrical
resistance to determine temperature.
Thermocline Region of enhanced vertical temperature gradients

separating well-mixed layers near the surface from the
layers with weak thermal stratification found in the deep
ocean.
XBT (eXpendable Instrument used to obtain essentially continuous
BathyThermograph)  recordings of temperature with depth, from the surface to
about 700 m, which can be deployed from a ship underway
and without having to be retrieved.

Definition of the Subject

The global ocean is a vast body of water covering approximately two thirds of
Earth’s surface and having an average depth around 4,000 m. Temperatures in the
ocean can range from a balmy 30°C in the surface layers of the tropics to an icy
cold —2°C in polar regions and at abyssal depths. Apart from the strong spatial
variability, water temperatures at a place also change on all time scales, from
hours to decades. Variability in surface water temperatures affects air-sea heat
exchange and is an important factor determining the nature and strength of
ocean—atmosphere coupling. Changes in ocean temperatures imply expansion or
contraction of the water column and can thus have a major impact on sea level.
And given the large heat capacity of seawater compared to that of air and the large
mass of the oceans compared to that of the atmosphere, relatively small
fluctuations in oceanic temperatures imply substantial changes in heat content,
which are essential for properly accounting for the planet’s energy balance. As
such, taking the temperature of the oceans and determining changes in its heat
content is an essential diagnostic of the state of Earth’s climate and the overall
health of our planet.

The task of monitoring seawater temperatures is made very difficult by the
vastness of the global oceans and by the remote and harsh environment in which
measurements must be taken. Original temperature observations date back at least
a few centuries and were made by dropping thermometers in the water, first at the
surface and then also at depth. Developments mainly in the second half of the
twentieth century have led to a number of different sensor technologies, including
continuous vertical profiling instruments deployed on various platforms (ships,
moored instruments, autonomous floats), acoustic tomography, as well as space
remote sensing techniques. Despite significantly improved data gathering
capabilities, considerable challenges remain in observing the oceans globally and
at sufficient temporal and spatial resolution. The sampling problem is a daunting
one, and the historical temperature database is fraught with other issues as well
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regarding lack of metadata, unknown instrumental biases, and consistency between
shifting technologies. A number of developing observing systems, together with
advancements in modeling and data synthesis capabilities, promise to deliver
a more accurate chart of ocean temperature and heat content in the years ahead.

Introduction

Measurements of seawater temperatures must have started with the appearance of
the first thermometers in the seventeenth century. As early as the eighteenth
century, Benjamin Franklin was making use of a thermometer as a rudimentary
navigation aid to chart the changes in temperature across the Gulf Stream [1].
With the development of commercial shipping and the birth of well-funded
military naval fleets, routine ship measurements of near-surface temperature
were well under way in the nineteenth century. Dedicated scientific efforts to
sample the oceanic temperature structure, not just at the surface but also at depth,
had to wait until the second half of the nineteenth century, however. The global
Challenger expeditions in the 1870s [2] and later the Meteor expeditions in the
1920s [3] signaled the birth of oceanography as a science. By this time, the
importance of knowing the physical and chemical properties of seawater had
become all too clear.

Temperature is a key parameter for determining water density, along with
salinity and pressure. As it warms and cools, seawater expands and contracts by
an amount determined by its coefficient of thermal expansion, which increases with
temperature, pressure, and salinity (e.g., [4]) and can vary significantly from place
to place in the ocean. Density changes tend to be more sensitive to temperature at
depth, where pressure is largest, and in the tropics, where the waters are warmest.
As horizontal differences in density determine pressure gradients and currents,
temperature is of crucial dynamical importance when trying to infer the ocean
circulation and how it changes in time.

The impact of temperature on density (or correspondingly volume) also means
that changes in ocean thermal properties are directly related to changes in sea level.
As described in most basic oceanographic texts (e.g., [4]), by knowing the
fluctuations in temperature throughout the water column, their integrated effects
on volume can be calculated and represent the so-called thermosteric component of
sea level variability. (Salinity also affects volume and gives rise to halosteric
changes in sea level. Steric sea level signals refer to the combined effects of
temperature and salinity.) Interpretation, analysis, and prediction of sea level change
are thus tightly related to accurate knowledge of temperatures over all ocean depths.

Last but not least, seawater temperatures give a measure of how much thermal
energy or heat content is contained in the ocean. Oceanic heat content is a quantity
of major relevance for climate and is a particular focus of this entry. Given the
difference in the specific heat of water and air, heating or cooling a given amount of
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seawater requires approximately four times more energy than for the same mass of
air. More importantly, because the density of water is approximately 1,000 times
larger than the density of air, the ocean’s heat capacity and thermal inertia are
vastly larger than those of the atmosphere. As such, the oceans can serve as
a large reservoir of heat in the climate system. Being a dynamic fluid with an active
circulation, the oceans continually transport and redistribute heat and participate in
important heat exchanges with the atmosphere as well as the cryosphere. Knowl-
edge of oceanic temperature fields can thus hold vital information on the past,
present, and future state of Earth’s climate.

By the time the classic oceanography text by Sverdrup et al. [5] was published,
summarizing much of what was known about the oceans at the time, the crude
characteristics of the oceanic temperature structure were beginning to take shape.
Apart from the clear decrease of near-surface temperature with latitude away from
the tropics, mimicking that of surface air temperatures, other major features, well
known to us today and seen in the example of Fig. 8.1, were already apparent. The
presence of a near-surface layer with homogenized temperature and other
properties was established early on. This so-called surface mixed layer owed its
existence to high turbulence and mixing induced primarily by air-sea fluxes at the
upper boundary, and its thickness, which could reach several hundred meters, was
very much dependent on location. Below the mixed layer, a region of rapid decrease
in temperature with depth was present in most of the oceans. The rapid transition
between the warm surface layers and the cold abyss, nominally called the thermo-
cline, exhibited a fairly complex dependence on region and could extend over
various thicknesses and up to depths of 1,000 m. Much colder deep and bottom
waters beneath the thermocline tended to be less stratified with depth and also more
homogeneous in latitude and longitude, without the marked latitudinal dependence
of the upper layers.

The initial picture that emerged from the first scientific expeditions in the
nineteenth and twentieth centuries was necessarily one of essentially steady
conditions, given the paucity of data with a few snapshots taken along a handful
of sections. Ever since those original efforts, the quest for determining tempera-
ture distributions in space and time over the vast global oceans has been an
endeavor with almost epic overtones. In what follows, a brief description of the
panoply of instruments and methods used to measure temperature and heat
content is attempted within a historical timeline, from the earliest to the most
modern period. Such a voyage through the world of instrumentation and data
gathering sets the stage for a discussion of what is presently known about ocean
temperature and heat content, starting with the near-surface layers and
progressing down to the abyssal depths. The main focus is on the thermal structure
at large spatial scales (100 km and longer) and its variability on time scales of
months to centuries relevant for climate. Although much progress has been
achieved in recent decades, considerable challenges remain and some possible
pathways for the future are traced at the end.
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Brief History of Temperature Observations

Conventional thermometers were the first instruments used to sample oceanic
temperatures [5]. The bulk of the data was taken at the surface, either by dropping
the thermometers in the water or by using a bucket to collect water for measure-
ment. Some subsurface measurements were obtained by using insulated bottles that
would maintain collected water samples at their ambient temperatures, with mini-
mal exchanges of heat with surroundings during ascent. For subsurface sampling,
however, most scientific surveys through the first half of the twentieth century
were made using reversible thermometers [5], which were set to sample at some
predetermined depth levels. The technology was simple and reliable but expensive.
Furthermore, only point measurements in time and space were possible with
reversible thermometers.

Continuous sampling devices were experimented with early on but their use did
not become widespread until the second half of the twentieth century [7]. First
thermographs used standard thermometry and various methods for continuous data
recording and were mainly deployed in the hulls or intake pipes of ships. Such
instruments had no pressure sensors and thus no ability to determine depth, and
data gathering was confined mainly to the top few meters of the ocean. The first
useful attempts to continuously record temperature and depth are reported by Spilhaus
[8, 9]. The original bathythermograph (BT) followed a completely mechanical design
and its reliability made it one of the most extensively used instruments for ocean
surveying in the 1950s and 1960s [10]. Its depth range was quite limited, however,
allowing measurements only in approximately the upper 150 m.

An important development was the appearance of the expendable BT (XBT),
which used thermistor technology to measure temperature over approximately the
upper 700 m of the ocean [10]. Without a pressure sensor, the depth of measurement
was inferred from the elapsed time since deployment and the “known” free fall
rates, as established by the manufacturer of the instruments. Because of its rela-
tively low cost and its easy use and operation from a ship underway, the XBT
became the workhorse of the in situ observing system for a long time. A great deal
of what is known about the upper ocean temperature and heat content variability is
owed to millions of XBT profiles carried out mostly from merchant ships and other
ship-of-opportunity vessels. As such, XBT sampling tended to be best along most
traveled shipping routes, particularly between Europe and North America (see
Fig. 8.2). By any measure, large chunks of ocean were rarely visited by XBT
surveys and the deep ocean was totally out of reach. The method of assigning
depths to XBT temperature profiles based on instrument free fall rates also led to the
introduction of complicated biases, which are still being dealt with to date [12, 13].

In parallel with XBT development, the need for high-accuracy profiling
instruments that could sample the ocean all the way to the bottom led to the
development of the conductivity-temperature-depth (CTD) sensor. Various differ-
ent versions were produced mainly in the 1950s and 1960s, and CTD use quickly
became the standard in all the major scientific campaigns (e.g., [7]). Compared to
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Fig. 8.2 Estimate of the annual mean sampling for the upper 750 m expressed as the fractional
area of data coverage, provided by John Lyman as an update to the results discussed in Lyman and
Johnson [11]. (a) Coverage prior to 1970 is very poor over most of the global oceans. (b)
Substantial improvements in the period 1971-2003 come from XBT surveys, mostly in the
Northern Hemisphere and along ship routes clearly seen as tracks in the plot. (¢) The increase in
coverage for the most recent period shown (2004-2010) reflects data collected by the Argo system
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XBT deployments, which could be carried out with the ship underway, CTD casts
required dedicated ship time, but CTD precisions were significantly better than
those possible with XBT sensors, and including pressure sensors ensured an
accurate mapping of the thermal structure in the vertical. The CTD instrument
has continued to evolve and current versions have accuracies better than 0.001°C
and vertical resolutions of about 1 m. (Temperature variability at submeter scales is
a topic in its own right and much of the work that led to the CTD sensor has evolved
into several instruments capable of measuring thermal microstructure at millimeter
scales; interested readers can learn more about microstructure instrumentation by
consulting for example [7, 14, 15] and their cited references.)

Traditional CTD surveys, involving basin-wide sections of full-depth casts
made at variable horizontal spacings (typically a few tens of kilometers, as in the
example of Fig. 8.1), together with XBT profiles along major shipping lanes,
continued to be the main method of observing oceanic thermal structures until the
end of the twentieth century. But even as the World Ocean Circulation Experiment
(WOCE) became a reality [16], focus was still on obtaining a single realization of the
global temperature field. Only a few sections were meant to be sampled repeatedly to
assess the full temporal variability. Costs of operating research ships from which
CTD casts could be performed continued to be a major impediment for truly global
coverage. Even after several decades of XBT and CTD measurement campaigns,
extensive oceanic regions, particularly in the Southern Hemisphere, remained
severely under-sampled by the end of the twentieth century (Fig. 8.2).

The march toward a truly global observing system took another major step with
the implementation of the Argo system of profiling floats in the last decade [17, 18].
Following years of research and development in autonomous float technology,
major international cooperation under the Argo Project led to the seeding of the
global ocean with more than 3,000 floats (Fig. 8.3) with the capability of profiling
temperature and other properties between depths of 2,000 m and the surface
approximately every 10 days. Measurements are relayed by satellite while the floats
are at the surface in between each cycle of ascent and descent. Coverage is almost
global, apart from the lack of data in high latitudes and ice-covered regions, where
current Argo technology does not work (Fig. 8.3). Shallow and marginal seas are
also not part of the sampling Argo strategy. In a short number of years since their
deployment, Argo floats have produced more than 300,000 profiles and have
provided more samples than all the data ever collected before in many regions.

Despite all the efforts to measure subsurface temperature, it is at the surface that
coverage is most adequate in both space and time (e.g., [19]). A major factor in the
density of observations at the surface has been the space-based remote sensing
techniques established since the 1980s (e.g., [20, 21]). Given the dependence of
surface infrared and microwave radiation on sea surface temperature, satellite
radiometers measuring at these frequency bands can be used to retrieve sea surface
temperature. Many other factors like atmospheric clouds and water vapor impact the
radiation reaching the instrument and have to be corrected. For these purposes,
increasingly complex validation and calibration methods have been developed over
the last 30 years. Many of such efforts rely on in situ measurements from ships, surface
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Fig. 8.3 Distribution of Argo floats as of August 2011 as estimated by the Argo Project
(Reproduced from the Argo Project web site). Global coverage of the oceans involves more than
3,000 floats. High northern and southern latitudes and shallow and marginal seas remain poorly
sampled

buoys, and drifters. However dense in space and time, satellite measurements strictly
measure the temperatures right at the surface and their interpretation in terms
of near-surface temperatures remains an issue of research [21].

For subsurface thermal information, aside from profiling measurements by XBT,
CTD, and Argo instruments, a number of other in situ programs are also useful to
mention. Surface and subsurface moorings of various types have been deployed,
which usually include thermistor chains. Operational programs are in place in the
tropical Pacific and Atlantic [22, 23] with a similar system currently under imple-
mentation in the tropical Indian Ocean [24]. Many research projects with local or
regional focus provide occasional temperature measurements (e.g., [16, 25]), and
a few long-term stations have also been maintained in places like Bermuda
and Hawaii [26, 27]. In any case, traditional ship-based XBT and CTD surveys
and more recently the Argo floats provide the bulk of information on ocean
temperature and heat content over the last decades.

Apart from direct temperature measurements, several other indirect observing
methods have been recently developed. Indirect thermometry can make use of the
relationship between temperature and any other oceanic variable that can be
accurately measured. Such is the case with the strong dependence of sea level on
thermosteric height, which is directly related to integrated temperature over the
water column. Measuring variability in sea level using satellite altimetry can
complement in situ temperature observations in efforts to infer changes in heat
content [28, 29]. As with many indirect methods, ancillary observations are needed.
As sea level also depends on salinity through changes in halosteric height,
measurements of salt content can help in isolating the temperature effects. In
addition, changes in sea level can be due to changes in the mass of the water
column and the ability to measure the total mass content either using in situ bottom
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pressure recorders or satellite gravity techniques can lead to improved inferences of
heat content based on sea level observations, as discussed by Ponte [30] and
Jayne et al. [31].

Temperature has also a strong effect on sound speed. Such dependence is the
basis for the acoustic thermometry ideas proposed by Munk and Forbes [32] and
others. Sound travel times can be inverted to estimate variability in averaged
temperature and heat content along ray paths connecting any source and receiver
pair. Plans to establish acoustic monitoring for the global oceans are revisited in
Dushaw et al. [33] but presently current data sets are confined to a few experiments
carried out mostly in the North Pacific, between Hawaii and the North American
coast [34]. Long-range acoustic thermometry can work over many thousands of
kilometers and thus can average noisy mesoscale fields over large oceanic volumes
at the expense of lack of horizontal resolution of any temperature or heat content
features. Although the vertical resolution is limited, acoustic measurements can
provide much needed temperature estimates at depths presently not sampled at all
by the Argo system.

From Raw Observations to Scientific Analyses

From a pure observational perspective, the diversity of instruments and observing
platforms involved in temperature data gathering at any one time, the shifts in
technology throughout many decades of observations, the lack of detailed informa-
tion about many historical data sets (e.g., types of XBT instruments used, depth at
which near-surface temperatures are taken), the various parties involved in
collecting observations, among other factors, make archiving and quality
controlling the data a laborious and difficult task. Major efforts in the USA have
been pursued at NOAA’s National Oceanographic Data Center and are well
documented in the World Ocean Database series produced by NOAA roughly
every 4 years, with the last edition released in 2009 (e.g., [35, 36]). Other more
regional compilations are also available (e.g., [37]), and no central archive includes
all the collected temperature data. Data processing tasks commonly involve statis-
tical checks for outliers, elimination of duplicate observations, correcting for depth
biases, along with many subjective criteria for flagging “suspicious” observations.
More restricted data compilations based on specific hydrographic programs like
WOCE [38] allow for better quality control and accuracy. In the end, researchers
must decide what data to use and to discard (e.g., [38, 39]) and scientific analysis
and results can depend on such choices (e.g., [37, 40, 41]).

Apart from data quality issues, the irregular and sparse sampling in both space
and time makes quantitative study of temperature and heat content variability for
climate inference far from a trivial task. Most studies rely on objective analysis/
optimal interpolation methods (e.g., [42, 43]) to fill in data gaps in both space and
time and reduce the observations to regularly gridded fields in latitude and longitude
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at given standard depth levels, which are more prone to scientific analysis. Objective
analysis methods require assumptions about the nature of the fields being estimated
(e.g., their degree of smoothness in space) and the statistics of the data (e.g., spatial
and temporal correlation scales of data noise), which can influence how each data
point is weighted to provide an estimated value at places where no data are available.
As with data use, subjective choices are often involved and can lead to differences in
results, particularly for regions where data are very sparse and estimates become
more dependent on the details of the objective analysis method used. The series of
World Ocean Atlas from NOAA (e.g., [44]) are a widely used example of a mean and
seasonal temperature climatology produced from objective analysis applied to
the wide variety of temperature measurements contained in the World Ocean
Database [35, 36].

More advanced methods of data interpolation involve the use of ocean general
circulation models (GCM), which embody the most complete description of the
dynamic relations among all relevant observables (temperature, salinity, velocity,
sea level) under strict laws of fluid motion and conservation principles of heat,
momentum, and other quantities. Various data assimilation or state estimation
techniques (e.g., [43, 45]) allow optimal combination of the information embedded
in GCM codes with that contained in observations of all types. The use of such
computationally intensive methods for climate analyses has been common practice
in meteorology (e.g., [46]) and is becoming more common in oceanography (e.g.,
[47-49]) after rapid developments in ocean GCMs and data gathering capabilities,
as well as in computing power, in the last decade. Most techniques involve
minimization of an “objective” function that evaluates model-data misfits and
thus require knowledge about data error statistics, which determine how tightly
the model is allowed to fit the data. Books by Daley [43], Wunsch [45], and several
others discuss the various basic approaches to data assimilation available. For the
purposes of analyzing oceanic temperature and heat content variability in a climate
context, it is helpful to use methods that produce temperature evolutions consistent
with all the flow fields, air-sea fluxes, and other boundary and initial conditions. As
discussed by Wunsch et al. [48], fitting the temperature observations must be
achieved if possible through dynamically consistent adjustments in currents, atmo-
spheric forcing, model physics, and other factors, and without introducing
unphysical jumps in the temperature evolution, which would imply the violation
of basic heat conservation principles.

Estimates of temperature fields, obtained either through objective analysis or
model-data synthesis methods of the sort described above, provide the basis for
a variety of climate analyses, including studies of air-sea interaction, sea level
change, planetary heat balance, and many other topics. In the context of this entry,
the focus is on oceanic heat content variability. Changes in heat content per unit
area are just proportional to changes in temperature AT over a layer of thick-
ness H and given by pC,HAT, where p is the density of seawater and C, is its
specific heat at constant pressure [4]. For typical values of p ~ 1,028 kg/m® and
C, ~ 4,000 J/kg/°C, increasing the mean temperature of the water column
(~4,000 m) by 1°C implies a change in heat content of around 1.6 x 10'° J/m?.



164 R.M. Ponte

To achieve such warming over 1 year, an anomalous heat flux of ~500 W/m? would
have to be applied. By the same token, an error in the annual change in mean
temperature of 0.001°C amounts to an error in implied heat flux of 0.5 W/m?. For
comparison, present estimates of the planetary heat flux imbalance under possible
global warming scenarios are of the order of 1 W/m? [50]. Thus, very small changes
in oceanic temperatures can imply large changes in heat content, in terms of Earth’s
heat balance and climate, and accurate global measurements of ocean temperatures,
from the surface to the bottom, and from the tropics to the polar regions, are deemed
essential in this context.

Spatial and Temporal Patterns of Variability on Climate Scales

A vast literature documents numerous attempts at describing the temperature and
heat content variability in the global oceans, either from straightforward analysis of
the temperature observations (e.g., [51]), from objective analysis methods using
only temperature or also other types of data (e.g., [29]), or from data-constrained
model solutions based on the most sophisticated assimilation methods (e.g., [52]).
In this section, a summary of the current state of knowledge on the subject is
presented, focusing on the advances made in most recent years. Information on the
upper ocean layers is considerably richer in detail than on the deeper layers, as the
amount of data quickly dwindles with increasing depth. Temperature and heat
content analyses are discussed interchangeably. The simple relation between tem-
perature and heat content discussed in the previous section can be used to approxi-
mately convert between the two variables.

Spatial and temporal coverage of the near-surface ocean is far better than at any
other depth level, given the early practices of surface measurements from ships and
more recently the global daily coverage brought by the advent of the satellite era.
These widely different measurement techniques have been combined to produce
records of what is commonly called sea surface temperature (SST). What SST
values represent is, however, not a trivial issue because of the presence of vertical
temperature gradients very near the surface. Much of the in situ data comes without
precise information on the depth of measurement, which can be anywhere from
near the surface to a few meters below it. In turn, satellite sensors sample the upper
few microns or millimeters, depending on whether infrared or microwave
instruments are used. As such, satellite values can be influenced by strong diurnal
effects affecting the skin layer and can also differ substantially from “bulk” SST
properties representing an average of the upper few meters (~10 m) of the ocean.
A detailed account of many of these issues, including various definitions of SST and
how in situ and satellite data are being used to improve present and past SST
records, can be found in Donlon et al. [21] and references therein.

Despite all the inherent ambiguities, SST records constitute one of the most
important oceanic datasets for climate studies. Historical data compilations
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Fig. 8.4 Global mean sea surface temperature for the period 1850-2009 (anomalies relative to
1961-1990) based on Rayner et al. [54] and produced by the UK Met Office Hadley Center (http://
www.metoffice.gov.uk/hadobs)

(e.g., [19]) provide estimates of SST since the middle of the nineteenth century,
although the earlier periods have much sparser data coverage (e.g., [53]). When
global mean estimates are attempted, a record of increasing SST over the last
century emerges from most studies, consistent with a warming planet [20, 54,
55]. As can be seen in Fig. 8.4, present global mean SST estimates are almost
1°C warmer than in the early twentieth century. Apart from a long-term warming
trend, variability at all time scales is present in the annual mean values. Consider-
able uncertainties are involved, however. Time-varying instrumental biases are
a particular concern (e.g., [56]) and efforts to correct such errors are likely to
continue (e.g., [57]).

While global mean SST is an essential climate index, just like surface air
temperature, numerous climate variables and processes are related to SST spatial
variations, from the intensity and quantity of tropical cyclones, which depend on
tropical warm waters to form and grow, to the onset of deep convection in the ocean,
which can happen in the presence of cold, dense surface waters at high latitudes.
A great deal of effort has thus been devoted to understanding major spatial and
temporal patterns of SST variability in relation to air-sea fluxes, ocean and atmosphere
dynamics, and their connection to climate variability. Deser et al. [53] review major
modes of interannual and multi-decadal variability with clear SST signatures, includ-
ing the El Nifio-Southern Oscillation, the Pacific Decadal Oscillation, the North
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Atlantic Oscillation, and the Atlantic Multi-Decadal Oscillation. As one parameter
controlling air-sea transfers, knowledge of SST is key to making long-range climate
forecasts (e.g., [58]). In addition, the existence of century-long time series of SST with
some spatial information provides essential surface boundary conditions for atmo-
spheric model simulations of the past climate and allows for model calibration and
validation (e.g., [46, 59]).

Depending on region and time of year, SST observations can provide a window
on mixed layer temperatures and can thus yield information on heat content in the
near-surface layers of the ocean, assuming the mixed layer depth is known.
Ultimately, for a full and quantitative description of heat content variability,
subsurface temperature observations are needed. Until the implementation of
the Argo system, a great majority of temperature profiles were based on XBT
casts and confined to the upper 700 m. Multi-decadal analyses of large-scale
temperature and heat content variability have thus focused on these depths. Early
observations are, however, quite thin and time series studies are restricted to the
period since the 1950s. Apart from the presence of a strong seasonal cycle, which
is mainly confined to the upper 100—200 m of the water column (e.g., [60, 61]) and
driven by heat exchange with the atmosphere, the main interest has been on
determining variability in temperature and heat content at scales of years to
decades.

Numerous temperature analyses have produced estimates of mean oceanic heat
content anomalies for depths 0-700 m (e.g., [37, 41, 62]). Several such time series,
all using mostly the same available data but different processing procedures, are
reproduced in Fig. 8.5 [63]. Most analyses indicate warming and increasing heat
content of the upper ocean over the last three decades, in agreement with analyses
of SST (see Fig. 8.4). The long-term warming has been related to anthropogenic
influences by several studies (e.g., [64, 65]). Superposed on the general warming
are interannual and decadal signals that can be caused by natural climate variability,
including the impact of volcanism and variable solar radiation [65—68]. The spread
among all series is considerable, however, and this can be an issue particularly if
one is interested in studying their year-to-year evolution. Differences in the series
can also affect the quantitative determination of long-term trends. Differences are
not confined to the period before the 1990s when coverage is sparse (see Fig. 8.2)
and methodologies to fill in data gaps can be influential. Other factors, including
quality control and bias correction procedures, can affect the estimates, even over
most well-covered periods [41].

Recent discovery of several systematic biases in XBT and Argo data [13, 40, 69]
has led to various updates in mean heat content series. The estimates in Fig. 8.5 include
several of these bias corrections, which imply major differences in temporal evolution
with previously published results (e.g., [70]). Efforts to understand the differences in
Fig. 8.5 are ongoing (e.g., [41, 63]) and likely to continue in the foreseeable future.
Multi-instrument approaches to estimating heat content, such as combining in situ
temperature and altimeter sea level [29] or comparing XBT and CTD temperature
estimates [69] can be useful when trying to rid the observing system of systematic
errors in the various data streams, which are difficult to detect otherwise. Ultimately
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the synthesis of all data sets using models and data assimilation can bring out similar
benefits (e.g., [52, 71]).

If knowledge of spatial mean temperature and heat content variability, with all
the averaging and noise reduction involved, suffers from significant uncertainties,
robust information on spatial patterns of variability is even more problematic
because of very poor data coverage in extensive areas such as the Southern
Ocean (Fig. 8.2). Even for the more recent Argo period, significant observational
gaps are still present in ice-covered regions and marginal seas (Fig. 8.3). Some of
the earliest estimates of variability were based on differences over a few pentadal
periods or on time series for whole oceanic basins, to allow for meaningful averages
[72, 73]. More recently, state estimation/data assimilation methods have been
brought to bear on the problem (e.g., [48, 74]).

Long-term trends in upper ocean heat content (0—700 m), calculated over approxi-
mately the last three decades from a number of different analyses and methods
summarized in Carton and Santorelli [52], are shown in Fig. 8.6. Although the
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warming trend in global mean heat content is clear in Fig. 8.5, the spatial patterns in
Fig. 8.6 include both places of warming and cooling. Complex spatial and time
variability patterns in ocean temperature fields are also evident in the acoustic
measurements analyzed by Dushaw et al. [34]. The oceans are far from warming at
the same rate everywhere. Despite considerable differences among all analyses, which
can be taken as a crude measure of their uncertainty, there is a general tendency for
warming in places like the Atlantic and parts of the south and north Indian Ocean, as
well as cooling over the equatorial Pacific and parts of the North Pacific.

The inhomogeneous patterns of warming and cooling in Fig. 8.6 reflect the
complexity of air-sea heat transfers and oceanic heat transports, both in the hori-
zontal and in the vertical. Aside from the long-term (multi-decadal) scales
represented in the trends in Fig. 8.6, heat content variability at all time scales
permeates the available records (e.g., [52]). As with SST, some of the spatial
patterns in upper ocean heat content can be related to primary modes of natural
climate variability reviewed by Deser et al. [53]. Changes in major circulation
systems such as the meridional overturning circulation in the North Atlantic [66] or
the Antarctic Circumpolar Current in the Southern Ocean [75] can be involved.
Achieving a full understanding of the mechanisms responsible for past upper ocean
heat content variability is hampered, however, by the poor observational base. As
societal focus shifts to the determination and understanding of regional climate
variability and how it affects human life at a local level, the need to determine
spatial patterns of variability in heat content will only grow in the future.
Maintaining some of the recently implemented in situ and satellite observing
capabilities is a minimum requirement to be able to monitor heat content
variability both at the regional and global level.

As the focus of analysis descends to layers below the XBT maximum sampling
depth of 700 m, the amount of historical observations diminishes considerably.
Only the most recent period after the implementation of the Argo system, from
2003 onward, provides reasonable near-global coverage up to depths of around
2,000 m. The short record length precludes a comprehensive treatment of
variability at all climate scales of interest, but the density and quality of the data
provide for good estimates of spatial variability, both horizontally and vertically.
Analyses of Argo data by von Schuckmann et al. [61] for the period 2003—-2008 and
comparisons with mean climatological temperature values confirm long-term
warming tendencies, particularly in the North Atlantic, found by Levitus [72],
Levitus et al. [76], and Antonov et al. [77] and show that temperature variability
on interannual and decadal time scales can reach to 2,000 m and deeper, well below
the XBT sampling range. The spatial and time structure of interannual temperature
signals is quite complex, however.

Figure 8.7 reproduced from von Schuckmann et al. [61] shows an example of
year-to-year zonally averaged temperature anomalies for the Atlantic Ocean, given
as a function of depth and latitude. Typical amplitudes range between +0.2°C,
alternating sign on relatively long (~1,000 km) meridional scales. Aside from the
long-term warming already noted, other time scales are involved. Spatially,
anomalies in Fig. 8.7 can show vertical coherence, with the same sign extending
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Fig. 8.7 Mean annual
temperature anomalies for the
period 2003-2008, calculated
from Argo data as described
in detail by von Schuckmann
et al. [61]. Values represent
zonal averages for the
Atlantic basin (Reproduced
from Fig. 8.9 of von
Schuckmann et al. [61])
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over most of the sampled water column, or considerable vertical structure including
reversals of sign with depth. In addition, strongest anomalies are not always found
at the surface, and sizable variability is apparent at all sampled depths, with deepest
variability present at mid- and high latitudes. A variety of processes can be related
to the temperature signals in Fig. 8.7, including changes in the position of subtropi-
cal and subpolar temperature fronts, strong air-sea interaction and onset of deep
convection in the high latitudes, and changes in the strength of the horizontal
circulation. von Schuckmann et al. [61] discuss some of the mechanisms behind
the variability in Fig. 8.7 with references to other relevant works. In any case, only
now is the observational system becoming dense enough to begin putting together
a detailed temporal evolution of the three-dimensional temperature fields. A full
understanding of these observations will likely come with the accumulation of good
quality data and dedicated modeling and data synthesis efforts in the future
(e.g., [49, 78]).

Below the Argo sampling maximum depth of 2,000 m, not even the most recent
years are well sampled at all. Yet these very poorly observed layers represent
approximately half of the volume of the global oceans. Most of the current
knowledge about basin-scale temperature structures and variability in the deep/
abyssal oceans comes from high-quality full-depth CTD casts obtained as part of
global programs like WOCE [16] and earlier campaigns such as those during the
International Geophysical Year in the late 1950s (e.g., [51]). Some attempts at
including depths up to 3,000 m in calculations of heat content have been confined to
highly averaged estimates in time and space (e.g., [76]). Most analyses, particularly
for abyssal layers, tend to examine individual basin sections that have been
reoccupied at various times, thus providing snapshots separated by several years
to decades (e.g., [51, 79-82]). The observed changes in temperature are then used to
infer variability, presumed to be long term and large scale in character, but great
care must be taken to properly interpret such sparse observations.

Figure 8.8 shows an example of decadal temperature changes in the abyssal
eastern South Indian Ocean from Johnson et al. [81]. Differences between temper-
ature measurements taken in 1994-1995 and 2007 range between £0.2°C, with
strongest warming observed in latitudes south of 50S. Large variations are seen all
the way to the bottom, well below 2,000 m. The warming in the Australian-
Antarctic Basin below 3,500 m amounts to a mean change of +0.1°C and is
statistically significant and generally consistent with other observational evidence
[81]. Such a warming is equivalent to a heat flux imbalance of 0.9 W/m?, which is
substantially larger than values of 0.1 W/m? typically associated with geothermal
heat flux at the ocean bottom [83]. Causes of the increase in temperature in Fig. 8.8
are thus likely related to changes in bottom circulation and water mass properties
connected to surface processes around Antarctica, where bottom dense waters are
formed through strong heat losses to the atmosphere and subsequently descend to
great depths before spreading northward.

Abyssal temperature changes similar to those in Fig. 8.8 have been observed in
many other ocean basins. For example, Fukusawa et al. [79], Kawano et al. [84], and
Johnson et al. [80] document deep and abyssal warming across several sections of the
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Fig. 8.8 Mean values of potential temperature (contours) and differences in potential temperature
between the periods 1994—1995 and 2007 as a function of latitude and pressure (in decibars, which
are approximately equivalent to depth in meters). Section covers most of the Southern Hemi-
sphere, from Antarctica to the equator, at longitudes between 82E and 95E to the west of Australia.
Panels (b) and (c) zoom in on the boxes drawn in (a) corresponding to abyssal waters in the
Princess Elizabeth Trough and the Australian-Antarctic Basin southern most region. Full details
are provided in Johnson et al. [81] (Reproduced from Fig. 8.4 of Johnson et al. [81])

North and South Pacific. Abyssal changes tend to be larger and decrease in range
from south to north, with section mean changes in potential temperature as large as
0.01°C [80]. Similar warming of about 0.04°C is found in the bottom 1,500 m of the
Brazil Basin in the South Atlantic [85]. As with the findings in the Indian Ocean
shown in Fig. 8.8, these temperature changes in the abyssal Pacific and Atlantic
oceans cannot be explained solely by effects of geothermal heat flux and are likely
related to anomalies advected from the south, where sources of bottom water are
located [29, 79, 80, 85].
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Although changes in abyssal temperatures are relatively small compared to the
changes in the upper ocean (cf. Figs. 8.7 and 8.8), these changes involve large
volumes of water and can amount to substantial signals in global oceanic heat
content. Estimates of multi-decadal changes in global mean heat content for depths
0-3,000 m can differ by 25% from those based on the upper 700 m only (e.g., [76]).
Contributions from abyssal depths may be smaller but not negligible. For example,
if the observed abyssal warming in the western South Atlantic is reflective of global
mean changes, it would imply decadal changes in heat content in the abyssal ocean
close to 50% of those observed in the upper ocean [85]. Similarly, abyssal temper-
ature changes and corresponding steric height effects could account for significant
sea level signals on basin scales. Observed warming in the bottom waters of the
South Indian Ocean implies changes in sea level as large as 4 cm over nearly
a decade [81]. For comparison, global mean rates of sea level rise have been around
3 cm/decade in recent years (e.g., [86]).

Given that most deep and abyssal observations are confined to a few sections for
each basin, the spatial extent of the observed long time scale signals at depths is not
known. Thus, global means or even basin means are difficult to estimate [76, 82] and
the impact of deep and abyssal temperature changes on large-scale heat content and
sea level remains the subject of speculation. Besides the extremely sparse sampling
in space, examining snapshots of the temperature field every few years or decades
presents other sampling issues. Fluctuations over a range of time scales, from hours
to decades, can be present even at depth. As can be seen in the example in Fig. 8.8,
differences of any two temperature sections contain numerous relatively small-scale
features, which are generally related to the presence of eddies with time scales of
a few months or shorter and with temperature signatures reaching all the way to the
bottom. This eddy “noise” is large enough to make much of the differences in
Fig. 8.8 and in many other similar studies statistically insignificant (e.g., [80, 81]).
Much denser observations in both space and time are needed to improve statistical
robustness and be able to discern whether observed changes are truly long term or the
effect of short time scales, which cannot be resolved in the present records. By the
same token, for the deep ocean, dynamical interpolations and extrapolations of the
data in time and space using model and estimation techniques assume increased
importance [48, 49]. These efforts provide the ability to use information from all
observations, not just temperature, including data collected at other depths, to provide
“best” estimates of the temperature variability in space and time.

Future Directions

Significant investment at the international level will be needed to sustain the current
array of in situ and satellite systems (primarily Argo and altimetry) relevant to
ocean heat content and temperature monitoring. At the same time, the severe
under-sampling of many regions of the global oceans, including the high latitudes
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covered by sea ice and the deep layers below 2,000 m not sampled by Argo system,
continues to be a problem in the quest to achieve truly global measurements of
ocean temperatures and heat content at appropriate temporal resolutions for climate
monitoring and other purposes. As society grapples with the need to assess current
climate conditions and predict their evolution on decadal and longer time scales,
future developments in ocean monitoring capabilities gain increased significance.
Several paths for action are foreseen, with some of the seeds of an improved
observing and estimating system already in place.

The development of float technology promises to extend the capabilities of the
Argo system to ice-covered and deep waters [18, 87]. At the same time, efforts are
underway to improve sampling of the marginal and coastal seas (e.g., [88, 89]). In all
these areas, apart from the use of autonomous Argo-type floats, other observing
platforms and technologies are expected to contribute to the collection of temperature
data. Programs that use marine mammals for profiling at some high latitude regions
(e.g., [90]) could be expanded. Gliders [91, 92] can provide routine profiling with
considerably more control on sampling patterns than Argo-type floats and technology
improvements could lead to operational glider deployments in many regions in the
future. Moored instrumentation at all depths will be involved, as part of calibration
programs or monitoring of “choke” points where variability and transports of ocean
properties such as heat and freshwater require specific in situ observations.

Besides temperature measurements, other observing systems indirectly relevant
for the determination of ocean heat content will see substantial advances over the
next decade. High-precision satellite altimetry has reached quasi-operational status
with the launch of Jason-2 and the scheduled launch of Jason-3 for 2014. A number
of other missions scheduled to fly over the next few years will deliver denser
surface height observations in space and time [93]. Potential breakthrough sam-
pling is the goal of the Surface Water and Ocean Topography mission, which is still
in the initial stages of planning [94]. Similarly, measurements of the variable
gravity field from space with higher accuracies than presently possible should
complement developments in altimetry to deliver better estimates of full-depth
integrated changes in heat content [31]. In terms of in situ observations, acoustic
thermometry [32] has been successfully exploited in the North Pacific [34] and the
Arctic [95]. Expanded acoustic measurements discussed by Dushaw et al. [33]
promise to deliver much needed coverage of deep layers over basin scales. Such
measurements can also contribute to the monitoring of temperature change and heat
transport variability across important “choke points” in the ocean, as in the ongoing
program in Fram Strait [33].

Within the coming years, concerted and stepped up efforts to create an integrated
global observing system will deliver improved measurements of temperature as well
as many other oceanic parameters (salinity, velocity, bottom pressure, etc.) which are
all indirectly linked to the determination of ocean heat content. Appropriate synthesis
of all these diverse measurements, providing interpolation and extrapolation of the
observations under rigorous physical conservation principles, can only be achieved
with the use of models and state estimation techniques (e.g., [78]). In the future, as is
established practice with the atmosphere (e.g., [46]), global estimates of temperature



8 Heat Content and Temperature of the Ocean 175

and heat content will come from the implementation of such systems. Similar machin-
ery can be applied to the efficient design of observing systems that maximize
collection of relevant information for the purposes of climate monitoring, analysis,
and prediction [96]. Glider technologies begin to provide the possibility of adaptive
sampling procedures, under which instruments are continuously directed at making
measurements at times and places deemed important for determining the evolution of
a given parameter of interest.

The combination of developments in observing, modeling, and estimating systems
promises to deliver a revolution in the way ocean temperatures and heat content are
determined in the near future. The impact on many areas of ocean and climate science
will be hard to miss, from making it possible to relate sea level change to increased
heat transfer from the atmosphere or melting of ice sheets, to providing better
understanding of the variable Earth’s radiation balance and hydrological cycle.
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Chapter 9
Hurricane and Monsoon Tracking
with Driftsondes

Philippe Drobinski, Philippe Cocquerez, A. Doerenbecher, Terrence Hock,
C. Lavaysse, D. Parsons, and J.L. Redelsperger

Glossary

African easterly Wind jet developing at about 600-hPa pressure level

jet (AEJ) (about 4,200 m) and 5°N latitude over the African
continent.

African easterly Synoptic scale, westward propagating waves embedded in

waves (AEWs) the AEJ.

AMMA African Monsoon Multidisciplinary Analysis (AMMA)

program, initiated in 2002 with an intensive field cam-
paign in 2006, and focusing on the physical changes in the
environment of the West African monsoon and their
impacts on society.
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Boundary layer
pressurized
balloon (BLPB)
Concordiasi

Driftsonde

Hurricane

HyMeX

Mesoscale convective
system (MCS)
Saharan air

layer (SAL)
THORPEX

T-NAWDEX
T-PARC

West African
monsoon

P. Drobinski et al.

Balloon drifting in the atmospheric boundary layer and
carrying an instrumented gondola which collects
measurements of the typical meteorological variables.
International project of the THORPEX-International
Polar Year aiming at a better understanding of the climate
of Antarctica.

Stratospheric drifting balloon launching dropsondes over
high-impact weather, providing vertical profiles of mete-
orological data.

A hurricane is a tropical cyclone, occurring in the North
Atlantic Ocean or the Northeast Pacific Ocean. A tropical
cyclone is a storm system characterized by a large low-
pressure center and numerous thunderstorms that produce
strong winds and heavy rain.

Hydrological cycle in the Mediterranean experiment
(HyMeX) program aiming at improving the understanding
of running-water cycle in the Mediterranean region with
a particular focus on the evolution and predictability of
hydro-meteorological extreme events in the perspective of
climate change.

Complex of thunderstorms normally persisting for several
hours or more.

Surges of hot, dry air that cascade into the Atlantic from
the Sahel region of Africa.

Global program of the World Meteorological Organiza-
tion (WMO) aiming at accelerating improvements in the
prediction of high-impact weather.

THORPEX-North Atlantic Waveguide and Downstream
impact Experiment.

THORPEX Pacific Asian Regional Campaign.

Rainy phase of a seasonal change in atmospheric circula-
tion over West Africa. The other major monsoon systems
are the Asia-Australian monsoons in the sampled
environment.

Definition of the Subject

Tropical cyclones (TCs) are a typical weather threat. The threat can apply to
humans, their properties, and activities. Their prediction, particularly their trajec-
tory and intensity, remains difficult. In addition, TCs develop above the tropical
oceans where the coverage by in situ observations is poor and within cloud clusters
(mesoscale convective systems MCS) that limit the ability of numerical weather
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prediction (NWP) models to assimilate satellite data [18]. Improved forecast of TCs
trajectories is a huge benefit in terms of material costs of evacuations and damage,
not being able to quantify saved life.

The deployment of additional observations to improve understanding and
forecasting TCs started very early in the USA, from the early 1980s. This approach
is called adaptive observation and was initiated by the National Oceanic and
Atmospheric Administration (NOAA). The philosophy of adaptive observation is
the adjustment of the usual (so-called routine) observing network in order to deal
with some particularly threatening weather situations to come. This adaptation aims
at improving the numerical weather prediction (NWP) through the deployment of
additional observations. When incorporated in the models, thanks to data assimila-
tion procedures, these added observations decrease the uncertainty on the modeled
state of the atmosphere (analysis). Subsequent numerical weather forecasts are
likely to be improved. This improvement is expressed with respect to the NWP
system that would not incorporate the additional data.

Any type of observation can be used. All time and space scales may be
considered. Historically, the adaptive observation focused on the synoptic scales,
for TCs first, then for mid-latitudes winter storms [15, 22]. The terms “adaptive
observation” or “observation targeting” may be used in various senses that may be
misleading. Adaptive observation first refers to the observing strategy itself, which
is a real-time observation practice in close link with NWP.

An adaptive observing strategy requires a constant monitoring of the weather
situation. The typical strategy is implemented following five stages:

— Case identification (weather threat) using forecasts

— Computation of objective targeting guidance to help the decision process (where
and when to deploy)

— Design of the deployment and decision making, transmitting the deployment
instructions to the observation providers (observing platforms)

— Deployment of additional observations (data collection, transmission)

— Assimilation (this stage is automatic and do not imply any specific effort)

— A posteriori evaluation of the data impact (in research mode, optional, often ignored)

The Hurricane Synoptic Flow was the first regular seasonal TC targeting campaign,
conducted by NOAA, on the North Atlantic hurricane basin (1982—-1996). The research
aircraft P3 deployed dropsondes along a circular navigation around the cyclone [5]. The
choice of deployment was essentially subjective, but the campaign was a success. From
1997 to 2011, the NOAA Hurricane Synoptic Surveillance has combined subjectively
and objectively guided deployments [1] of dropsondes in the Gulf of Mexico, Eastern
Pacific, and Western Atlantic. In Asia, the annual campaigns DOTSTAR [25] that
started in 2003 allow the improvement of the observing system in the Western Pacific
with dropsondes released from Taiwanese jet aircrafts. Again, the choices of
deployments are based on both subjective and objective analyses. From an NWP
impact point of view, observations that are deployed in the close TCs’ environment
produce the best results in terms of TC trajectory prediction [11]. However, this
conclusion holds for already formed and named TCs. Another issue is to better
monitor tropical environment in which TCs may appear, develop, and strengthen.
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Introduction

More recently, in West Africa, drifting balloons launched from Zinder (Niger)
(Fig. 9.1) into the stratosphere (about 50 hPa) dropped 124 dropsondes over
wide swaths of Africa and the Atlantic Ocean between end of August and end
of September 2006, in order to document the meteorological environment of
mesoscale convective systems (MCS) and TCs in the Atlantic [6]. This deploy-
ment of the so-called driftsonde system was performed in the frame of the African
Monsoon Multidisciplinary Analysis (AMMA) program, initiated in 2002 with an
intensive field campaign in 2006, and focusing on the physical changes in the
environment of the West African monsoon and their impacts on society [20].
MCSs are the main precursors of TCs in the Atlantic (e.g., [2]), and may even
contribute to tropical cyclogenesis in the Pacific (e.g., [10]). It is believed that
scale interaction processes drive the tropical cyclogenesis that occurs over the
Atlantic off the West African coast during late summer. This interaction involves:

— The African Easterly Jet (AEJ) develops at about 600-hPa pressure level and
4°N-5°N latitude because heating of the West African land mass during summer
creates a surface temperature and moisture gradient between the Gulf of Guinea
and the Sahara, and the atmosphere responds by generating vertical wind shear
to maintain thermal wind balance.

— The African easterly waves (AEWs) which are synoptic scale, westward
propagating disturbances produced by barotropic and baroclinic instabilities
embedded in the AEJ.

— The Saharan air layer (SAL).

— The westward propagating MCSs.

It is already known that some Atlantic tropical cyclones have their origin in
MCSs propagating over the African continent [23]. For example, Hill and Lin [13]
related the genesis of Hurricane Alberto (2000) to a MCS initiated over the
Ethiopian highlands. Lin et al. [17] documented this case study and identified
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Atlantic Ocean = Drift #2
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Fig. 9.1 Trajectories of the eight driftsondes launched from Zinder (Niger) between August 28
and September 22, 2006. The dots indicate the location of a dropsonde
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three successive convective genesis and lysis periods before the final cyclogenesis
event off the Guinea coast. Berry and Thorncroft [3] also showed that the MCSs
associated with the pre-Alberto disturbance were embedded in an AEW. The SAL
may significantly impede the development of incipient tropical waves or disturbances
and can even weaken preexisting tropical cyclones.

During the AMMA, the driftsondes sampled squall lines in the troughs of AEW
and the southeastern edge of the tropical storm Florence, hurricanes Gordon and
Helene. In addition to tracking potential hurricanes, the driftsondes gathered bird’s-
eye data on surges of hot, dry air that cascade into the Atlantic from the Sahel region
of Africa. These surges carry huge amounts of dust as far west as Florida,
influencing air chemistry, upper-ocean biology, and Atlantic weather systems.
Although driftsondes have been tested over the last few years, this was the first
time they were used in weather research and prediction. Based on this new type of
dataset, this entry aims at illustrating and analyzing the potential of such observa-
tion system for tracking high-impact weather system such as cyclone and
hurricanes in area generally void of in situ data, and provides additional observation
for real-time forecast improvement.

Section“The Driftsonde Observations” presents the driftsonde system which
was first used in the frame of a large scientific research program. Section‘“Analysis
of the Driftsonde Trajectories and the Respective Synoptic Environment™ describes
the synoptic environment (including AEW activity) of the meteorological processes
(MCS and tropical storm initiation) investigated with the series of vertical profiles
provided by the dropsondes. Section “Analyses of AEW with the Driftsondes”
describes the AEW activity and spatial pattern in relation with the dropsonde
location. Section*“Conclusion” concludes the description of the driftsonde system,
lists the ongoing research activity using the driftsonde data collected during
AMMA, and proposes perspectives for the use of such observation system.

The Driftsonde Observations

The concept of using driftsondes to take measurements over remote but scientifically
important locations around the globe comes from THORPEX, a global program of the
World Meteorological Organization (WMO) to accelerate improvements in the predic-
tion of high-impact weather. A driftsonde is composed of a drifting stratospheric
balloon and a gondola carrying dropsondes.

For the AMMA project, the drifting stratospheric balloons were developed by
the Centre National d’Etudes Spatiales (CNES) whereas the dropsondes were
designed at the National Center for Atmospheric Research (NCAR) and their
development was funded by the National Science Foundation (NSF) and the
National Oceanic and Atmospheric Administration (NOAA). To build the
driftsonde system, scientists and engineers at NCAR and CNES had to overcome
many hurdles. Each driftsonde had to be robust enough to endure days of extreme
stratospheric cold (averaging —60°C) as well as the intense sunlight of the high,
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thin atmosphere. For the balloon deployment to be affordable and practical, the
system also required low-cost, lightweight, off-the-shelf instruments capable of
operating reliably in low pressure and in temperature extremes with very low
power. Each gondola held about 35 dropsondes designed by NCAR (the number
of dropsondes could differ between the driftsondes) carried on the ballooning
systems designed by CNES. In order to make the driftsonde concept practical,
NCAR developed a highly compact instrument package, roughly the size of a small
bottle of water but weighing only about 140 g. Called MIST (Miniature In situ
Sounding Technology), it weighs less than half as much as older dropsondes, which
were designed at NCAR in the 1990s. Although driftsondes have been tested over
the last few years, this was the first time they were used in weather research and
prediction.

The Zinder site, located 740 km east of Niamey, was selected in order to study the
AEW, that serve as seedlings for hurricanes during the late African monsoon period
(August—September). Dozens of these waves moved across Africa into the Atlantic
between about 10°N and 20°N. A small number developed into tropical storms.
During July—September 2006 period, a total of 27 AEWs were objectively analyzed
(compared with 31 in 2004 and 28 in 2005). July was very different from the later
months with six out of seven of the first waves forming close to the longitude of
Niamey or west of it. In August, the AEWs were initiated further east, between 10°E
and 20°E, but AEWs over Niamey were still weak. Starting at the end of August and
going into September, the AEWs became more coherent with stronger amplitudes
over most of tropical North Africa. Interestingly, several AEWSs also appeared to start
further east, between 20°E and 30°E at this time. It should also be noted that all seven
of the AEWs that became named tropical cyclones (Chris — AEW number 6; Ernesto
— AEW number 13; Debby — AEW number 14; Florence — AEW number 18; Gordon
— AEW number 19; Helene — AEW number 20; Isaac — AEW number 23; see [14])
were initiated east of Niamey and six of these occurred after the middle of August.
After being launched from Zinder, each balloon drifted from Africa toward the
Caribbean at heights of around 20 km height, where light easterly winds prevail.
The trajectories exhibited cycloid-like patterns due to the presence of near-inertial
waves [12] (Fig. 9.1). At least twice per day (0000 and 1200 UTC), each gondola
released a dropsonde that fell by parachute, sensing the weather conditions during its
20-min descent and radioing data back to the gondola and then, by satellite, to the
operation center in Paris. Whenever promising weather system developed, the opera-
tion center signaled the gondola to release additional dropsondes as often as in 3-h
intervals. Eight driftsondes were released from Zinder during the late African mon-
soon period coinciding with the peak period for hurricane formation over the tropical
Atlantic (August—September) and 124 sondes were successfully dropped from the
eight driftsondes with 15 vertical profiles from the last dropsondes of driftsonde
8 sent to the GTS for assimilation. However, the number of successfully dropped
sondes differed between driftsondes. Table 9.1 summarizes the operation during the
driftsonde deployment. Table 9.1 shows that the most successful flights corresponded
to driftsondes 1, 3, 4, 5, 6, and 8. However, the synoptic environment documented with
driftsonde 1 was not of high scientific interest. Driftsonde 8 trajectory was particularly
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Table 9.1 Summary of driftsonde operations

Driftsonde First dropsonde Last dropsonde Number of
number coordinates and date coordinates and date successful
dropsondes
1 (6.04°E,14.05°N) — August 28 (—44.03°E,16.47°N) — September 8
1406 UTC 21217 UTC
2 (8.13°E,13.93°N) — August 29 (8.13°E,13.93°N) — Augember 29 1
2118 UTC 2118 UTC
3 (7.04°E,13.99°N) — September 1  (—58.07°E,16.22°N) — September 33
2351 UTC 91312 UTC
4 (8.14°E,13.97°N) — September 4 (—55.14°E,17.40°N) — September 14
1942 UTC 11 1110 UTC
5 (—10.07°E,15.58°N) — (—50.09°E, 8.39°N) — September 25
September 9 0807 UTC 13 1808 UTC
6 (8.00°E,13.57°N) — September 9  (—46.03°E,13.52°N) — September 26
2055 UTC 18 0005 UTC
7 (7.03°E,13.37°N) — September (7.03°E,13.37°N) — September 12 1
12 2358 UTC 2358 UTC
8 (6.10°E,15.36°N) — September (—15.07°E,15.33°N) — September 16
16 0603 UTC 22 1742 UTC

complex and difficult to manage since the flight period corresponded to the weakening
of the 50 hPa easterly winds due to a change of the Madden Julian oscillation (MJO)
phase. So driftsonde 8 did not allow the tracking of any interesting meteorological
event. In the following, we thus analyze in detail the data collected with driftsondes
3-6. They documented in an unprecedented way AEW initiating continental mesoscale
convective systems (MCS) evolving over the ocean into tropical storm like Florence
and hurricanes like Gordon and Helene, some of them skirting with the US Atlantic and
Gulf coasts and all experiencing extra-tropical transition.

Analysis of the Driftsonde Trajectories and the Respective
Synoptic Environment

Figure 9.2 shows the space-time “distances” of the dropsondes from the center of
tropical storms Florence, Gordon, and Helene. The closest in space and time from
the storm center is the best. Figure 9.2a shows that driftsonde 1 approaches Helene
track at less than 500 km about a week in advance, whereas driftsondes 3 and 4
followed tropical storm Florence dropping several sondes less than 500 km from the
storm track. Gordon track was sampled by driftsonde 4 1 day after its passage
(Fig. 9.2b) whereas Helene track was sampled by driftsonde 6 less than 1 day after
its passage (Fig. 9.2¢).

Figure 9.3 displays the Meteosat Second Generation (MSG) 10.8 um channel
brightness temperature which indicates that convective activity as well as the
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Tropical storm Florence
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Fig. 9.2 Space (color code) and time (iso-contours) “distances” of the dropsondes from the center
of tropical storms (TS) Florence (a), Gordon (b), and Helene (c¢) (color code). The abscissa
corresponds to the number of space-time coordinate information available for the TS trajectory.
The ordinate corresponds to the number of successful dropsondes available for the whole field
campaign. The numbers at the top of the figure indicate the identification number of the driftsonde.
Only distances smaller than 500 km are shown, the positive (negative) sign indicates that the sonde
is dropped ahead (behind) of the center of the storm. The iso-contours are shown for —30, —20,
—15,-10, -8, —6, —4, —2,0, 2, 4, 6, 8, and 10 days, the positive (negative) sign indicate that the
sonde is dropped before (after) the storm

filtered 700 hPa wind field is shown with arrows (the absence of arrows indicate
winds weaker than 1 m s~ ). It shows that driftsonde 3 drifts in the vicinity of an
MCS propagating westward over the continent at about 15 m s~ '. At about 40°W,
tropical depression Florence is forming. Figure 9.4 (first column) shows a time
versus height cross section of wind speed, temperature, and humidity constructed
with the vertical profiles obtained by the sondes dropped from driftsonde 3.
Figure 9.4a shows evidence of a strong wind tongue between 4 and 5 km height
corresponding to the AEJ. Figure 9.4i shows the moist African planetary boundary
layer between Julian days 245 and 248 (September 2-5, 2006) (75% relative
humidity) extending up to about 1 km height. Above the planetary boundary
layer, layers of saturated air between 5 and 8 km height reveal the proximity of
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Driftsonde #3 Driftsonde #4 Driftsonde #5 Driftsonde #6
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Fig. 9.4 Time versus height cross section of wind speed (first row, panels a, b, ¢, and d),
temperature (second row, panels e, f, g, and h) and humidity (third row, panels i, j, k, and 1)
constructed with the vertical profiles obtained by the sondes dropped from driftsonde 3 (first
column; blue trajectory in Fig. 9.1), 4 (second column; yellow trajectory in Fig. 9.1),
5 (third column; purple trajectory in Fig. 9.1), and 6 (fourth column; green trajectory in Fig. 9.1)

the convective activity. On Julian day 250 (September 7, 2006), dropsondes are
released from driftsonde 3 few hundreds of kilometers downstream of Florence,
located at about 50°W, which in the meantime has been classified as a tropical
storm (it becomes a hurricane on September 10, 2006). The near-surface wind
decreases in the disturbed environment near tropical storm Florence as shown in
Fig. 9.4a while the planetary boundary layer humidity and depth increase (up to
about 90% relative humidity and up to 3 km during day 250) before reaching the
disturbed environment near Florence where very intense convection occurs
(Fig. 9.4i1). Figure 9.4b is similar to Fig. 9.4a for driftsonde 4. However, the much
lower number of successful dropsondes does not allow the documentation of fine-
scale structures over the Atlantic Ocean. It however shows a disturbed environment
similar to driftsonde 3 less than 200 km south of the developing tropical storm
Gordon at about 55°W (not shown) and Julian day 254 with large humidity
extending up to the tropopause and weak near-surface winds. The existence of
weak-surface winds is surprising since one may associate naturally developing
tropical storms with large evaporation and thus strong winds. The vertical profiles
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Fig. 9.5 Meteosat Second Generation (MSG) 10.8 pm channel brightness temperature which
indicates convective activity with superimposed filtered 700 hPa wind field shown with arrows
(the absence of arrows indicate winds weaker than 1 m sfl) on September, 11, 2006, (Julian day
254) at 1800 UTC (a), on September 12, 2006, (Julian day 255) at 0600 UTC (b), on September 12,
2006, (Julian day 255) at 1800 UTC (c), on September 13, 2006, (Julian day 256) at 1800 UTC (d),
on September 15, 2006, (Julian day 258) at 1800 UTC, (e) and on September 17, 2006, (Julian day
260) at 1800 UTC (f). The purple, green, and cyan filled dots indicate the locations of dropsondes
from driftsondes 5, 6, and 7, respectively

of relative humidity documented by the dropsondes of driftsonde 4 around Julian
day 250 also show evidence of very low humidity values just above the planetary
boundary layer (around 20% relative humidity) and at about 5—6 km height (below
10% relative humidity) corresponding the AEJ (Fig. 9.4). The low level dry layer
was identified as a strong dry air outflow from the Sahara by the Meteosat-8/Goes-
10 combined Saharan air layer product. The very dry air conveyed by the AEJ
originated in the upper levels (200-250 hPa) on the anticyclonic side of the polar jet
stream at 50°N as diagnosed by the method proposed by Roca et al. [21].

Figure 9.5 is similar to Fig. 9.3 between September 11, 2006, and September 17,
2006. Driftsondes 5 and 6 represented by purple and green filled dots, respectively,
sensing the atmosphere ahead and downstream the tropical storm Helene which
initiates on September 11, 2006, at 1800 UTC over the coast of Senegal and moves
westward at a propagation speed of about 8 m s™'. Figure 9.4 shows that after the
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formation of three successive storms in about 2 weeks, all evolving into hurricane
category, driftsondes 5 and 6 probe a much more disturbed environment than for
Florence, with higher convective activity both over the continent and the ocean with
nearly saturated air observed up to 5 km along the driftsonde tracks. The AEJ tends
to weaken during driftsonde 6 flight.

Analyses of AEW with the Driftsondes

As AEWs are the dominant synoptic weather systems in West Africa and the
tropical Atlantic during boreal summer and are an important component of the
regional climate by modulating West African rainfall including mesoscale convec-
tive systems (MCSs) which can be precursors of tropical cyclones in the Atlantic,
the respective locations of the dropsonde and AEW are now investigated.

A method based on the wavelet analysis with a Morlet mother wavelet [24] of
the meridional wind field at 700 hPa is used to detect AEW activity. The sum of the
spectral density between 3 and 5 days period allows to perform an index which
estimates the wave activity over each grid points. The spatial average of this index
is then computed to observe the large-scale AEWs activity. This method has been
proposed by Lavaysse et al. [16]. Figure 9.6 shows the longitude/latitude field of the
mean AEW index averaged between August 15 and September 30, 2006, as well as
the Hovmoller space-time diagram of the 2-6 day bandpass filtered meridional
wind at 700 hPa averaged between 5°N and 20°N. Using this method, we detect in
2006 three periods of large AEW activity over West Africa and the tropical Atlantic
(i-e., 50°W, 10°E and 5°N, 20°N): middle of July, middle of August, and middle of
September. This is in accordance with other methods of AEW as the variance of the
700 hPa meridional wind filtered in the 3-5 days band period, and the 700 hPa
curvature vorticity method by Berry et al. [4] and illustrated by Janicot et al. [14].
These results are also in accordance following different analyses as ECMWF and
national centers for environmental predictions (NCEP) (not shown) and different
geopotential levels (700 or 850 hPa). During the period of driftsonde operations
(i.e., August 29 to September 23, 2006), the AEW activity shows two distinct
periods. Driftsonde 1 (black trajectory, Fig. 9.1) flies during a period of low AEW
activity preceding the initiation of Helene tropical storm on September 3, 2006, at
40°W also during the period of low AEW activity. The AEW activity increases on
September 1, 2006, over West Africa. The area of large waves activity propagates
westward in association with the westward propagation of the filtered meridional
wind. Driftsonde 3 (blue trajectory) follows the ridge sector of the strengthening
wave train (Fig. 9.3) but the AEW activity abruptly decreases when the waves reach
the ocean (around 20°W). A similar scenario occurs for driftsonde 4 (yellow
trajectory). Around September 7, 2006, AEW activity is maximum over West
Africa. In the same time, driftsonde 5 (purple trajectory) is launched (Table 1).
Ten sondes are dropped in the ridge sector of the AEW over West Africa (Fig. 9.5).



9 Hurricane and Monsoon Tracking with Driftsondes

193

30N Mean DS [15aug—30sep] 700hPa 2006

].«ri
27N

24N
21N =
18N
15N
12N
9N
6N

3N

EQ
50W 45W 40W 35W 30W 25W 20W 15W 10W  5W 0 5E

— I [ [
100 110 120 130 140 150 160

26SEP
21SEP -
16SEP
11SEP |
6SEP 120

1SEP

26AUG -

21AUG -

16AUG | ‘ ‘ ‘ ‘

50W 40w 30W 20W 10w 0 10E

— T
100 120 140 160 180 200 220

Fig. 9.6 Left panel: Mean AEW index with the location of the dropsondes superimposed. Right
panel: Hovmoller space-time diagram of the 2—-6 day bandpass filtered NCEP-2 meridional wind at
700 hPa (red contour for +1 ms~') and AEW index (gray shading) averaged between 5°N and 20°N.
Superimposed are the locations of the dropsondes of the eight driftsondes (“+” marker with same color
code as in Fig. 9.1) and the 1-day averaged location of the tropical storms Florence and Gordon
(squares, circles, and filled circles when classified as tropical depression, tropical storm, and hurri-
cane, respectively). Gordon is not visible since forming at about 55°W, that is, out of the abscissa scale
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Above the coast, the westward propagation speeds of the driftsonde and the AEW
are different thus on September 11, driftsonde 5 drops sondes in the trough sector of
the AEW ahead of the ridge sector. Driftsonde 5 is particularly interesting when
flying over the continent because of its proximity to the trough of the AEW
associated with large convective activity. This AEW-MCS system is the precursor
of tropical storm Florence initiating around September 12, at 20°W. This storm
propagates along a maximum of the mean AEW activity index with the largest
value over the tropical Atlantic (September 15 at 42°W; Fig. 9.6). Driftsonde 6
(green trajectory) covers the largest longitudinal cross section with a first drop at
7°E and the last drop at 47°W. Driftsonde 6 remains over the same ridge sector
along the whole operation period and provides temporal-longitudinal evolution of
the activity and characterization of the ridge.

Conclusion

It is worth emphasizing that all the driftsondes deployed during AMMA were still on
probation. This status explains the late dissemination of the data on the GTS
(driftsonde 8, only) and the technically mitigated success. The driftsonde system
has gradually reached the stage of maturity. During T-PARC, 16 driftsondes were
launched from Hawaii during August 2008 [9]. About 250 dropsondes were targeted
eventually that correspond to a 64% success rate. The launch site of the pre-
Concordiasi test-campaign was in the Seychelles in February 2010 and 3 driftsondes
with limited dropsondes were deployed. Finally, Concordiasi test-campaign took
place from September to December 2010 [19] over Antarctica. More than 620
dropsondes were deployed from a fleet of 13 driftsondes launched at McMurdo
station. The mission success rate was close to 95%, most of the data were disseminated
on the GTS.

Whenever the dropsonde data are disseminated or not, the evaluation of the NWP-
wise benefit of deploying these observing platforms requires some specific impact
studies. These imply to compare the quality of forecasts when the NWP system
processes the dropsondes’ data or not. The data collected over West Africa and the
Atlantic Ocean during AMMA have been used to evaluate numerical weather predic-
tion of the late 2006 African monsoon [8]. They will also be used for a posteriori
analysis of their added value for numerical weather forecast. The evaluation of NWP
impact of T-PARC driftsondes has not been carried out yet, though many phenomeno-
logical studies have been carried out. The evaluation of Concordiasi is currently being
done. As the NWP benefit is gained as soon as the data are assimilated in operational
NWP systems, the exact assessment of this benefit triggers a limited motivation.
Indeed, this evaluation is crucial to correctly assess the NWP efficiency of data
targeting with such platforms.
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Future Directions

The idea of a network of high atmosphere balloons distributed in the stratosphere
and dropping sondes on demand has existed for more than a decade. Some projects
have emerged with the advent of THORPEX. Many of them were intractable. The
driftsonde system, which appeared to be one of the less ambitious projects, eventu-
ally emerged in AMMA 2006. The system has been improved in T-PARC 2008 and
for Concordiasi in 2010. The system will be upgraded in 2011-2013, but this last
technical step will prevent the system to be deployed in the joint T-NAWDEX/
HyMeX framework in 2012-2014 (T-NAWDEX stands for THORPEX-North
Atlantic Waveguide and Downstream impact Experiment and HyMeX means
Hydrological Cycle in the Mediterranean Experiment). In this last field campaign,
the challenge would have been to deploy driftsondes above the Atlantic Ocean,
from the USA. The objective was to sample the whole Atlantic, upstream from
Europe and the Mediterranean region. Hopefully, the new generation system will
probably be deployed in further future specific observation campaigns.

In near future and NWP-wise, the main interest of the driftsonde system is its
ability to sample a whole atmospheric environment in which a weather threat is
likely to emerge. This mode is especially effective if driftsondes are deployed in
a network of several units. This is typically the level of targeting that should
be achieved for adaptive observation. Indeed, several factors contribute to the
suboptimality of single-use (single weather event) driftsondes’ deployment.

— The release of driftsonde is a delicate art, highly dependent on environmental
conditions. The system has a limited capacity to respond to a very specific
request (short time and very localized area).

— After having drift above the area of interest as defined for the targeted event, the
balloon is lost to its initial targeting mission.

— Controlling the trajectory is currently not possible. In the cases and T-PARC and
AMMA (summer) the trajectories showed rather zonal despite a few
fluctuations. But during the probe campaign for Concordiasi in the Seychelles
(February 2010), the trajectories were poorly predictable and let the balloons
drift out of the Tropics.

However, regular sampling of regions void of any observations can be very profitable
for weather forecasting. Furthermore, deployment in areas (space-time) where the flow
is periodic preserves driftsondes’ fleet on the region of interest: around the globe inter-
tropical circulation in summer or polar vortex in winter. The specific impact remains to
be shown clearly with the existing datasets. This should be a prerequisite to any further
deployment and the time left by the upgrade of the driftsonde system should be used to
demonstrate the usefulness of these data in some global prediction systems.

Finally, there are other aerostats that may be more suitable for adaptive deploy-
ment in response to the possible occurrence of some weather event in particular.
Boundary layer pressurized balloon (BLPB) is one example. The BLPB is a balloon
drifting in the atmospheric boundary layer and carrying an instrumented gondola
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which collects measurements of the typical meteorological variables. The proof of
concept will be given during the HyMeX special observing periods. In the HyMeX
field campaigns, the BLPBs will be deployed above the marine surroundings of
some intense convective systems that occur at the periphery of the Mediterranean
basin [7].
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Chapter 10

Large-Scale Ocean Circulation:
Deep Circulation and Meridional Overturning

Stephen R. Rintoul

Glossary

Antarctic bottom
water

Argo floats

Barotropic

Baroclinic

Deep western
boundary current
Eddy

Ekman transport

A dense water mass formed near the Antarctic continen-
tal margin that spreads northward to ventilate the abyssal
ocean.

Autonomous profiling floats that drift with ocean
currents at 1-2 km depth and periodically measure tem-
perature and salinity while rising to the sea surface,
where the data is transferred by satellite.

The depth-independent component of ocean currents.
Direct current measurements are needed to determine
the barotropic flow.

The depth-dependent component of ocean currents. The
baroclinic flow can be estimated from measurements of
ocean density.

Strong deep flows intensified along the western bound-
ary of the basins.

The small-scale, time-variable component of the ocean
circulation (also mesoscale eddy).

Wind-driven transport of the surface layer of the ocean
to the right (left) of the wind in the northern (southern)
hemisphere.
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The large-scale flow of the oceans is in geostrophic
balance, where horizontal pressure gradients are bal-
anced by the Coriolis force.

Like an Argo float with wings, an autonomous instrument
that varies its buoyancy allowing it to move both verti-
cally and horizontally, measuring water properties.

Ship transects along which measurements are made of
seawater properties (e.g., temperature, salinity, carbon,
nutrients).

In the north—south direction.

A basin-integrated view of the net north—south flow in
the ocean basins.

Deep water formed in high latitudes of the North Atlan-
tic that spreads to the south in a deep western boundary
current.

A highly simplified conceptual representation of the
large-scale overturning circulation of the oceans.

A global-scale network of ocean currents consisting of
sinking of dense water in a small number of deep water
formation regions and a compensating return flow of
water in the upper ocean.

A property of a fluid related to its rotation rate and
stratification, which is approximately conserved by the
large-scale ocean circulation. Analogous to angular
momentum.

A unit of the volume of water carried by ocean currents
(1Sv=10°m’s™).

A term sometimes used as a synonym for the overturning
circulation, or more specifically the portion of the
overturning circulation driven by exchange of heat and
moisture (i.e., thermohaline forcing) at the sea surface.
The transfer of surface waters to the interior ocean,
resulting in renewal of oxygen levels and other
properties of the subsurface ocean.

A volume of the ocean with similar water mass
properties.

The process by which surface water acquires
a characteristic set of water mass properties through
air—sea interaction, and transfers these properties into
the ocean interior when the water mass sinks.

The east—west direction.
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Definition of the Subject

Roughly half the world ocean volume lies below 2,000 m depth. This deep half of
the ocean is cold (<3°C), indicating that the abyssal ocean is filled with waters that
sink in high latitudes, where cold surface waters are found [1]. The deep ocean
circulation transports the cold waters that sink in the polar regions throughout the
deep ocean basins. The transfer of surface water to the deep ocean must be balanced
by an inflow of water in the upper ocean to the deep water formation regions, to
conserve mass. The result is an “overturning circulation ,” in which the export of cold
deep waters from the source regions is balanced by a return flow of warmer water in
the upper ocean. The large temperature contrast between the upper and lower limbs of
the overturning circulation makes this flow pattern an efficient means of transporting
heat. The large-scale overturning circulation is the primary means by which the ocean
stores and transports quantities of relevance to the Earth’s climate system and
biogeochemical cycles, including heat, freshwater, carbon, and nutrients. The evolu-
tion of climate is therefore influenced strongly by the overturning circulation.

The deep ocean, once thought to be largely quiescent, is now recognized to
include energetic flows in many locations. The classical description of the deep
ocean circulation includes deep boundary currents along the western boundaries of
ocean basins, and quieter flows in the ocean interior. Observations from long-term
moorings and deep floats have illustrated a more dynamic deep ocean environment,
with energetic variability observed at a wide range of space and timescales, includ-
ing narrow jets, eddies, and recirculating gyres.

The deep and overturning circulations are difficult to observe with existing tools.
Most of the knowledge of deep currents has been inferred from the distribution of
properties measured along hydrographic transects occupied by ships. The coverage
of the deep ocean by full-depth hydrographic sections remains sparse in space and
time. In addition, the property distributions reflect the integrated response to
a combination of advective and diffusive processes and their interpretation in
terms of deep circulation can be ambiguous. Direct measurements of deep currents,
for example from current meter moorings, are even less common. The deep ocean
circulation, therefore, remains largely unobserved. However, new tools are now
making it feasible to obtain sustained measurements of the deep ocean.

Introduction

The conceptual framework developed by Stommel [2] still guides present thinking
about the nature of the deep ocean circulation. Deep water that sinks in the polar
regions of the ocean must flow away from the source regions. Stommel recognized
that on a rotating earth these deep currents will be intensified along the western
boundary of the ocean basins, forming “deep western boundary currents”
(DWBCs). The sinking in the deep water formation regions was presumed to be
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Fig. 10.1 The abyssal circulation according to Stomme’s model [2]. Sources of deep water in the
northern North Atlantic and Antarctica are denoted by black dots. These water masses are carried
away from the source regions by a network of deep western boundary currents that feed weak
poleward flows in the interior of each ocean basin (Reprinted from [4], as modified by [56], with
permission)

balanced by weak upwelling distributed uniformly over the rest of the global ocean.
The “stretching” of water columns produced by this upwelling requires that fluid
must move poleward in the ocean interior to conserve potential vorticity. Stommel
and Arons [3, 4] used these concepts to map the expected circulation pattern in the
deep ocean, consisting of concentrated deep flows along the boundary of each basin
and weak poleward flow in the interior (Fig. 10.1).

Both the upwelling and the interior flow are too weak to measure directly.
Efforts to test this model of the deep circulation have therefore focused on
measurements of the deep western boundary currents [5]. Swallow and
Worthington [6, 7] used neutrally buoyant floats to confirm the presence of
a deep southward flow along the western boundary of the North Atlantic. Warren
and others used measurements of water properties collected by ships and direct
velocity measurements from current meter moorings to identify DWBCs in each of
the ocean basins [§—10]. In particular, the fact that the DWBCs carry waters that
have recently been in contact with the atmosphere, and hence are rich in gases like
oxygen and chlorofluorocarbons, means that tracer measurements provide
a powerful tool for mapping the deep circulation.

In the modern ocean, deep water is only formed in a few locations in the high-
latitude North Atlantic and over the Antarctic continental shelf. The density of
seawater depends on both temperature and salinity. To sink from the sea surface to
the deep ocean, surface waters must become sufficiently cold and salty to be denser
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than the water below. The surface waters in the high-latitude North Pacific are so
fresh that even when cooled to the freezing point, they remain too buoyant to sink
[11]. Even in the North Atlantic and the Southern Ocean, deep water is only formed
in a few particular regions where air-sea heat loss and the release of brine during sea
ice formation result in a sufficient increase in density to cause surface waters to sink.

The flow of deep water away from the source regions is balanced by a return flow of
warmer, lighter water in the upper ocean. These counter flows, linked by formation
of dense water at high latitude, form an overturning cell. The northward transport of
warm water in the upper ocean and compensating southward transport of cold water at
depth results in a poleward transport of heat in the Atlantic basin. The large tempera-
ture contrast between the upper and lower limb of the overturning makes this circula-
tion pattern an efficient means of transporting heat. In fact, at midlatitudes the ocean
and atmosphere make roughly equal contributions to the poleward redistribution of
heat absorbed in the tropical regions. The overturning circulation is also an important
player in the biogeochemical cycles of carbon, nutrients, and other properties.

Various terms have been used to refer to the overturning circulation . Because
deep water formation depends on density, and hence on temperature and salinity,
the circulation is often referred to as the thermohaline circulation. However, as
discussed below, it is not clear that the overturning is driven solely or primarily by
the exchange of heat and moisture and so the term “thermohaline” is potentially
misleading. In addition, the phrase has been used by many authors to mean different
things, adding to the confusion [12]. In the Atlantic, the term “meridional
overturning circulation (MOC)” is commonly used. However, the global-scale
overturning circulation involves zonal as well as meridional flows, and the zonally
averaged perspective inherent in the term MOC is itself potentially misleading.
Therefore, the more general term overturning circulation is used here.

Another term, the “great ocean conveyor belt,” was introduced by Wally
Broecker [13, 14]. He highlighted the link between glacial cycles and variations
in the strength of the overturning circulation. In particular, the addition of freshwa-
ter from melting continental ice sheets during the transition from glacial to inter-
glacial conditions made surface waters in the North Atlantic too buoyant to sink,
slowing the heat transport by the ocean conveyor, and cooling northern hemisphere
climate. The switching on and off of the conveyor was linked to temperature
changes in Greenland as large as 10°C over periods as short as a decade or two.
Broecker’s work highlighted the role of the “ocean conveyor” in global climate and
renewed interest in the forcing of the circulation and its sensitivity to changes in
forcing (in particular, freshwater input).

Broecker’s “conveyor belt” picture was intended to serve as a logo or metaphor
for the much more complex, three-dimensional, and time-variable circulation now
commonly referred to as the overturning circulation, rather than as a realistic
depiction of the flow. The actual flow paths involved in the global overturning
circulation are much more complex, including narrow boundary currents, recir-
culation gyres, small-scale eddies, and jets. The deep circulation is steered by the
topography of the seafloor and can also be influenced by the deep expression of
circulation features in the upper ocean, such as boundary currents and eddies.
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The large capacity of the ocean to store heat has a significant influence on
climate. For example, more than 93% of the extra heat energy stored by the Earth
system over the last 50 years is found in the ocean [15, 16]. The extra heat stored in
the ocean has caused a rise in sea level, as a consequence of thermal expansion of
the water column. Most of the extra heat stored in the ocean has accumulated in the
upper 700 m. However, there is increasing recognition that the deep ocean makes
a significant contribution to ocean heat storage and sea-level rise [17]. Accounting
for the contribution of the deep ocean is necessary to explain the observed record of
past sea-level rise (e.g., [18]) and to close the overall energy budget of the earth
[17]. In addition, the warming projected by climate models for a given level of
greenhouse gas forcing (called the climate sensitivity) is sensitive to the amount
and depth of ocean heat storage [19]. Observations of the deep ocean are therefore
needed to improve climate projections and to understand changes in sea level and
the planetary energy budget.

Progress in understanding the deep circulation has been slowed by the technical
challenge of observing the deep ocean. While new instruments like Argo profiling
floats have revolutionized the ability to observe the upper 2 km of the ocean,
providing the first year-round, broad-scale measurements of the ocean, no equiva-
lent yet exists for the deep ocean. Deep ocean observing systems still rely heavily
on traditional oceanographic platforms like ships and moorings. Because research
vessels and long-term deep water moorings are expensive, the spatial and temporal
coverage of deep ocean observations remains very limited. The deep ocean is now
recognized to be more energetic and to include flows on smaller spatial scales than
once believed, characteristics that increase the challenge of observing the deep
circulation and its variability.

Deep Water Masses and Circulation

Sources of Deep and Bottom Water

To sink from the sea surface to the deep ocean, surface waters must become
sufficiently dense, hence cold and/or salty. These conditions are met in only
a handful of places in the present day ocean. Warm, saline waters move north in
the upper layers of the Atlantic Ocean, gradually losing heat to the atmosphere,
until ultimately sinking in the Norwegian, Greenland, and Iceland seas. These dense
waters spill through gaps in the ridge system isolating the northern seas from the
North Atlantic. Mixing with ambient waters during the descent into the deep North
Atlantic increases the volume and modifies the properties of the dense overflows.
Deep convection in the Labrador Sea produces somewhat lighter and warmer water
which contributes to the deep waters in the basin. Collectively these dense waters
supplied to the basin are known as North Atlantic Deep Water (NADW).
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An even denser water mass, known as Antarctic Bottom Water (AABW), is
formed in several locations around the margin of Antarctica. Heat lost to the
atmosphere cools the ocean and, if the sea temperature reaches the freezing point
of about —1.8°C, results in the formation of sea ice. Salty brine released when sea
ice forms increases the density of the underlying water and makes an important
contribution to the formation of dense shelf waters. As the dense waters flow off the
shelf and sink into the deep ocean, they entrain about three times their volume of
ambient waters [20]. The mixture of dense shelf waters and entrained fluid forms
AABW. The primary sources of AABW are the Weddell Sea in the Atlantic sector,
the Ross Sea in the Pacific sector, and the Adélie/Wilkes Land coast south of
Australia [20-22].

NADW and AABW are examples of water masses, volumes of water with similar
physical and chemical properties, reflecting a common origin. Water masses acquire
their characteristic properties (e.g., temperature, salinity, and dissolved gas
concentrations) through exchange between the surface ocean and the atmosphere.
When water masses sink from the sea surface, they carry these characteristic
properties with them into the ocean interior. These properties gradually evolve as
the water masses are carried away from the source regions by ocean currents, as
a result of mixing with water masses with different characteristics, but mixing is
relatively weak in the ocean and water mass properties tend to be retained for long
distances. Maps of water properties can thus be used to trace the spreading paths of
water masses. In fact, given the difficulty of directly observing deep ocean currents,
much of what is known about the deep circulation has been inferred from the
distribution of water mass properties.

For example, surface waters in contact with the atmosphere are rich in dissolved
gases like oxygen and chlorofluorocarbons (CFCs). The distribution of oxygen and
CFC reflects the flow paths of deep water away from the source regions. Figure 10.2
shows the distribution of CFC-11 in the North Atlantic, illustrating the spreading
pathway of the recently ventilated North Atlantic Deep Water [23]. At 24°N in the
Atlantic, high CFC concentrations are observed in the deep ocean in the western
basin, with the highest values observed adjacent to the boundary. A map of the
inventory of CFC-11 in the NADW shows a plume of high CFCs spreading
southward along the western boundary from the deep water formation regions in
the Greenland —Iceland-Norwegian and Labrador Seas (Fig. 10.2b). Figure 10.3
shows a similar plot for the Southern Ocean, illustrating the three main sources of
Antarctic Bottom Water in the Weddell and Ross Seas and the Adélie/Wilkes Land
coast and the system of boundary currents exporting AABW to lower latitudes [20].
As seen in the North Atlantic, the highest concentrations are observed along the
western boundary of each ocean basin. NADW and AABW supply roughly equal
amounts (10 — 15 x 10° m® s™!) of dense water to the deep ocean [24] and AABW
occupies roughly twice the volume of NADW [25].

No dense water is formed in the northern Indian and Pacific basins. The north
Indian Ocean is limited to relatively low latitudes and so strong cooling of the ocean
does not occur there. The Pacific extends to high latitudes and enough heat is lost to
freeze the sea surface in winter. However, the surface waters of the Pacific are so
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Fig. 10.3 Inventory of CFC-11 in the Antarctic bottom water layer. High concentrations (blue)
near the Weddell Sea, Ross Sea, and Adélie/Wilkes Land Coast indicate the three major sources of
Antarctic bottom water (Adapted from [20])

fresh that even when cooled to the freezing point they are too buoyant to sink into the
deep ocean [11]. These basins are therefore ventilated from the south, by a mixture of
NADW exported from the Atlantic and AABW formed in the Southern Ocean, called
Circumpolar Deep Water (CDW) [26]. This can be seen clearly in the distribution of
oxygen in the deep ocean in these basins. High oxygen values spread northward from
the Southern Ocean at 4,000 m depth in the Pacific, with the strongest penetration
seen to the east of the large bathymetric obstacle imposed by the Tonga—Kermadec
Ridge (Fig. 10.4). Oxygen values are low in the North Pacific and spatial gradients
are small, indicating relatively weak flow there. The oxygen distribution at 33°S in
the Indian Ocean shows that the lowest oxygen values are observed at mid-depth,
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Fig. 10.4 Oxygen concentration at 4,000 m depth in the Pacific, illustrating the inflow of
relatively oxygen-rich Circumpolar Deep Water in a deep western boundary current to the east
of New Zealand. From the WOCE Pacific Atlas; used with permission

sandwiched between the well-ventilated upper ocean waters that have been in recent
contact with the atmosphere and relatively oxygen-rich deep waters spreading north-
ward into the basin along the western sides of the deep basins (Fig. 10.5).

Deep Ocean Circulation

The distribution of water mass properties in the deep ocean reflects the formation
and spreading of dense water formed at high latitudes in the North Atlantic and
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Fig. 10.5 Oxygen concentration at 33°S in the Indian Ocean. Abyssal waters are relatively rich in
oxygen, with the highest values seen near the seafloor on the western side of each deep basin,
reflecting the presence of deep western boundary currents (From WOCE Pacific Atlas; used with
permission)

Southern Oceans. More specifically, the property distributions indicate the domi-
nant role played by deep western boundary currents in the deep circulation. Maps of
deep ocean properties like Figs. 10.2, 10.3, 10.4 also illustrate several other
important aspects of the deep circulation: The flow is strongly steered by bathymet-
ric features like the mid-ocean ridges and fracture zones; water properties gradually
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evolve along the flow path as a result of mixing; and water mass properties often
change more abruptly near sills between basins (e.g., the Samoa Passage near 10 S,
175 W, Fig. 10.4), suggesting enhanced mixing in these regions.

The transport of the deep western boundary currents have been measured at
a number of locations in the Atlantic and at a few locations in the Indian and Pacific
basins, from long-term moored experiments or hydrographic sections. Hogg [27]
provides a useful summary of measurements that existed at that time. A DWBC
carrying NADW southward can be identified throughout the Atlantic (e.g.,
Fig. 10.2b). AABW and CDW formed from a mixture of AABW and NADW
flows northward along the western boundary of most of the deep basins surrounding
Antarctica, as seen in Figs. 10.3 and 10.5.

Such measurements confirm the existence of the DWBCs expected from the
Stommel’s theory. However, as observations of the deep ocean have increased in
number and duration, it has become clear that the deep circulation is more complex
than illustrated in Fig. 10.1. Energetic eddies are common in the vicinity of the deep
boundary currents, produced by dynamical instabilities of the currents. Stable
transport estimates therefore require time series of sufficient duration to average
over the eddy signal. In addition, momentum fluxes associated with these eddies
drive recirculating gyres offshore of many DWBCs (e.g., [28, 29]). The presence of
the deep recirculation gyres complicates efforts to measure the net transport of the
DWRBC:s associated with the large-scale overturning circulation: few moored arrays
span both the DWBC and the offshore gyres, as required to separate the
recirculating and throughflow components of the DWBC.

The weak poleward flow expected from Stommel’s deep circulation theory has
proven even more elusive to observe. The first attempts to use neutrally bouyant
floats to measure the interior flow instead discovered mesoscale eddies [30, 31].
Stommel’s theory assumed a flat-bottomed ocean. The presence of seafloor bathym-
etry both steers the deep flow and can affect the dynamics of the deep circulation by
driving vertical motions near the seafloor and hence meridional motion, analogous
to the poleward flow caused by upwelling at the top of the deep layer in the
Stommel model. In a basin with realistic bathymetry, therefore, one would not
necessarily expect to see uniform poleward flow in the interior. Neutrally buoyant
floats were used to study the deep flow in the Brazil Basin during the World Ocean
Circulation Experiment [32]. Rather than weak poleward flow, the floats revealed
alternating east—west (zonal) flows, with short north—south (meridional) scales, in
the interior of the basin. The zonal flows in the interior were interpreted to be
consistent with the idea that mixing (and therefore upwelling) was limited to the
rough topography around the rim of the basin (as directly observed during
the experiment, [33]). With no upwelling in the interior, there is no vortex
stretching and no requirement for meridional flow in order to conserve potential
vorticity. Zonal flows in the ocean interior have since been observed in many parts
of the ocean [34].
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Global Overturning Circulation

The DWBCs that dominate the circulation of the deep ocean form the lower limb of
the global overturning circulation. To balance the sinking of dense water in the
North Atlantic and Southern Ocean, an equal volume of water in the upper ocean
must flow toward the sinking regions in the upper limb of the overturning circula-
tion. The shallow and deep branches of the OC must be linked by upwelling (and
therefore mixing) somewhere in the ocean interior. While the existence of a global-
scale circulation pattern linking the high-latitude sources of deep water to lower
latitudes, and the upper layers of the ocean to the deep sea, has been recognized for
many years, a quantitative understanding of the structure and dynamics of the
overturning circulation was lacking.

Role of the Overturning Circulation in Climate and Biogeochemical Cycles

The OC is a primary mechanism for the transport and storage of heat and freshwater
and carbon by the ocean and therefore has a substantial impact on climate
variability and change [35]. For example, in the North Atlantic the ocean carries
about 1 x 10'> W of heat to the north, helping to moderate the climate of western
Europe. The relative contribution of deep and shallow overturning cells to the net
meridional transport of heat and freshwater varies between the ocean basins [36,
37]. Changes in the OC have been linked to past climate variations, including
abrupt changes caused by a slowing of the overturning, and climate models suggest
the circulation will both respond to and modulate climate change in the future (e.g.,
[38]). In particular, large inflows of freshwater produced from melting of ice during
the transition out of glacial cycles are believed to have made the surface waters of
the North Atlantic so buoyant that dense water was no longer formed [14]. The
resulting slowdown of the overturning circulation and reduction in heat transport
led to rapid cooling. Climate models project a slowdown of the overturning
circulation of about 30% over the next century, as a result of warming and
freshening of the surface layers of the ocean, although the magnitude and sensitivity
to change of the overturning varies widely between models.

The OC also plays an important role in the global cycles of carbon, nutrients, and
other properties. Sinking of organic matter transfers nutrients and carbon from the
surface to the deep ocean. Upwelling of deep water as part of the OC, particularly in
the Southern Ocean, returns nutrients to the surface ocean to support phytoplankton
growth [39]. Models suggest that nutrients upwelled and exported by the Southern
Ocean support 75% of global primary production north of 30°S [39]. Changes in
the overturning circulation would therefore be expected to influence global primary
productivity and ecosystem function [40]. Deep water is also rich in carbon and
the efficiency with which the ocean sequesters carbon dioxide from the atmo-
sphere depends on a balance between the outgassing from upwelled deep water
and the physical and biological processes acting to transport carbon into the ocean
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interior [41]. Projections of future climate change are sensitive to the rate of carbon
uptake by the ocean in climate models and therefore sensitive to the overturning
circulation. Atmospheric observations and coarse-resolution ocean model studies
have suggested that the carbon sink in the Southern Ocean has “saturated” in recent
decades, as a result of an increase in strength of the overturning circulation (and
hence increased outgassing of natural carbon from the deep ocean) in response to
stronger winds [41]. This result, however, may significantly change when ocean
eddy feedback processes are resolved [42]. The upwelling of carbon-rich
deep water will also affect the carbon saturation state and pH of surface waters,
with implications for calcifying organisms and marine ecosystems.

Seasonal and interannual climate variability is largely independent of the deep
ocean and OC. But as the timescale of climate variability increases, the deep ocean
becomes an increasingly important player. For example, a number of recent studies
have shown that sea surface temperature variations on multi-decadal timescales are
influenced by the overturning circulation (see [43] for a summary). These multi-
decadal anomalies in Atlantic sea surface temperature (SST), known as the Atlantic
Multi-decadal Oscillation, have in turn been linked to regional climate anomalies,
persistent drought, hurricane frequency, and fisheries production (see [44—46] and
references therein). On these timescales, the evolution of climate tends to be
dominated by the slow dynamics of the ocean rather than the atmosphere [47,
48], suggesting that it may be possible to exploit ocean information to improve the
prediction of these phenomena. For example, advection of salinity anomalies by the
OC can result in decadal variability of the OC and its heat transport, and therefore in
anomalies of sea surface temperature that drive decadal variability in the overlying
atmosphere [45].

Conceptual Models of the Overturning Circulation

Observations of the deep circulation (section Deep Ocean Circulation) reveal
features both consistent with (e.g., DWBCs) and at odds with (e.g., lack of evidence
of poleward flow in the interior) the simple pattern (Fig. 10.1) expected from
Stommel’s model for the deep circulation. The limited deep observations available
to date also reveal a variety of small-scale, energetic flows that complicate efforts to
observe and understand the overturning. The connections between the upper and
lower limbs of the overturning and the nature of the interior flows have been
particularly difficult to quantify and understand. Nevertheless, a more complete
conceptual model of the overturning circulation has gradually evolved over the past
25 years.

In the absence of other information, Stommel assumed the sinking at high
latitudes was balanced by uniform upwelling elsewhere. A consequence of uniform
upwelling was that much of the return to the upper ocean must take place in the
Pacific, the largest ocean basin. There must therefore be exchange pathways in the
upper ocean to return fluid upwelled in the Pacific and Indian Oceans to the Atlantic
to complete the loop. Broecker and Peng [49] were the first to refer to the resulting
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Fig. 10.6 An illustration of Broecker’s “Great Ocean Conveyor Belt,” modified to include sinking
of dense water near Antarctica and the interbasin connection provided by the Antarctic Circum-
polar Current around Antarctica. Red arrows indicate flows of warm water in the upper ocean; blue
arrows the flow of deep water (Illustration by Robert Simmon, NASA; used with permission)

global circulation pattern as a “conveyor belt” and to attempt to illustrate the
circulation with a two-layer schematic. Gordon’s [50] version of this schematic
included a more realistic representation of the regional currents and interbasin
exchanges involved in the global cell, and was the first to include estimates of the
transports carried by the various branches. A visually compelling cartoon of the
two-layer schematic published by Broecker [13] with the title “Great Ocean
Conveyor Belt” grabbed the imagination of many and was used in Broecker [14]
to illustrate the role of the overturning circulation in glacial—-interglacial cycles.
Figure 10.6 shows a version of the Broecker conveyor belt, modified to include the
Antarctic sources of deep water and the interbasin connection provided by the
Antarctic Circumpolar Current.

A series of authors have sought to add to the realism of Broecker’s schematic
diagram, while retaining the power of a simple representation of the flow.
Richardson [51] provides a very useful overview of the history of such diagrams.
Here a few of the major contributions are highlighted. Gordon ([52]; figure
reproduced in [51]) used a novel three-dimensional representation of the oceans
to represent the global nature of the overturning circulation, including the major
interbasin exchanges, alternating flows at different depths in each basin, and the
upwelling and mixing that link the upper and lower limbs. Schmitz [53, 54] revised
and colored Gordon’s scheme. Lumpkin and Speer [55] (Fig. 10.7) further revised
this schematic and added estimates of the transport of the major current branches.
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Fig. 10.7 A schematic view of the global overturning circulation. Color indicates approximate
density ranges. Red: upper; yellow: intermediate; green: deep; blue: bottom. Dashed arrows
indicate Indian-to-Atlantic westward exchange between Africa and the ACC (Format adapted
from Gordon [52] and Schmitz [53, 54]; from [55]; used with permission)

Several authors have refined two-dimensional schematics of the overturning.
In particular, the reports by Schmitz [53, 54] include a number of multilayer
pictures of the global overturning, an example of which is shown in Fig. 10.8.
These schematics were constructed by summarizing the results of a large number of
regional and global studies and are particularly notable because they are quantita-
tive, with an internally consistent set of transport estimates provided for each
branch of the circulation. Finally, the schematic of Lumpkin (modified by Speich,
2009, personal communication) is a recent attempt to convey the global overturning
in a more realistic fashion, including the major pathways, recirculating gyres,
interbasin exchanges, water mass transformations, and eddies (Fig. 10.9).

A number of recent results have called aspects of the “conveyor belt” view of the
overturning circulation into question [56]. The fact that an overturning circulation
exists in the ocean is clearly supported by ocean observations, model studies and
theory. However, it is becoming increasingly clear that it is inappropriate to think of
this flow as a continuous, steady “belt” of flow connecting the ocean basins. (This
was of course obvious from the start to the authors of early schematics of the
overturning circulation, but the conveyor belt metaphor has at times been interpreted
more literally than intended, perhaps a victim of its own success.) For example, the
DWBC in the Atlantic is apparently not as continuous as once believed [57].
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Fig. 10.8 A three-layer schematic of the global interbasin circulation by Schmitz [54]. Values in
circles represent transport in Sverdrups. UPOCNW designates upper ocean water, a combination
of upper layer water and intermediate water (From [54]; used with permission)

Eddies detrain and re-entrain fluid into the boundary current and into recirculation
gyres, diluting waters in the boundary current and spreading the flow over a larger
fraction of the interior of the basin. Floats have also revealed the importance of
interior pathways [58]. The fact that local, time-varying processes (e.g., wind
forcing, eddies, and recirculation gyres) can influence the transport of the DWBC
means that variations in the strength of the current with time, or with latitude, do not
provide an unambiguous indication of changes in the production of dense water in
the source regions, as once assumed [56]. Moreover, evidence is growing that both
the upper and lower limbs of the overturning are sensitive to wind and buoyancy
forcing and to mixing. For example, it is not clear whether it is more appropriate to
think of the overturning circulation as “pushed” by formation of dense water or
“pulled” by upwelling driven by winds in the Southern Ocean and by vertical mixing
[59]. Attribution of the cause of changes in the overturning is difficult because
variations may reflect the response to a range of physical processes (e.g., eddies and
wind) in addition to buoyancy forcing at high latitudes, as believed when the
“conveyor belt” concept was developed.

Observations of the Overturning Circulation

The transport of properties by the OC depends on the rate of overturning and the
difference in property concentration between the upper and lower limbs of
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Fig. 10.9 Transport of the overturning circulation at 24 N in the Atlantic. Gulf Stream transport
through the Florida Straits (blue), Ekman transport (black), upper mid-ocean transport (magenta),
and overturning transport (red). Transports in Sv, positive northward. Florida Straits transport is
based on electromagnetic cable measurements. Ekman transport is based on scatterometer winds.
The upper mid-ocean transport is the vertical integral of the transport per unit depth
down to 1,100 m. Overturning transport is the sum of Florida Straits, Ekman, and upper mid-
ocean transport. The mean =+ standard deviation of Gulf Stream, Ekman, upper-mid ocean, and
overturning transports are 31.7 £+ 2.8 Sv, 3.5 + 3.4 Sv, —16.6 + 3.2 Sv, and 18.5 £+ 4.9 Sv,
respectively (From [61]; used with permission)

the overturning; in many locations, the horizontal gyres also contribute to the
meridional transport of heat and other properties. Therefore observations of
the property transport by the OC must extend throughout the full depth and breadth
of the ocean basins. With present technology, this is generally not feasible because
of the expense of deploying a coherent array of current meter moorings across vast
regions of the ocean. However, while continuous, direct measurements of the global
OC are not yet possible, new approaches have been developed to allow monitoring
of the OC at particular locations. An important achievement in the last decade is
the first multiyear time series of the meridional mass transport contributing to the
overturning circulation in the Atlantic sector.

For example, an array of instruments has been deployed to measure the
overturning circulation crossing 26.5°N in the Atlantic [60-62]. Figure 10.9
shows a 3.5 year time series of the transport of individual components of the OC:
the Gulf Stream at Florida Straits, the interior flow in the upper ocean, and the
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Ekman transport. The mean overturning is 18.5 Sv (1 Sv = 10° m? s_l), with
a standard deviation of 4.9 Sv and a standard error of 1.5 Sv. The fact that the sum
of the individual components approximately conserves mass provides additional
confidence that the transport estimates are robust [62]. The measurements reveal
significant high-frequency variability of the OC on several timescales, underscoring
the need for both continuous sampling to avoid aliasing and for long time series to
detect trends. The continuous time series is providing new insights into the dynam-
ics of the OC, including identification of the mechanisms responsible for variability
of the OC on different timescales (e.g., [63]).

The 26.5°N array exploits the fact that the net geostrophic transport between two
points on a latitude circle can be determined from measurements of the pressure
difference between the two points. Therefore the volume transport in the interior
can be estimated from measurements on either side of the basin, without the need
for a coherent array of instruments spanning the basin. This works well at 26.5 N in
the Atlantic because of the particular geometry of the basin there. The strong flows
in the boundary currents over the continental slope on the western side of the basin
need to be measured directly.

The end-point monitoring approach has also proved effective at 16°N in the
Atlantic, where the time series of North Atlantic Deep Water export is now more
than 9 years long [64, 65]. Flows in the eastern basin contribute little to the net
transport. The near-rectangular geometry of the western Atlantic basin allows the
OC to be monitored with a small number of instruments and thus is very cost-effective.
As found at 26.5°N, the transport of the lower limb of the OC is highly variable on
short timescales (Fig. 10.10). Despite the large high-frequency variability, the
time series is of sufficient duration to detect a weakening trend (significant at 85%),
corresponding to a 3 Sv reduction in the NADW export over the duration of the record.

The demonstration that continuous measurements of the basin-scale overturning
circulation can be made using a small number of instruments is a remarkable
achievement. However, the subtropical North Atlantic represents a special case
where the near-rectangular geometry of the ocean basins means that the end-point
monitoring approach can capture most of the flow. Array design studies using
general circulation models [66, 67] have identified some of the requirements for
a basin-scale observing system for the overturning circulation. Where barotropic
flows make a significant contribution to the mass and heat transport, they need to be
measured directly and cannot be inferred from observations at the end points of
a section. Where western boundary currents are broad (e.g., over sloping topogra-
phy), extensive, and expensive, moored arrays may be required to resolve them.
Complex bathymetry and barotropic flows in the ocean interior also need to be
resolved, for example at subpolar latitudes where the gyre circulation makes
a significant contribution to the net heat flux. For accurate estimates of property
transports, these measurements need to be horizontally coherent to capture the
correlations of velocity and temperature that are responsible for heat transport.
In other words, at most latitudes, direct observations of the overturning circu-
lation require massive moored arrays that are not feasible with present technology
and resources.
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Fig. 10.10 Top: the 9°N array in the western basin of the Atlantic. Lines with red dots indicate
end-point moorings; yellow diamonds indicate inverted echo sounders with pressure sensors
(PIES). Bottom — Absolute transport of NADW through the array from end-point moorings with
density sensors. The long-term mean is 14.9 Sv (southward) (From [65], used with permission)

While basin integrals of the OC are not yet feasible at most latitudes, major
currents contributing to the overturning circulation have now been measured at
several locations, in particular in the dense overflows and along the deep western
boundary current carrying NADW southward [60, 68, 69]. These measurements
have generally spanned the overflow or deep western boundary current, but not the
flows in the interior of the basin. The presence of recirculation gyres offshore of the
DWBC, usually not resolved by the moored arrays, often makes it difficult to use
these measurements to infer the overall strength (or throughflow) of the OC [69].
However, they do provide robust estimates of a primary pathway of the deep limb
of the overturning. The DWBC estimates can be combined with measurements in
the ocean interior (e.g., from hydrographic sections) to estimate the OC and net
meridional transport. They also provide valuable constraints for ocean state
estimates and for the testing of ocean models.
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Some current measurements have been made of the DWBC systems in the
Indian and Pacific, but they are typically of less than 2-years duration and often
lack the supplementary information needed to estimate the basin-wide overturning.
As a consequence, estimates of the strength of the OC in the other ocean basins vary
over a wide range (e.g., [70-73]). Examples of DWBC measurements include the
flows carrying Antarctic Bottom Water (AABW) northward adjacent to the
Kerguelen Plateau [74], into the Argentine Basin [75], through the Vema Channel
to the Brazil Basin [76], and crossing the equator to enter the North Atlantic [77];
the flow entering the Indian Ocean through the Madagascar [78] and Perth Basins
[79]; and the Pacific DWBC at 30°S [80], the Samoa Passage [81] and at 5°N [82].

Observations of Change in the Deep Ocean

In climate models, deep ocean heat uptake has been found to be well correlated with
the climate sensitivity of the model, with greater ocean heat uptake implying
a larger commitment to future warming and sea-level rise [83, 84]. In fact, the
degree to which the deep ocean takes up heat may be the largest uncertainty in
determining climate sensitivity [19]. A similar argument applies to the ocean
uptake of carbon dioxide. Hence deep ocean measurements are central to reducing
uncertainty in projections of global warming and sea-level rise. Observations
suggest that warming of the deep ocean has contributed about 20% of the
total increase in ocean heat content over the last decade or so [17].

While time series measurements are sparse in the deep ocean, there is increasing
evidence of changes in properties and circulation. For example, the Antarctic
Bottom Water (AABW) exported from the Southern Ocean to ventilate the abyss
of each ocean basin has warmed in recent decades [17, 85-90] (Fig. 10.11). The
changes in deep ocean temperature are sufficient to account for a significant
fraction of the global energy imbalance [16, 18, 72, 87]. Reference [17] has
estimated that the warming below 4,000 m depth and below 1,000 m south of the
Subantarctic Front contributes about 0.09 W m ™~ to the global heat budget (com-
pared to 0.5 + 0.18 W m ™~ for the 0-700 m layer of the ocean [91]). This
contribution to the planetary energy budget will grow in importance as the anthro-
pogenic warming signal propagates to increasing depth with time. The warming
below 4,000 m contributes about 0.1 mm year ' to global sea-level rise, while the
warming below 1,000 m in the Southern Ocean contributes about 1 mm year™' of
sea-level rise there. These new studies complement previous results [16, 92, 93],
indicating significant warming between 700 and 3,000 m in the North Atlantic
Ocean. The dynamical mechanism responsible for the observed abyssal warming is
not yet known, but a recent study has highlighted the importance of wave-like
motions that can rapidly transfer anomalies over large distances [94]. In this case,
the warming of the deep North Pacific was traced back to changes in air-sea heat
exchange at the sea surface off the coast of Antarctica, south of Australia.

The possibility that increased freshwater input to the high latitude ocean could
cause a slowing of the thermohaline circulation and changes in climate has focused
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Fig. 10.11 Mean local heat fluxes through 4,000 m implied by abyssal warming below 4,000 m
from the 1990s to the 2000s, with 95% confidence intervals. Basin boundaries (thick gray lines)
and 4000 m isobaths (thin gray lines) are shown. The local contribution to the heat flux through
1,000 m south of the SAF (maroon line) implied by deep Southern Ocean warming from 1,000 to
4,000 m is also given (maroon number) with its 95% confidence interval (From [17]; used with
permission)

considerable interest on the high-latitude freshwater budget. Changes in upper
ocean salinity have been observed in each of the ocean basins, with an increase in
salinity in the subtropical evaporation zones and a decrease at higher latitudes that
is consistent with a more vigorous hydrological cycle and increased supply of
meltwater at high latitudes [91, 95-97]. Numerous studies documented
a freshening of North Atlantic Deep Water between the mid-1960s and the mid-
1990s, when an atmospheric circulation pattern known as the North Atlantic
Oscillation (NAO) evolved to an extreme positive state (e.g., [98]). The freshening
reversed in the mid-1990s. Weakening of westerly winds in the mid-1990s to mid-
2000s caused a reduction of deep convection in the Labrador Sea, a slowing and
contraction of the subpolar gyre, and a northward advance of warm saline subtropi-
cal waters [99—104]. The NAO-induced upper ocean changes were rapidly trans-
ferred to deeper levels, causing an increase in temperature and salinity of
deep waters [105-107].

While measurements are sparse in the Southern Ocean, several recent studies
have detected changes in the salinity of Antarctic Bottom Water [86, 108—112]. The
Ross Sea and Adélie Land regions supply about 40% of the total input of AABW
[21]. Most of the AABW exported from both sources passes through the Australian
Antarctic Basin, making it a good place to monitor changes in properties of the
AABW formed in the Indian and Pacific sectors. The deep temperature—salinity
relationship has changed throughout the basin in recent decades, with a shift toward
fresher and lighter bottom water observed in the deepest 1,000 m of the water
column [113]. References [110, 114, 115] suggest that the most likely source of the
additional freshwater is basal melt of glacial ice in the Pacific sector. Enhanced
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basal melting there has been linked to warmer ocean temperatures [116].
In contrast, in the Weddell Sea the situation is ambiguous, with freshening of
bottom water in the west [117] and a slight increase in the salinity of deep water
in the east [89].

The evidence from the North Atlantic and the Southern Ocean suggests that
the dense water sinking in both hemispheres responds to changes in the high
latitude freshwater balance, and rapidly transmits this climate signal to the
deep ocean. However, in only a few places are the observations sufficiently
frequent to avoid aliasing of interannual variability. Expanded arrays of con-
tinuous measurements of deep ocean properties are needed to better understand
the OC and its response to changes in forcing.

An Observing System for the Deep Ocean
and Overturning Circulation

Measuring the OC poses a significant challenge. The OC extends throughout the
global ocean, reaches from the sea surface to the sea floor, and consists of both
intense narrow boundary currents and broad flows in the ocean interior. In essence,
measuring the OC and associated heat and freshwater transport requires
observations of the global, full-depth, three-dimensional, time-varying flow of the
ocean. The tools to do this do not yet exist. Indeed, the deep ocean remains
essentially unmeasured by the present ocean observing system, at least in
a continuous sense. Nevertheless, substantial progress has been made in recent
years, as discussed above. Building on this foundation, the international community
recently developed a strategy for sustained observations of the deep ocean and
overturning circulation [118], in the context of a decadal review of the status and
prospects for global ocean observations known as OceanObs09 [119, 120]. In the
following, the strategy for deep ocean observations developed by that community
effort is summarized.

Building Blocks for an Observing System for the OC
and Deep Ocean

An observing system for the transport of the OC and deep currents needs to rely on
a combination of approaches. For some science questions (e.g., quantifying the
transport of the OC), focused arrays of instruments are needed in key pathways of
the circulation; for others (e.g., quantifying ocean heat content and its contribution
to sea-level rise), broad-scale measurements are needed to track the evolving
inventory of climate-relevant variables. In this section, the tools available for
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sampling the transport and inventory of the deep ocean are described; the following
section outlines an initial strategy for their deployment.

Much of the transport of the OC is carried in narrow boundary currents and
therefore direct velocity measurements are needed there. Both the surface-
intensified but deep-reaching western boundary currents of the subtropical and
subpolar gyres, and the deep western boundary currents that dominate the abyssal
flow need to be measured. Boundary current transports can be observed using
current meter arrays incorporating point measurements and profiling instruments
(e.g., acoustic Doppler current profilers (ADCPs)), cables, pressure gauges, and C-
PIES (an Inverted Echo Sounder ((IES)) equipped with a pressure sensor (P) and
a current meter (C); the combination provides a cost-effective means of monitoring
the ocean, especially in the vicinity of strong currents [121]).

The full-depth volume transport in the interior of deep basins can be inferred
from deep hydrographic measurements near the end points (from moorings, ships,
gliders, or in some cases C-PIES), using the geostrophic relationship, supplemented
by additional measurements over the sloping topography at the basin boundaries or
mid-ocean ridges. Estimates of the transport of other properties (e.g., heat, fresh-
water, carbon), on the other hand, require knowledge of the covariance between
velocity and concentration and cannot, in general, be made from end-point
measurements alone. Given the prohibitive cost of a coherent “picket fence” of tall
moorings spanning ocean basins (and the lack of moored sensors for some properties of
interest), repeat hydrographic sections are in most cases the only approach available for
estimating property fluxes over the full ocean depth. In some locations, where a close
relationship exists between an integral property (e.g., acoustic travel time) and a single
mode of variability of vertical profiles of temperature and salinity, property fluxes can
be measured using a coherent array of C-PIES.

While the main focus of the entry is on the deep ocean, the OC of course includes
flows in the upper ocean as well. To measure the OC, measurements of boundary
currents and interior flows in the upper ocean are needed, including the wind-driven
Ekman transport in the surface layer. Strategies for measuring the upper ocean are
summarized in [119, 120].

Measurements of the evolving inventory of heat, freshwater, carbon, and other
properties rely heavily on deep repeat hydrography [122]. Hydrographic sections
remain the only tool available to sample the deep ocean over broad scales and the
only way to collect samples for biological and biogeochemical analyses. The signal
of change will appear first and be most prominent near the dense water overflows
and along the main pathways of the deep circulation; hence these areas need to be
sampled more frequently. Moored instruments provide the only means to obtain
continuous time series of ocean currents and water properties and are therefore
a key part of the armory, despite their relatively high cost and therefore limited
spatial distribution. Repeat glider transects can also contribute to this goal. Remote
sensing from satellites (e.g., altimetry and gravity measurements) or by acoustic
means (e.g., acoustic tomography and thermometry) can provide integral
constraints on ocean heat content [123]. However, each of these tools has
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Fig. 10.12 Schematic of the global ocean overturning circulation. Red indicates upper ocean flow,
blue and purple are deep flows, and yellows and greens represent transitions between depths. The
proposed observing system includes repeat hydrography (dashed yellow lines; solid bold yellow
lines indicate higher frequency repeat lines); basin-scale arrays of moorings and repeat hydrogra-
phy for main transport lines (bold black lines); and moored arrays across deep boundary currents
and interbasin exchanges (stars) and in the primary AABW outflows (hexagons). White stars
indicate locations of existing arrays; yellow stars indicate recommended new arrays. For clarity,
some components of the proposed observing system are omitted (e.g., floats and broad-scale
mooring array, see [129]). Base map from S. Speich, adapted from R. Lumpkin (From [118];
used with permission)

limitations and as a result, changes in full-depth ocean heat content and other
properties over most of the ocean can still not be measured accurately.

Because the reliance is on a variety of incomplete or indirect measurements to
observe the overturning circulation and deep currents, analysis approaches such as
inverse methods or state estimation are often required to combine the observations
in a dynamically consistent manner and to interpolate between sparse observations.

A Strategy for a Deep Ocean Observing System

An initial strategy for sustained observations of the OC and deep ocean was
articulated by Rintoul et al. [118] and is summarized here and in Fig. 10.12. For
further detail, see [118] and references therein.

To understand the response of the OC and associated property transports to
changes in forcing, measurements are needed at several latitudes to allow the
meridional coherence of the OC to be assessed and understood. The partitioning
of the meridional heat transport between the overturning and horizontal gyre
circulations, for example, differs strongly with latitude [124]. Model studies
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suggest that the meridional coherence of the AOC has different timescales at
different latitudes, with stronger decadal variability in the subpolar regime and
stronger high-frequency variability in the subtropics [125, 126]. Other model
studies suggest that measurements at a single latitude in each basin of the Atlantic
might be sufficient to detect OC changes on multidecadal scales, but that
measurements at additional latitudes are needed to capture interannual to decadal
variability and to understand the role that interocean and interbasin exchanges play
in the OC and climate [124, 127].

Basin-wide monitoring of the Atlantic OC and meridional heat and freshwater
transport is therefore needed in the subpolar and subtropical North Atlantic, at low
latitudes, and in the South Atlantic. Based on relevance, feasibility, and the value of
continuing existing time series, arrays at 47°N, 26.5°N, 9°N, and 35°S are
recommended. The existing monitoring arrays at 26.5°N and 9°N need to be
maintained. At 47°N and 35°S, interior measurements of water properties
and velocity are needed, as well as boundary arrays and end-point monitoring.
Closure of the Labrador Basin with a full-depth transport and flux array is also
recommended to monitor the production and export of Labrador Sea Water, an
important contributor to the Atlantic OC and a region known to be sensitive
to climate variability such as the North Atlantic Oscillation.

Measurements of key components of the OC and deep circulation need to be
made in additional locations, where basin-wide monitoring is not possible. Existing
long-term measurements of dense overflows and boundary currents in the Atlantic
must be continued (see Table 1 of [60] for the location of these measurements).
A new array is needed at Cape Farewell to measure the combined flux of the
Denmark Strait and Faroe Bank Channel overflows [128]. Monitoring of the
boundary currents in the South Atlantic needs to be enhanced [129]. The major
pathways for interbasin exchanges (the Southern Ocean and Indonesian
Throughflow) need to be monitored [130—132]. The southern hemisphere dense
overflows and boundary currents carrying ventilated water northward also need to
be measured for a complete understanding of the global OC [133].

Repeat hydrography will remain the backbone of the broad-scale deep ocean
observing system [122]. The recommended repeat hydrographic lines are shown in
Fig. 10.12; these lines have been identified as high priority by the Global Ocean
Ship-based Hydrographic Investigations Program (GO-SHIP) and commitments for
future occupations exist for most of these sections. On each section, top-to-bottom
measurements of temperature, salinity, oxygen, carbon, nutrients, and transient
tracers are needed. More frequent sections are recommended near the dense water
overflows and boundary currents, where the signal of change is evolving more
rapidly (see [122] for the rationale and recommended sampling frequency for
specific sections).

The repeat hydrography program , while essential, is still far from adequately
sampling the deep ocean, given the infrequent sampling in space and time. The
OceanSITES network of long-term time series stations will make an important
contribution [134] and needs to be well-integrated with other deep-ocean observing
systems, such as observatories established for geophysics or other applications.
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In addition to maintaining the existing observing systems for deep ocean velocity,
heat, salt, and carbon, there is a critical need to develop new, cost-effective,
technologies for observing the deep ocean. Profiling floats capable of deeper
profiling would allow broad-scale, sustained sampling of deep ocean properties for
the first time. As well as the technological advances necessary to achieve this, design
studies are needed urgently to determine the appropriate investment and deployment
strategy for deep floats. Deep gliders could also make an important contribution and
prototypes are being tested now that are designed to profile to 6,000 m depth. Near-
continuous time series are needed to avoid aliasing and to determine the spectrum of
deep variability. The OceanSITES network will make a significant contribution to
this goal. Development of long-term moorings with the ability to transfer data to the
surface (e.g., using expendable data capsules, acoustics, or other means) is needed to
allow time series to be measured in remote ocean locations in a cost-effective
manner [129]. Development of new sensors and platforms to measure carbon and
other biogeochemical parameters is essential to improve the ability to track the
evolving ocean inventory of carbon and acidification.

Status and Prospects

The observing system depicted in Fig. 10.12 is at various stages of readiness and
commitment. Most of the hydrography lines have commitments for ongoing
repeats, with a repeat time of 5-10 years. Several lines at high latitude are being
repeated more frequently (indicated as solid lines in Fig. 10.12; see [122] for
details). The moored arrays identified in Fig. 10.12 are, from a technology stand-
point, ready to go now. More than 20 moored arrays and repeat lines have already
been established in the Atlantic basin, as described in more detail in [60]. Many of
these have a multiyear commitment. Each of the Southern Ocean sites identified by
hexagons in Fig. 10.12 has been sampled with a moored array of at least 1-year
duration in the last decade. The three Weddell Sea sites have been maintained for
more than 8 years and are still underway. There are fewer established, long-term
moored arrays in the other ocean basins, although pilot experiments are planned or
are underway for most of the sites indicated in Fig. 10.12.

Overall, a large fraction of the recommended observing system for the deep
ocean and OC already exists or is being developed — in particular, those components
that rely on existing technology. On the other hand, the tools available today leave
vast blind spots in the deep observing system: there are no means of making broad-
scale, sustained measurements of the properties and circulation of the deep
ocean. Three particular elements that are under development would make this
possible: Floats capable of profiling throughout the full ocean depth; gliders
capable of full-depth, basin-scale missions; and long-endurance moorings with
data telemetry capability. For the nonphysical parameters (e.g., carbon, nutrients,
biological variables), new sensors suitable for deployment on autonomous vehicles
and moorings are urgently needed.
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Future Directions

The overturning circulation and deep ocean strongly influence phenomena of
direct relevance to sustainability, including climate change and variability, sea
level, temperature and precipitation patterns over land, global biogeochemical
cycles, and marine productivity. Despite its importance, observations of the deep
ocean remain scarce, limiting the ability to understand and predict the overturning
and deep circulations, their response to changes in forcing, and the impact of
change. However, substantial progress has been made in recent years, including
the first time-series measurements of the strength of the overturning circulation in
the Atlantic, the discovery of new current pathways in the deep ocean, evidence
for widespread changes in the deep ocean, and a deeper appreciation of the role of
the deep ocean and overturning in the climate system. Building on these advances,
the community has recently articulated a strategy for sustained observations of the
deep ocean and overturning. New tools are needed before a comprehensive
observing system for the deep ocean can be established and many of these
technologies are under development. An ongoing challenge is the need to com-
plete the transition from a collection of distinct observing elements to an
integrated, coherent observing system.
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