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Chapter 1

Cellular response to mechanical stress

C.S.N.B. Garcia, P.R.M. Rocco, M.M. MORALES

Acute respiratory distress syndrome (ARDS), the most severe form of acute lung
injury, is a common severe inflammatory disease of the lungs and has a mortality
rate of at least 30% [1-4]. Mechanical ventilation is a critical component of the
treatment of patients with ARDS and is often lifesaving for these patients. However,
its improper use can worsen, or even cause lung injury, in a condition referred to
as ventilator-induced lung injury (VILI).

There are four basic mechanisms that can lead to the development of VILI,
including gross air leaks (barotrauma) [5], diffuse alveolar injury due to overdis-
tension (volutrauma) [6-8], injury to repeated cycles of recruitment/derecruit-
ment of distal lung units (atelectrauma) [9, 10], and the most subtle form of injury,
due to release of mediators from the lung (biotrauma). VILI is determined by the
dynamic and continuous interaction between the morphologic and mechanical
characteristics of the lung and the ventilator settings. Lungs of patients with ARDS
are heterogeneously damaged; hence, mechanical ventilation with normal or even
low tidal volumes [11, 12] and application of positive end-expiratory pressure
(PEEP) levels can lead to regional lung injury.

Cells comprising the lung parenchyma, airways, and pulmonary and bronchial
vascular system are normally subjected to a variety of passive and active mechani-
cal forces associated with lung inflation and vascular perfusion as a result of the
dynamic nature of lung function. Abnormal physical forces applied on lung tissues
play a critical role in many pathological situations, such as ARDS and VILL
However, how mechanical forces induce their deleterious effects needs to be
clarified. Over the past few years, interest in mechanical stimulation and its role in
the regulation of cell structure, function, and metabolism has been increased. In
vitro studies have shown that cells subjected to stress or strain exhibit a diverse and
extensive range of responses, including proliferation, differentiation, gene expres-
sion, and synthesis and secretion of proteins. Furthermore, both the pattern and
the degree of stretch are important in determining cellular responses.

In the present review, the current basic and clinical status of the mechanisms
of sensing and converting inappropriate mechanical stretch into cytotoxic and
inflammatory mediators, and extracellular matrix (ECM) remodelling are dis-
cussed, giving emphasis to VILI and ARDS. The focus of the discussion is the
modulation of intracellular pathways by mechanical forces. A better understanding
of the key players at the cellular and molecular levels may allow identification of
targets for the treatment of patients with ARDS and for the prevention of VILI.
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Mechanical stimulus

Although physical forces are often designated by imprecise terms, such as ‘stretch’
or ‘distension,” they are more accurately defined as follows: ‘stress’ (force per unit
of area) or ‘strain’ (any forced change in length in relation to the initial length).
When the forces are parallel to the plane, the stress is called ‘shear stress;’ when the
stress is directed toward the part on which it acts it is called ‘compressive stress,’
whereas when it is directed away from the part on which it acts it is called ‘tensile
stress.” Shear, compressive, and tensile stresses, respectively, resist the tendency of
the parts to slide, approach, or separate under the action of applied forces. A stretch
is a ‘tensile strain,” a shortening is a ‘compressive strain,” and an angular distortion
is a ‘shear strain’ [13].

In the lung, strain may be more prominent in cells of the alveolar epithelium
during breathing. In pathophysiological states, such as ARDS, as a consequence of
increased lung elastic recoil and the heterogeneity of alveolar ventilation, the
magnitude of the mechanical strain is altered and cell distortion is increased [14].
Shear stress mainly occurs in conducting airways due to airflow, and in the vascular
system as a consequence of blood flow [14, 20]. However, the endothelium may also
be subjected to strain and hydrostatic pressure. Elevated transmural pressure in
extra-alveolar vessels can result from an increase in lung volume, as a consequence
of lung interdependence—assuming that the luminal pressure remains constant
[15-17] —whereas increased filtration across alveolar microvessels may be conse-
quent to surfactant inactivation [18, 19]. Additionally, shear stress may act in other
cells, e.g. the effects of pleural fluid on pleural mesothelial cells and the fluid layer
on airway and alveolar epithelial cells [20]. Shearing forces can also potentially
occur in alveoli under pathophysiological conditions, such as in ARDS in which
oedema fluids flood the air space. The repetitive opening of distal lung units during
inspiration and their collapse again during expiration also results in high shear
stress [9, 10]. High inspiratory airflow enhances tensile stress across alveolar
surfaces, resulting in greater transmission of kinetic energy to underlying struc-
tures [21]. Elevated airflows also increase the shear stress parallel to the surface of
the airways and alveolar walls [21, 22]. Finally, strain can be generated by cytoske-
letal rearrangements (such as actin contraction), leading to the transmission of
tension throughout the cell, including the nucleus [20].

In addition, the types of physical forces also differ depending on the part of the
cell where they act. For example, the fluid layer applies pressure on the airway and
alveoli, and fluid shear stress applies pressure on the apical surface of epithelium,
whereas distension of the basement membrane results in stretching of the basola-
teral surface of epithelial cells. These different types of physical forces acting on the
same cell may activate different signal transduction pathways that mediate diverse
biological functions.
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Putative mechanisms for mechanotransduction

Mechanotransduction means the conversion of mechanical stimuli into intracel-
lular biochemical and biomolecular alterations. How cells sense (mechanosensors)
and convert mechanical forces into biological and biochemical signals to cause
changes in gene expression and cell metabolism remains poorly understood.
Common mechanosensors include stretch-sensitive ion channels [23], integrin
receptors and focal adhesion complexes [24-27], and growth factor receptors.
These mechanosensors subsequently activate and interact with various intracellu-
lar events, including: (1) generation of second-messenger molecules; (2) activation
of specific protein kinases; (3) phosphorylation and activation of participating
signalling molecules; (4) amplification through enzymatic cascades; and (5) modu-
lation of gene expression. In the nucleus, physical forces can exert their effects by
influencing expression of immediate early-response genes [c-fos, c-jun, c-myc, JE,
ETS-like protein (ELK)-1, activation protein (AP)-1, specificity protein (SP)-1,
nuclear factor (NF)-«B, and early growth response (Egr)-1], which encode proteins
related to transcriptional factors and signal transduction [28]. Transcriptional
factors are DNA-binding proteins that regulate gene expression. Of these, NF-kB
has received especial attention. Several in vivo and in vitro studies have shown that
lung-tissue stretching up-regulates NF-«xB [29-32]. Current evidence suggests that
the activation and control of NF-xB play a critical role in the generation and
propagation of the cytokine response in VILL. NF-kB itself contains a DNA shear-
stress response element at its promoter region, and NF-kB protein binds to several
inflammatory mediators, such as interleukin (IL)-6, IL-8, IL1-B, and tumour necro-
sis factor (TNF)-a [33], thereby perpetuating inflammatory processes. NF-«kB is
likely important in the generation of inflammatory responses that occur in patients
with ARDS [34].

Due to the complexity of the pulmonary structure, the possible mechanisms of
mechanical stimulation and the potential cellular responses may vary extensively.
There are a diversity of cell types and physical forces to which cells are exposed.
Furthermore, different types of stimuli may use the same signalling pathway to
coordinate cell activity.

Mechanically activated ion-channels pathway

Calcium represents one of the most common molecules that mediate the intracel-
lular signalling initiated by mechanical stress. Mechanical stretch increases Ca>"
influx via a mechanosensitive cation channel that might be inhibited by gadolinium
(a nonselective inhibitor of stretch-activated ion channels) and verapamil (a bloc-
ker of Ca®* channels) [35-37]. This stretch-induced changein Ca*"homeostasis has
been demonstrated in cultured pulmonary arterial smooth muscle cells [35], arte-
rial endothelial cells [38], airway epithelial cells [39], and foetal rat lung cells [36].
Mechanical stretch also commandeers protein tyrosine kinases (PTK), which acti-
vate phospholipase C-vy (PLC-vy) via tyrosine phosphorylation. PLC-y mediates the
hydrolysis of phosphatidylinositol 4,5-bisphosphate (PIP,) to produce inositol
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1,4,5-trisphosphate (IP3) and diacylglycerol (DAG). IP; mobilises Ca*" from intra-
cellular storage. DAG, in the presence of intracellular and extracellular ca’t,
activates protein kinase C (PKC). PKC and other signals are able to activate
transcriptional factors (c-fos) that bind to special response elements, such as
stretch response elements (SRE), shear-stress response elements (SSRE) [40] and
12-O-tetradecanoylphorbol 13-acetate (TPA)-responsive elements (TRE) [41], thus
increasing gene expression (Fig. 1). A 6-bp element, sensitive to various types of
mechanical forces, constitutes the SSRE core. The shear TRE, a divergent phorbo-
lester tissue-responsive element, exhibits the ability to transduce mechanical sig-
nals to transcriptional events. Amplified gene expression and other pro- and
anti-inflammatory molecules control the pathogenesis of VILI and ARDS (Fig. 1).
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Fig. 1. Summary of the mechanically activated ion-channel pathway. Mechanical forces
induce Ca** influx via a mechanically activated ion channel. Mechanical stretch also
activates protein tyrosine kinases (PTK) that activates phospholipase C-y (PLC-y) via
tyrosine phosphorylation. PLC-y mediates the hydrolysis of phosphatidylinositol 4,5-bi-
sphosphate (PIP,) to produce inositol 1,4,5-trisphosphate (IP;) and diacylglycerol (DAG).
IP; mobilises Ca>* from intracellular storage sites. DAG, in the presence of intracellular and
extracellular Ca>*, activates protein kinase C (PKC). PKC and other signals activate trans-
cription factors (c-fos) that bind to special response elements, such as stretch response
elements (SRE), shear-stress response elements (SSRE), and the shear TRE element, thereby
boosting gene expression
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Plasma membrane stress-disruption pathway

Plasma membrane disruption has been demonstrated by a number of mechanisms,
including laser confocal microscopy, electron microscopy, and up-take of high-
molecular-weight fluorescent dextran [42-44]. The maintenance of plasma mem-
brane integrity undoubtedly plays an important role in intracellular signalling
pathways. Structural damage to cells leads to an elevation in intracellular free Ca*"
concentrations, leading to the influx of extracellular Ca*t and to the release of
intracellular Ca** stores [45]. Changes in Ca®* homeostasis can affect signalling
pathways and induce PKC activation. Traumatic breaks in the plasma membrane
in response to mechanical stress [46] and changes in Ca®" concentration [47] can
induce an increase in c-fos expression. Plasma-membrane stress disruption also
induces the translocation and activation of NF-xB into the nucleus [46]. PKC,
activated NF-kB, and c-fos can induce transcription of early-response genes and
bind to SRE to activate gene transcription [48].

Matrix-integrin-cytoskeleton pathway

Cells are attached to neighbouring cells and to the ECM via transmembrane
receptors of the cadherin and integrin families, respectively. On the cytoplasmic
face of the cell membrane, these receptors are coupled, either directly or indirectly,
to a large number of cytoskeletal plaque proteins, which, as a group, form the focal
adhesion complex (FAC). This complex provides a structural connection to al-
lowing signal transmission from the ECM to cells [49]. The tensegrity model,
proposed by Ingber [50], predicts that cells are hard-wired to respond immediately
to mechanical stresses transmitted over cell-surface receptors that physically cou-
ple cytoskeleton to extracellular matrix (e.g. integrins). The FAC serves as a
macromolecular scaffold that mechanically couples the cytoplasmic portion of
integrins to the actin cytoskeleton. The FAC contains various types of molecules,
including those associated with actin (e.g. vinculin, talin, paxilin, and o-actin),
focal adhesion kinase (FAK), kinases of the Src family, oncogene products, signall-
ing molecules (e.g. tyrosine and serine protein kinases, and inositol lipid kinases),
and some growth factor receptors. These molecules represent key candidates for
transforming mechanical stimuli into biochemical signals. Cell stretch increases
total protein tyrosine kinase activity, and induces an association of the activated
signalling intermediate pp60°" with the cytoskeleton [51]. Mechanical stimulation
may also directly alter the activity of receptor tyrosine kinases, such as Flk-1,
thereby changing the association of integrins with Shc, activating Ras and
downstream extracellular-signal-regulated protein kinase (ERK) and c-Jun amino-
terminal kinase (JNK) pathways, which in turn lead to transcriptional activation of
AP1-TRE-mediated gene expression [52]. A series of non-identified pathways acti-
vate subgroups of the mitogen-activating protein kinases [(MAPK), p38 kinase,
stress-activated protein kinase (SAPK), JNK, and ERK 1] [53], and transcription
factors, such as Egr-1 and SP-1 [54, 55]. Subsequently, this diversity of molecules
may activate NF-xB and/or, through other mechanisms, gene transcription. Mem-
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bers of the integrin family can also regulate NF-kB action through activation of an
inhibitor of NF-xB kinase (IKK). This, in turn, mediates the release of NF-kB from
an inhibitor of NF-«B (IxB) by phosphorylation, and the subsequent translocation
of NF-«B to the nucleus. Activation of members of the MAPK family and NF-xB
induces transcription of early-response genes and binding to SRE to activate
transcription [48]. Thus, amplified gene expression and other pro- and anti-in-
flammatory molecules control the pathogenesis of VILI and ARDS (Fig. 2).

MECHANICAL

-

‘\\\n 7
\ GENE EXPRESSION

Fig. 2. Extracellular matrix (ECM)-integrin-cytoskeleton pathway. Integrins maintain a close
relationship with ECM, actin-associated molecules (e.g. vinculin, talin, paxilin, and a-actin),
focal adhesion kinase (FAK), kinases from Src family, oncogene products, signalling mole-
cules (e.g. tyrosine and serine protein kinases, and inositol lipid kinases), and some growth
factor receptors. Mechanical forces may alter the activity of receptor tyrosine kinases (Flk-1),
changing the association of integrins with Shc, activating Ras and downstream ERK and JNK
pathways. These events, in turn, lead to gene expression mediated by TPA-responsive
elements (TRE). Through a series of non-identified pathways, MAPK, p38 kinase, stress-ac-
tivated protein kinase (SAPK), c-Jun amino-terminal kinase (JNK), and transcription factors
[early growth response (Egr)-1, specificity protein (SP)-1] are activated. Subsequently, these
molecules may activate nuclear factor (NF)-xB and/or, through other mechanisms, gene
expression. Members of the integrin family can also regulate NF-«B action by means of the
activation of an inhibitor of NF-xB kinase (IKK) that mediates the release of NF-xB from
the inhibitor of NF-kB (IxB), and the subsequent translocation of NF-kB to the nucleus.
Activation of members of the MAPK family and NF-«xB can induce transcription of early-
response genes and bind to stretch response elements (SRE) to activate transcription
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The cytoskeleton elements can be reorganised to increase the efficiency of
transmitting signals from ECM into the cell interior. The pulling of integrins by
micropipettes reoriented cytoskeleton filaments, distorted nuclei, and redistribu-
ted nucleoli along the axis of the applied tension [56]. Mechanical-stress-induced
changes in the cytoskeleton may alter the function of structural molecules that
comprise the cytoskeleton and nucleus, including some critical regulatory proteins
[57]. Changing structural arrangements within the cytoskeleton and nuclear matrix
may expose or obscure internal molecular binding sites, release mechanical cons-
traints for molecular remodelling, or change the porosity of the network [57]. This
ECM-integrin-cytoskeleton interconnectedness could be very important for cells
adapting to changes in their external environment.

Cell-cell interaction

Mechanical-force-initiated intercellular signalling is transmitted through several
types of intercellular communication, which may involve autocrine, paracrine, and
juxtacrine interactions. Cells commonly use cytokines, growth factors, and other
small soluble factors for communication [58-63]. Messages can also be transmitted
directly from one cell to another through cellular junctions [64-67] or by cell-ma-
trix interaction [68-70].

Soluble factors

Autocrine and paracrine mechanisms of cell-cell interactions are important for
mechanical-force-initiated signalling. There is evidence of hormone production by
lung cells under mechanical stimulation. Mechanical stretch applied to cultured
foetal lung epithelial cells stimulates the expression and production of a differen-
tiation factor, parathyroid hormone-related peptide (PTHrP). Torday et al. [58]
observed an increased responsiveness of foetal lung fibroblasts to PTHrP. PTHrP
is released by type II cells and specifically bind to its receptor on contiguous
fibroblasts, stimulating cAMP as a second messenger, which subsequently induces
specific functions of foetal lung fibroblasts. This paracrine mechanism is putatively
involved in augmenting glucocorticoid binding, increasing metabolic activities
(such as lipoprotein lipase elaboration and triglyceride uptake), and stimulating
production of cytokines (such as IL-6 and IL-11). These cytokines molecules can
act as intercellular mediators, thereby increasing the synthesis of surfactant phos-
pholipids and surfactant proteins from alveolar epithelial cells.

Growth factors constitute another type of commonly used soluble factors for
intercellular communication. The strain-induced growth-promoting effect on foe-
tal lung cells appears to be mediated by increased production of endogenous
growth factors, including platelet-derived growth factor (PDGF)-B [59]. Mechani-
cal strain increases both gene and protein expression of PDGF-B and its receptor
(PDGFR). Additionally, blockade of the receptor by a PTK inhibitor or with
antisense PDGF-B oligonucleotides abolishes the strain-induced stimulatory effect
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on foetal lung cell proliferation [59]. Another evidence of strain-induced growth-
promoting effect is the reduction of insulin-like growth factor gene expression, the
abolition of foetal lung breathing movements [60], and changes in foetal sheep lung
volume owing to either tracheal obstruction or liquid drainage [61]. These findings
agree with foetal breathing movements controlling foetal lung growth via activation
of growth factor expression.

As previously reported, many studies using cultured lung cells have focused on
the activation of MAPKs, ERK, JNK, and p38 by stretch [30, 62, 71-73]. One
interesting pathway that might lead to activation of MAPK is autocrine activation
of the epidermal growth factor (EGF) receptor [62, 63].

Intercellular junctions

Tight-junction barrier formation and gap-junctional communication represent
two functions directly attributable to cell-cell contact sites. Epithelial and endothe-
lial tight junctions constitute critical elements of the permeability barrier required
to maintain discrete compartments in the lung. Gap junctions also enable a tissue
to act as a cohesive unit by permitting metabolic coupling and facilitating the direct
transmission of small cytosolic signalling molecules from one cell to another.
Secondary messengers are probably transmitted across epithelial-cell gap junc-
tions and perhaps between different cell types [64]. Additionally, the intracellular
cytoskeleton interconnects neighbouring cells through FACs at specialised junc-
tional complexes [26]. Tight and gap junctions do not act individually, like other
junctional elements; instead, adherens junctions and desmosomes help to regulate
barrier function and intercellular communication [65]. Intercellular adhesions in
alveoli transmit force by connecting epithelial cells in a sheet, with the help of
intermediate filaments. Adherens junctions probably act as mechanosensors. The
mechanical stimulation of n-cadherin in intercellular adherens junctions in fibro-
blasts causes gadolinium-sensitive calcium influx and induces actin polymerisa-
tion at those sites where force was applied [66]. Additionally, the expression of
connexin proteins, the constituents of gap junctions in rat type-2 cells, is modulated
by the matrix protein fibronectin, which is abundant in the airspace after alveolar
injury [67].

Cell-matrix interaction

The importance of cell-kECM interactions was demonstrated by stretching cells
cultured on different ECM substrata [68, 69]. ECM modifies the ability of the cell
to adhere to a surface and influences cell shape. For example, contact with various
ECM proteins modulates the ability of a mechanical signal to alter type I procolla-
gen gene expression [68]. Strained fibroblasts cultured on laminin or elastin, but
not on fibronectin, expressed type I procollagen. These three ECM molecules form
some of the main support structures in the lung that could represent load-bearing
elements resistant to tissue stretch.



Cellular response to mechanical stress 11

Glycosaminoglycans (GAGs) also participate in cell-matrix interactions by
effectively modulating the cellular phenotype via high-affinity binding sites. GAGs
interact with other ECM proteins influencing the macromolecular organisation and
also regulate collagen fibrillogenesis. GAGs modulate steady-state mRNA expres-
sion levels: (1) in a cell-type-specific manner; and (2) in that different GAGs
selectively modulate cell-matrix interactions [70].

As previously reported, specific focal adhesions at the cell surface allow mecha-
nical stretch generated in the system to be transduced to the cytoskeletal network.
Thus, the cell constitutes an integrated system in terms of mechanical force trans-
duction. A change in the cytsokeletal architecture is transmitted to the nuclear
matrix, ultimately allowing the expression of a subset of gene products [56].

Mechanical-force-induced production of inflammatory mediators

The inflammatory response seems to depend on the type of injurious stimulus and
follows different molecular pathways. During the past several years, considerable
attention has focused on the release of inflammatory mediators from lung cells
exposed to mechanical forces. In this context, cell culture models have been
employed to examine the stretch-induced inflammatory response [30, 71, 74-76].

Cytokine release in vitro

The pivotal role of IL-8 as an early mediator of the inflammatory cascade was
confirmed in vitro by stretching lung cell cultures. Human macrophages, under a
strain induced by a 12% increase in surface area at 20 cycles/min, produce IL-8 via
NF-xB [30]. However, the same stretch regimen applied to human lung epithelial
As49 cells did not elevate IL-8 content. In contrast, A549 lung epithelial cells
submitted to a strain of 30% at a frequency of 20 or 40 cycles/min augmented IL-8
after 12-48 h [71]. IL-8 content also rose when As49 epithelial cells were exposed to
40% strain [76]. Thus, the release of IL-8 depends on the magnitude of the cyclic
strain on alveolar cells.

Additional in vitro studies have emphasised the importance of the association
of a subjacent inflammatory injury and a mechanical deformation to induce the
release of cytokines. In this context, Tsuda et al. observed that stretch alone did not
affect IL-8 production after 8 h; however, in the presence of glass fibres or crocido-
lite asbestos, stretch significantly increases IL-8 production in cultured As49 cells
[74]. Similarly, mechanical stretch applied to primary cultured foetal rat lung cells
increases mRNA levels of macrophage inflammatory protein-2 (MIP-2, the rodent
equivalent of human IL-8) only after LPS stimulation [75].
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Cytokine release in vivo

Experimental studies have concluded that injurious ventilation results in the
production of many cytokines. An ex vivo rat lung ventilation model demonstrated
that injurious ventilation regimens increase the bronchoalveolar fluid concentra-
tions of several cytokines, including TNF-a,, IL1-B, IL-6, IL-10, MIP-2, and interfe-
ron-y [77]. An isolated-perfused mouse lung model demonstrated hyperventila-
tion-induced release of TNF-o. and IL-6 from the lung into to the perfusate [78].

However, the concept that overinflation induces proinflammatory cytokines
has been challenged by others. Using the same ELISA kit and the same modality of
lung ventilation, Ricard et al. [79] failed to observe any significant release of TNF-o
or IL-8 in the absence of lipopolysaccharide (LPS) challenge in an attempt to
reproduce the findings of Tremblay et al. [77]. These different results might be
related to different initial steady states in the lung, such as the presence of an
underlying injury caused by a pathogen [77].

It was recently shown that only 30 min of injurious ventilation (tidal volume of
25 ml/kg body weight) were sufficient to specifically up-regulate ten genes encoding
transcriptional factors, stress proteins, and inflammatory mediators, and to speci-
fically down-regulate 12 genes mainly encoding metabolic enzymes [80]. Such early
activation took place in the absence of any histological or mechanical signs of
injury. Thus, the occurrence of phenotypic activation, even of short duration,
should be emphasised. In this context, interventions of very short duration, such
as recruitment manoeuvres, could be potentially dangerous.

Prostaglandin synthesis

The alteration of physical forces represents an important factor in lung inflamma-
tory diseases. The synthesis of biologically active eicosanoids by lung cells contri-
butes to the regulation of smooth muscle tone and inflammatory responses. Pros-
taglandin synthesis in response to mechanical forces may vary with the type of cell
and stimuli. For example, cyclic stretch down-regulates the synthesis of prostaglan-
dins (PGs), including PGE,, prostacyclin (PGI,), and thromboxane A2 in cat and
human airway epithelial cells [81]. This inhibitory effect seems to result from the
inactivation of cyclooxygenase. In contrast, shear stress increases the production
of PGI, by lung endothelial cells [82] and mechanical strain induces a rapid release
of PGI, by foetal rat lung cells [83].

Mechanical-force-induced extracellular matrix expression

The ECM transmits essential information to pulmonary cells, thereby regulating
their proliferation, differentiation, and organisation [84]. ECM components can be
divided into four broad categories: collagen, noncollagenous glycoproteins (such
as fibronectin and laminin), GAGs, and proteoglycans, and elastic fibres [84]. Cells
continuously remodel their microenvironment by changing the components and
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structure of the ECM. Most cell types in lung tissue contribute to bringing about
dynamic changes in the ECM. Regulation of ECM dynamics is complicated, involv-
ing a balance between synthesis and deposition of ECM molecules as well as their
degradation. A family of secreted proteases, matrix metalloproteinases (MMPs),
plays a role in ECM turnover [85, 86]. Hanseneen et al. [87] demonstrated the
existence of a relation between stretched endothelial cells and lung remodelling by
release of MMP-1 and MMP-2, both of which are activated through a membrane
type-1 MMP (MT1-MMP) pathway. MMP activity is regulated by a variety of
mechanisms, including synthesis, secretion, and inhibition by a stoichiometrically
complex array of tissue inhibitors of metalloproteinases (TIMPs) [86, 88].

In the past two decades, it has been well-established that cells are sensitive to
mechanical forces and can change their phenotype and surrounding ECM in
response to changes in their mechanical environment. Mechanical forces alter gene
expression and protein synthesis of several lung ECM molecules, such as collagen,
GAGs and proteoglycans. Cells can directly remodel their local matrix in response
to mechanical stress [89, 90]. An intermittent mechanical strain may diversely
regulate gene and protein expression of lung ECM molecules [91]. Differences in
the regional distribution of mechanical stress or in the extent of injury generate
diverse patterns of matrix protein expression [92]. Epithelial-fibroblast communi-
cation is also critical in the regulation of matrix production in the lung [93, 94].
Moreover, the increase in matrix accumulation seems to be mainly related to a
higher rate of ECM synthesis, instead of to the activities of degradative enzymes
[91].

Mechanical forces increase procollagen fibre expression [68, 91, 92], and the
exact role of physical forces on type III procollagen expression has been recently
elucidated. In this context, Garcia et al. analysed lung mechanical stretch induced
by differentlevels of stress and strains. They observed that there is a threshold stress
above which lung cells express mRNA for procollagen type III [95].

Intermittent mechanical strain, simulating foetal breathing movements, also
induces the secretion of GAGs and proteoglycans. Mechanical strain appears
mainly to affect the distal part of the secretory pathway, i.e. GAGs and proteogly-
cans trafficking from trans-Golgi to the cell-surface membrane. Strain-enhanced
GAG release was partially blocked by BAPTA/AM (an intracellular calcium chela-
tor) and completely abolished by gadolinium (a stretch-activated ion channel
blocker). These results suggest that calcium influx, rather than calcium mobilisa-
tion from intracellular stores, represents the most important trigger for mechani-
cal-strain-induced GAG exocytosis in foetal lung cells [96].

Stretch-induced synthesis of hyaluronan, a component of the ECM, increases
proinflammatory cytokines in VILI [97]. IL-8 production may be stimulated by
stretch-induced release of hyaluronan from fibroblasts; a pathway probably me-
diated by Janus-activated kinase 2 (JAK-2)-dependent transcription of hyaluronan
synthase 3 [97]. Hyaluronan released after lung injury can stimulate endothelial
cells to produce cytokines by activation of a Toll-like-receptor-4-dependent me-
chanism [98].



14 C.S.N.B. Garcia, P.R.M. Rocco, M.M. Morales

Conclusions

Although mechanical ventilation is lifesaving for patients with ARDS, it can cause
VILI. Physical forces provided by mechanical ventilation affect both the function
and phenotype of cells in the lung. Impropriate mechanical forces observed during
mechanical ventilation of heterogeneously damaged lungs, such as occurs in ARDS,
might result in the expression and secretion of inflammatory mediators as well as
remodelling of the ECM. The cellular to mechanical forces are a result of the cell’s
ability to sense and transduce these stimuli. Many studies have focussed on the
molecular mechanisms implicated in mechanotransduction. A better under-
standing of the mechanisms by which lung cells transduce physical forces into
biochemical and biological signals is of key importance for identifying targets for
the treatment of acute lung injury and for prevention of VILL
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Chapter 2

Molecular biology: from the bench to clinical application

M.M. MORALES

Many centuries passed without an understanding of why children resembled their
parents. People were able to cross animals or plants in order to generate more
resistant or stronger offspring without knowing how information could pass from
one generation to the other. It took almost 100 years after Gregor Mendel revealed
the concept of phenotype inheritance [1] to convince the scientific community that
DNA was the molecule responsible for carrying heredity information [2], and to
unravel its double-helix structure [3, 4]. Fifty-two years after Watson and Crick’s
finding, the study of the molecular basis oflife, including the role of genes and their
evolution, is progressing much faster, which has led to a wider understanding of
how organisms function.

Molecular genetics technology has made astonishing advances during the last
20 years. As a result, many genes involved in a wide variety of disorders have been
identified and many other diseases have been characterised at the molecular level.
Nonetheless, the impact on medicine of all these discoveries has been minimal,
although scientists continue to predict that molecular biology will dominate clini-
cal studies and revolutionise their present concepts and treatment strategies.

Molecular biology is sustained by the concept that all living creatures depend
on the production of proteins codified by genes contained within DNA. The genes
are transcribed into messenger ribonucleic acid (mMRNA) by a RNA polymerase that
binds to DNA at a nucleotide promoter sequence, located in close proximity to the
gene. The promoter can be regulated in order to allow or inhibit gene expression.
mRNA is processed inside the nucleus, and then exported to the cytoplasm, where
a complex involving ribosomes, transporter RNA, and free amino acids give origin
to a new protein.

From the sum of this information arises the ‘central dogma’ of molecular
biology: DNA is transcribed into mRNA which is translated into protein. Know-
ledge of this chain of events has guided careful study of the participating molecules
and of its variance under different conditions and in a large number of species.
Analysis of each of the molecules involved in transcription and translation has
offered new perspectives on the central dogma. In this article, we provide an
overview of the importance of each of these molecules, the most common methods
employed in molecular studies of respiratory physiology, and potential molecular
genetic strategies in the treatment of lung disease.
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Deoxyribonucleic acid

DNA is located in the cell nucleus and contains the genetic information. It is
composed of nucleotide subunits, each of which is made up of a sugar, a phosphate,
and a nitrogen-containing base. Four different bases can be found in a DNA
molecule: the purines adenine and guanine, and the pyrimidines cytosine and
thymine. It is well-known that in DNA the number of purine bases equals the
number of pyrimidine bases [5]. The structure of DNA is two helical chains, each
coiled around the same axis and running in opposite directions. The bases are
located on the inside of the helix and the phosphates on the outside [3].

DNA sequencing

The molecular biology technique of DNA sequencing was responsible for the first
step made by the scientific community to reveal the genetic code. Nowadays, the
complete genome of many species has been totally mapped, including that of
humans. DNA sequencing is a simple reaction based on the addition of either
radiolabelled or fluorescently labelled dideoxynucleotides [6] (adenosine, guanine,
cytosine, and thymine) to a single-stranded DNA replication reaction. These di-
deoxynucleotides are modified nucleotides, also called terminators, that prevent
the addition by a DNA polymerase of new nucleotides to the DNA strand. This
results in the generation of DNA fragments of different sizes, which can be separa-
ted by gel electrophoresis to reveal the DNA sequence. Nowadays, DNA automatic
sequencing is available, in which a fluorescence reader provides the results of these
reactions in a rapid and dynamic fashion.

DNA sequencing led to insights into many genetic disorders, by determining
mutations or nucleotide deletions in certain genes. For example, cystic fibrosis
(CF), which is the most common lethal genetic disease in the Caucasian population,
is caused by the failure of the CFTR (cystic fibrosis transmembrane conductance
regulator) chloride channel to function properly, resulting in general, exocrine
pancreatic dysfunction, gastrointestinal disorders, infertility. In the lungs, there is
reduced fluid secretion, which leads to accumulation of thick, dehydrated mucus
in the airways and thus high susceptibility to bacterial lung infections, mainly by
Pseudomonas aeruginosa and Staphylococcus aureus [7], which ultimately causes
pulmonary fibrosis. The autosomal genetic defect is in the CFTR gene is the
consequence in 70% of patients of a deletion of three nucleotides that code for
phenylalanine at position 508 (AF508) of the CFTR sequence. This information
could only be revealed by DNA sequencing of tissue samples from many CF
patients. The AF508 mutation leads to misprocessing and subsequent degradation
of the mutant protein in the endoplasmatic reticulum, preventing CFTR from
reaching the cell membrane [8-11].
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Knockout animal models

After the whole genome has been sequenced, the second step is to identify the exact
functions of the component genes. For this purpose, molecular biology uses an
important tool, called the knockout technique, which allows manipulation of the
genotype of animals either by removal of a gene or by mutation of a target genes.
The absence or mutation of a gene makes possible an understanding of its functions
inside the organisms, or produces a model for studying mutations that occur
frequently in humans, such as those giving rise to genetic diseases. The process of
homologous recombination, which is the basis of the knockout technique, allows
scientists to trade a whole gene in its locus for an engineered construct, which can
also be the same gene but in mutated form (gene targeting). By mechanisms that
are poorly understood but are similar to what occurs during meiosis and mitosis,
when homologous chromosomes align along the metaphase plane, the engineered
construct, which includes flanking DNA identical in sequence to that of the targeted
locus, finds the targeted gene and recombination takes place within the homolo-
gous sequence. Embryonic stem cells that suffered ablation or targeted mutation
of the gene of interest are selected and injected into blastocysts, producing chime-
ras. These are crossed with each other to yield knockout or targeted homozygous
offspring.

In the long-living CFTR knockout mouse model constructed by Durie et al., the
animals have symptoms similar to those found in the human form of cystic fibrosis,
such as lung interstitial thickening and fibrosis, liver disease with hepatosteatosis,
pancreatic acinar atrophy, and adherent fibrillar material in ileal lumen and crypts.
These animals could be used for testing drugs and therapies for their safety and
efficacy in CF patients [12]. Another example, in lung is the work that described the
importance of surfactant protein-D (SP-D), which also used SP-D knockout mice
model. In those animals, delayed clearance of Pneumocystis carinii infection,
increased lung inflammation, and altered metabolism of nitric oxide were observed
[13]. These are some examples of how powerful molecular biology knowledge can
be and how much it can add to understanding lung physiology and the origin of
diseases in other organs.

Gene transfection

Another common instrument to study gene function is cloning, which allows the
expression of a gene product outside the genome. Cloning begins with the insertion
of a gene in small circular molecules of DNA called plasmids, which are found in
bacteria and are separate from the bacterial chromosome. Plasmids usually carry
only one or a few genes, have a single origin of replication, and are used as vectors
to deliver the studied gene. Other vectors, such as cosmids or retroviruses, can be
used for the same purpose. Plasmids are a very interesting tool due to their ability
to be overexpressed in bacteria and transfected into cells lines in vitro or into
organisms in vivo, permitting the expression of foreign genes. Wild-type CFTR and
CFTR genes containing mutations frequently found in CF patients (AF508, G551D,
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R334W, R347P, A455E) were transfected into IB3 cells (a human bronchial epithelial
cell line derived from a CF patient) and into Xenopus oocytes. Expression of the
wild-type and foreign genes allowed the characteristics of the mutated chloride
channels to be compared with those of wild-type CFTR using electrophysiological
methods [14, 15].

Polymerase chain reaction

The polymerase chain reaction (PCR) revolutionised molecular biology and greatly
facilitated the study of DNA. A pair of oligonucleotides, called primers, each one
complementary to a strand of DNA and comprising a known portion of DNA, are
incubated with the DNA samples of interest, free nucleotides, and DNA polymerase
in a thermal cycler. Repeated cycles of 1 min or less at 94°C denatures the DNA
strands, while a temperature in the range of 50-60°C is used for primer annealing,
and extension of the new formed strands by DNA polymerase is carried out at 72°C.
PCR results in the exponential amplification of the known portion of the DNA. The
technique made it possible to amplify genes specifically and to use the amplified
samples for sequencing, and further research, including of genetic disorders. The
amplified PCR products can also be inserted into vectors, such as plasmids, for
cloning, sequencing, or gene targeting. PCR is very useful in the detection of
mutations and of infectious agents, such as human cytomegalovirus (HCMV), in
different diseases. For example, low levels of HCMV were identified in idiopathic
interstitial pneumonia, which occurred after allogenic bone marrow transplanta-
tion [16].

Currently, research advances have produced real-time PCR, which uses fluore-
scentlylabelled primers or nucleotides that, once incorporated into the new strand,
release their fluorescence. This allows the amplification to be followed cycle by
cycle, and is a more accurate technique. The diagnostic application of this tech-
nique has brought about the rapid identification of organisms of clinical and
epidemiological importance. Streptococcus pneumoniae, the leading cause of com-
munity-acquired pneumonia, is a lung infectious agent that can be specifically and
rapidly identified using real-time fluorescence PCR [17].

Ribonucleic acid

Besides DNA, other molecules can be studied in order to understand the molecular
basis of life. mRNA differs from DNA mainly in its structure and composition: (a)
a single-stranded polymer of ribonucleic acids, instead of deoxyribonucleic acids;
(b) uracilinstead of thymine. mRNA levels reflect cellular gene expression patterns,
which allows the different expression characteristics of a cell, tissue, or organism
under different conditions to be analysed. Such studies yield insight into the events
taking place at the molecular level that are responsible for generating a specific
phenotype.
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Reverse transcription followed by PCR

Reverse transcription followed by PCR (RT-PCR) is the most frequently used tool
to study mRNA expression. Basically, in order to carry out PCR, mRNA needs to
be converted into a DNA strand. The addition to the reaction of reverse transcrip-
tase, which is a retroviral DNA polymerase capable of using RNA templates, results
in the transformation mRNA into complementary single-stranded DNA (cDNA).
The mRNA is primed with oligonucleotide dTs (oligo-dTs) that bind to the poly-A
tail (only presentin mRNA). cDNAs can subsequently be used in PCRs with specific
primers of the studied gene to amplify the mRNA of interest.

RT-PCR can, in fact, indirectly identify the expression of specific genes, as was
the case for verifying placental growth factor (PGF) expression in small-cell lung
cancers (SCLC) and non-small-cell lung cancers (NSCLC). PGF gene expression
was identified in these cell lines and was higher in SCLC than in NSCLC cell lines
[18], demonstrating the medical importance of this gene as a tumour marker.

Other molecules can also signal the presence of lung disease. In the airway
epithelia of CF patients, an increase in IL-8 mRNA expression, early in the disease,
was demonstrated using real time RT-PCR, showing the importance of this method
as a diagnostic instrument [19].

RNase protection assay

Another important technique to quantify RNA is the RNase protection assay
(RPA), which consists of the in vitro transcription of radiolabelled antisense RNA
probe complementary to the mRNA of interest. The reaction consists of free
nucleotides, including labeled UTP or CTP, RNA polymerase, and a plasmid
carrying the template DNA fragment needed to synthesise the RNA probe. After
purification of the newly generated antisense RNA probes, they are incubated with
the RNA samples for 12-16 h, during which time complementary RNA anneals to
the probe. Subsequently, the samples are digested with RNase, which cleaves
single-stranded molecules, while target mRNA is protected from degradation by
probe annealing. The nondigested samples are separated by denaturating urea gel
electrophoresis and exposed to autoradiographic films, where the intensity of the
signal from the labeled probe will be relative to the quantities of target mRNA. This
technique was used by Murray et al. to elucidate the role of the CLC-2 chloride
channel in lung embryology. The gene was shown to be highly expressed in foetal
lung and down-regulated after birth [20].

RNA interference

A very recent technique used to study the role of gene expression is RNA interfe-
rence (RNAi), which allows the silencing of specific genes. RNAi consists of the
cellular delivery of long double-stranded RNAs (dsRNAs ~200 nt) that are pro-
cessed into small interfering RN As (siRNAs), 20-25 nucleotides long, by an enzyme
called DICER (RNase III-like enzyme). The siRNAs are assembled into complexes
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called RNA-induced silencing complexes (RISCs), which are responsible for the
cleavage of complementary mRNA molecules. Since the presence within cells of
long dsRNA initiates a potent antiviral response, which leads to the inhibition of
protein synthesis and RNA degradation, siRNAs are now introduced directly into
cells. Antisense oligonucleotides are commonly used to anneal to their comple-
mentary mRNAs. This causes degradation of the complex, and thus silencing of
the target gene. This technique can be adjusted for gene therapy in the lung. For
example, it was already shown that ZEB1 (a transcription repressor) suppression
by RNAi leads to E-cadherin induction in different lung cancer cell lines. The loss
of E-cadherin is associated with cancer de-differentiation, invasion, and metasta-
sis [21].

DNA arrays

Most experiments in molecular biology involve the analysis of one gene in one
experiment. A recent technique, called DNA array, uses chips to screen a biological
sample for the presence of many genetic sequences at once. The principle of this
tool is simple base-pairing or hybridisation. Arrays simultaneously show interac-
tions among thousands of genes, and allow researchers to identify specific sequen-
ces (for example, genes) or to determine the expression levels of genes.

The construction of a DNA array consists, first, of immobilisation of known
DNA onto a solid surface, such as glass or nylon substrates, using automated
spotting. Arrays are used to detect the presence of mRNAs transcribed from
different genes. cDNA labeled with fluorescent tags pairs to the spot at which the
complementary DNA is affixed. The spot can then be visualised, indicating that
cells in the sample had recently transcribed a gene that contained the probed
sequence. The intensity of the fluorescence depends on how many copies of a
particular mRNA were present in the sample, and thus roughly indicates the
expression level of that gene. Arrays also show which genes in the genome are active
in a particular cell type under a particular condition. Two cDNA samples tagged
with different fluorochromes can reveal which genes were transcribed in two
different situations.

DNA array has been very important in the detection of different expression
patterns in many situations and in the identification of mutations. In a study by
Sougakoffetal., various rpoB (associated with antibiotic resistance) gene mutations
were detected in clinical isolates of Mycobacterium tuberculosis conferring rifam-
picim resistance [22]. Another important aspect of DNA array is that it can be used
to widely screen for expression of a certain gene, as observed in a gene expression
study in the small intestine of CF mice. The results of the DNA array analysis
revealed up-regulation of innate immune response genes and down-regulation of
transport and lipid metabolism genes [23].
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Protein

mRNA levels do not always directly reflect the translation activity of a cell, since
processing can lead to a minor quantity of translated protein, even with initially
high levels of mRNA. That is why it is necessary to also study the protein products
of genes.

Western blotting

Many techniques have been developed to study protein expression, the most
common being Western blotting, which is an adaptation of one of the first approa-
ches to studying DNA and RNA, i.e. Southern and Northern blotting, respectively.
Western blotting involves the separation of sample proteins by size on a polyacry-
lamide gel and then transferring those proteins to a nitrocellulose membrane,
which is then incubated with a primary antibody against the target protein and a
secondary antibody that recognises the primary antibody and is conjugated to a
detection molecule, for example alkaline phosphatase or peroxidase. This tech-
nique allows researchers to detect specific proteins in different tissues or cells,
and/or evaluate protein expression under a variety of conditions.

Western blots have proven to be a useful tool in establishing or excluding the
diagnosis of bacterial or fungal pneumonia. Expression of the soluble protein
TREM-1 by phagocytes is specifically up-regulated by microbial products [24];
thus, the presence of soluble TREM-1 protein (triggering receptor expressed in
myeloid cells) in bronchoalveolar lavage fluid, especially from patients receiving
mechanical ventilation, may be an indicator of pneumonia.

Immunolocalisation

Fixation of tissues or of a cell monolayer allows the in situ localisation of proteins,
and their traffic in the cytoplasm or inside organelles. This approach provides an
accurate picture of what is happening inside the cell. Inmunohistochemistry (for
tissues analysis) and immunocytochemistry (for cells analyses) involve incubating
cryostat or paraffin sections of tissue or cells with primary antibodies raised against
the target proteins and then with a second antibody conjugated to flourophores or
enzymes, such as peroxidase or alkaline phosphatase. The primary antibody can
be conjugated to the detection molecules as well.

Diagnosis can be facilitated by immunohistochemistry, since it shows protein
markers in their exact location throughout the tissue, as was the case in distin-
guishing between mesothelioma and renal cell carcinoma [25]. Studies using these
techniques have also increased our understanding of the physiology of lung disease.
Lauredo et al. found that monocytes, neutrophils and alveolar macrophages con-
tribute to increasing the activity of lung tissue kallikrein (TK), which is a serine
protease important in the pathophysiology of asthma, and responsible for the
generation of kallidin and bradykinin, mediators that contribute to airway hyper-
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responsiveness. Identification of the cell types responsible for the production of
TK in the airways could be important in elucidating the mechanisms of inflamma-
tion that contribute to the pathophysiology of asthma, and may help in the deve-
lopment of new therapies to control the disease [26].

Protein array

A recently developed technique in protein detection is protein array, which allows
the detection of target proteins, monitoring of their expression levels, and analysis
oftheir interactions and functions. Together with DNA array, efficient and sensitive
high-throughput protein analysis is possible, based on the ability to carry out a
large number of determinations in parallel using automated means. Protein array
is central to proteomics technology, since the human proteome is much more
complex than the genome, considering that many proteins can be derived from the
same gene by alternative gene splicing, and that proteins can undergo posttransla-
tional modifications.

Protein array consists of assay systems using proteins immobilised on surfaces
such as glass and membranes. Binding reagents, which may be antibodies, proteins,
or nucleic acids, are incubated with chips to reveal affinity spots. Proteins other
than the specific binders can be used for in vitro functional interaction screenings
between two proteins, protein and DNA, protein and drugs, etc. The software for
data analysis, as well as the hardware and detection system, can be easily adapted
from that used for analysing DNA arrays. With this technology, the expression of
several proteins and a large number of samples from different source can be
evaluated at the same time, avoiding the time-consuming limitations of individual
analysis.

Many diagnoses are made using blood or urine samples and immunoassays
such as ELISA (enzyme-linked immunosorbent assay), which is capable of iden-
tifying proteins in complex protein samples by using antibodies specific to the
target protein. This kind of diagnosis can be done, for example, for HIV, pregnancy
(chorionic gonadotrophin), or even pulmonary tuberculosis [27]. Itis expected that
microarray ELISA-style assays will accelerate immunodiagnostics significantly.

Regarding lung physiology, there have been very few studies using protein
array, since this technique is very recent. Nonetheless, Chen et al. used protein array
to identify proteins associated with the survival of patients with lung adenocarci-
noma. Morphologic assessment of lung tumours is informative but insufficient to
adequately predict patient outcome. These studies identified new prognostic bio-
markers and indicated that protein expression profiles can predict the outcome of
patients with early-stage lung cancer [28].

Gene therapy

The most promising application of molecular biology is gene therapy, in which
defective genes responsible for disease development are corrected or compensated



Molecular biology: from the bench to clinical application 29

for. The most common approach is the insertion of a normal gene into a nonspecific
location within the genome to replace a nonfunctional gene, but there are other
approaches, such as exchanging the abnormal gene for a normal one by homolo-
gous recombination, repairing the abnormal gene by selective reverse mutation, or
even altering the regulation (degree of transcription) of certain genes. The vectors
used to deliver the gene targeted for insertion into the patients’ cells also vary. The
most commonly used vectors are viruses, which have developed a way of encapsu-
lating their genes and delivering them to human cells, often with pathologic
consequences. By manipulating the viral genome, scientists can remove disease-
causing genes and insert therapeutic genes. Many strains of viruses can be used in
gene therapy: retroviruses, e.g. HIV, can create double-stranded DNA copies of
their RNA genomes that are subsequently integrated into the chromosomes of host
cells [29]. Adenoviruses have double-stranded DNA genomes [30] and cause
respiratory, intestinal, and eye infections in humans. Adeno-associated viruses are
small, single-stranded DNA viruses that can insert their genetic material at a
specific site on chromosome 19 [31]. Herpes simplex viruses are double-stranded
DNA viruses that mainly infect neurons [32]. The major problem in using viruses
is that they present a variety of potential problems to the patient, like toxicity and
immune and inflammatory responses [33]. In addition, there is always the fear that
the viral vector, once inside the patient, will recover its ability to cause disease.
Thus, as an alternative to virus-mediated gene-delivery systems, several non-viral
vectors have been developed. The simplest method of vector delivery is the direct
introduction of therapeutic DNA into target cells [34], or insertion of oligonucleo-
tide complexes capable of correcting the abnormal gene into cells containing
deletion mutations, thereby restoring the normal cell genotype [35]. In addition, it
is also possible to create artificial lipid spheres, with an aqueous core [36], that
carried the therapeutic DNA (liposome/DNA complex) and is capable of passing
the DNA through the target cell membrane. Despite being less immunogenic
vectors, liposome/DNA complexes have a low-level correction component and
their survival in the cells is extremely transient.

Besides the immune system barrier, there are also physical barriers that influ-
ence the effectiveness of gene therapy. For instance, the normal human airway
surface reduces liposomal/DNA-complex-mediated gene delivery more than 25-
fold [37], while thick inflammatory secretions from CF patients block and/or
inactivate the transduction of recombinant adenoviruses (rAV), liposome/DNA
complexes [37-39], and recombinant adeno-associated virus (rAAV) in cells in vitro
[40]. Gene therapy also has other limitations, such as: a) the shortlived nature of the
therapeutic effect, because integrating therapeutic DNA into the genome together
with the rapidly dividing nature of many cells prevent gene therapy from achieving
any long-term benefits; b) multigene disorders, since some of the most commonly
occurring disorders, such as heart disease, high blood pressure, Alzheimer’s disease,
arthritis, and diabetes, are caused by the combined effects of variations in many
genes, making the respective diseases especially difficult to treat effectively using
gene therapy.

Amonglung genetic disorders, CF has been one of the most extensively studied
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regarding the success of gene therapy. Clinical trials started in 1993, using rAV
delivered to the nasal epithelium of CF patients. The transduced gene partially
corrected transient chloride transport defects [41], but other authors found that
rAV-mediated delivery of CFTR to the nasal epithelium of CF patients failed to
produce functional correction [42]. Adenoviral-mediated delivery to the airways
seems to result in low-level gene transfer (~1%), while high doses are associated
with inflammatory responses to rAV [33, 43, 44]. Liposome/DNA complex vectors
have also been tested in CF patients, and the first clinical trial demonstrated 20%
restoration of transepithelial potential difference (PD) [45]. However, four of eight
patients developed reactions such as fever, myalgias and anthralgia, which were
associated with increased IL-6 expression [46].

rAAV type-2, delivered by aerosol administration, lacked toxicity. Vector ge-
nomes were quantified at 0.6 and 1 copy per cell at 14 and 30 days, respectively.
Despite these promising results, no vector-derived mRNA could be detected at any
time point [47], similar to previous in vitro studies of human airway epithelium
[48]. More recent clinical trials revealed advances in the tolerance to rAAV-2-me-
diated CFTR gene therapy and improvement in the pulmonary function of patients
with CF [49].

Conclusions

As discussed in this article, molecular biology has already played a major role in
several fields of medicine, such as disease characterisation, identification, and
diagnosis. Advances in gene therapy suggest that the molecular biology provides
information that can radically change medical treatment of genetic disorders. The
improvements that studies of the molecular basis of life can bring to medical
science are enormous, which justifies that these two areas of science continue to
interact closely in order to improve the quality of life.
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Chapter 3

Autologous hone marrow cells transplantation in
ischaemic cardiomyopathy: initial clinical results

S. ALMEIDA DE OLIVEIRA, L. HENRIQUE, W. GOWDAK, J.E. KRIEGER

During the past few years, tremendous advances have been made in surgical and
interventional revascularisation in the treatment of atherosclerotic coronary artery
disease (CAD). Additionally, life-style modifications and new pharmacological
agents have been added to the therapeutic arsenal to relieve patients from angina
pectoris. Still, there is an increasing number of patients with CAD whose symptoms
are unresponsive to conventional medical therapy and revascularisation proce-
dures, a condition frequently referred to as refractory angina [1]. The severity and
extent of the disease preclude complete myocardial revascularisation. Instead,
affected patients undergo ‘incomplete’ coronary artery bypass grafting (CABG), in
which one or more diseased vessels are left without being grafted. Although there
is usually improvement in the symptoms for variable periods of time after surgery,
many patients continue to experience anginain their daily activities, thus rendering
this approach only partially effective. Alternative therapies for refractory angina
include transcutaneous electrical nerve stimulation [2], enhanced external coun-
terpulsation [3], and transmyocardial laser revascularisation [4]. In thelast decade,
gene therapy for ischaemic vascular disease has slowly made its way to the clinical
stage, with promising results [5].

Cell therapy represents a novel therapeutic strategy for treating cardiac diseases
including ischaemic heart disease (IHD) and heart failure. As our understanding
of the biology of stem cells grows, new opportunities for tissue repair are being
created. Itis widely accepted now that bone-marrow-derived cells functionally play
a role in the induction of angiogenesis in different conditions, such as wound
healing and limb ischaemia [6, 7], postmyocardial infarction [8, 9], and endothe-
lialisation of vascular grafts [10]. Results from animal models of IHD have shown
that pluripotent stem cells have the potential to differentiate in both contractile
tissue and blood vessels in ischaemic tissues [11, 12]. Early reports of improvement
in myocardial perfusion and segmental contractility in acute [13] and chronic [14]
IHD in small series of patients have initially established the safety and feasibility
of transplantation of bone marrow cells (BMC) for treating IHD.

This study was designed to test the hypothesis that intramyocardial injection
of autologous BMC combined with CABG for treating severe IHD is safe and
well-tolerated, and may help to increase perfusion as well as the number of viable
cellsin the ischaemic myocardium of patients undergoing ‘incomplete’ myocardial
revascularisation for diffuse CAD.
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Methods

This prospective, nonrandomised, open-label, phase I clinical study was approved
by the Institutional Ethics Committee (Heart Institute, InCor, University of Sao
Paulo Medical School, Sdo Paulo, Brazil) and was conducted in accordance with the
federal guidelines of the Brazilian National Research Ethics Council.

Patient selection

From August 2002 to July 2003, ten patients were enrolled after providing written
informed consent. Patients had to meet all of the following criteria for enrolment:
(1) age between 18 and 80 years; (2) presence of limiting angina (class III-IV as
defined by the CCS [15]) despite maximally tolerated medical therapy; (3) multi-
vessel CAD as assessed by angiography; (4) not to be an optimal candidate for a
complete CABG due to the extent and severity of the obstructive lesions, as assessed
by an expert panel; (5) to have at least one non-bypassable coronary artery asso-
ciated with an area of viable ischaemic myocardium. Patients were excluded if any
of the following criteria was met: (1) the presence of any medical condition asso-
ciated with a life expectancy below 1 year; (2) past or current history of neoplasia;
(3) no objective evidence of myocardial ischaemia even in the presence of severe
CAD; (4) primary haematological disease; (5) associated cardiomyopathy of other
aetiologies. Table 1 shows the selected population demographics.

Table 1. Patient population demographics

Patients (n = 10)

Age (years) 50+ 6
Males (n)

Diabetes (1)

Hypertension (n)

Hypercholesterolemia (1)

Smoking (1)

Previous myocardial infarction (1) 1
Previous percutaneous coronary intervention (1)

Previous CABG (n)

o~ Owaoawvw o™

Study protocol

Atbaseline and 30 and 9o days after surgery, all patients were subjected to a clinical
evaluation (history/physical), laboratory tests (biochemical/haematological), res-
ting and 24-h ambulatory ECG, and dobutamine stress echocardiography; myocar-
dial perfusion was assessed (at rest and after pharmacological vasodilatation) with
*°'T] scintigraphy with single photon emission computed tomography (SPECT),
and magnetic resonance imaging (MRI).
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Dobutamine stress echocardiography

Dobutamine stress echocardiography was carried out as previously described [16],
with an infusion of intravenous atropine at intermediate doses of dobutamine
(20 ug kg™ min™). Tests were administered and reviewed by the same blinded
observer. A 16-segment left ventricular (LV) wall motion model was used; images
were displayed side-by-side in a quad-screen format to compare resting, low-dose
dobutamine, peak, and recovery stages. Commercial equipment (Hewlett Packard
5500, equipped with 2.5- and 3.5-MHz transducers, Andover, MA, USA) was em-
ployed and all echocardiograms were recorded on standard VHS tape for ‘off-line’
analysis. Wall motion was assessed by visual interpretation for each myocardial
segment and scored as described elsewhere [17].

| scintigraphy (gated SPECT)

At baseline and at 30 days after surgery, dipyridamole stress and SPECT imaging
were carried out using the same protocol. Studies were read by two blinded
observers. After the patient had fasted for 3 h, approximately 111 MBq of **'Tlwere
injected at peak pharmacological stress with dipyridamole. Stress SPECT images
were acquired within 10 min, and redistribution images were obtained 3-4 h later.
After reinjection of 55 MBq of *°'Tl at rest, images were acquired 12 h later.

SPECT studies were acquired with the use of a dual-head camera (Adac Vertex-
Plus, Phillips Medical Systems, Andover, MA, USA), with rectangular detectors,
equipped with a low-energy general purpose collimators (Rembrandt Low Energy
Vertex General Purpose, Phillips Medical Systems). Images were acquired using a
64 X 64 matrix, 32 projections, and 180° circumferential orbit from right anterior
to left-posterior oblique views for classical orthogonal tomography slice construc-
tion.

For assessment of segmental wall motion, gated perfusion images were dis-
playedin cine mode, and a qualitative wall motion score was attributed. In addition,
left ventricular ejection fraction (LVEF) was estimated by automatic processing
with Quantitative Gated SPECT (QGS) software.

Magnetic resonance imaging

All patients were subjected to MRI using a 1.5 T GE CV/i System (GE Medical
Systems, Waukesha, WI, USA). Patients were placed in the supine position, with a
surface phased array (four elements) cardiac coil applied at the left thoracic wall
(two posterior and two anterior elements). ECG triggering was obtained by four
leads placed at the left anterior thoracic wall. Eight to ten short-axis slices, enough
to cover the entire LV from apex to base, and four long-axis slices were acquired.
Three pulse sequences were used for data acquisition. A gradient-echo in steady-state
acquisition (FIESTA, fast imaging employing steady-state acquisition) was done for
LV function evaluation. End-diastolic volume and systolic volumes and LVEF were
calculated on the FIESTA images using Simpson’s rule on short-axis cine images.
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A fast-gradient-echo-EPI pulse sequence was used to assess myocardial perfu-
sion during stress with dipyridamole and at rest, after injection of gadolinium
(0.05 mM kg™). A gradient-echo with an inversion-recovery preparatory pulse was
used to determine myocardial delayed enhancement, 10-20 min after bolus injec-
tion of 0.2 mM gadolinium kg '. For comparison, short and long-axis slices were
acquired precisely at the same locations by both pulse sequences.

Preparation of BMC

After induction of anaesthesia and immediately prior to surgery, 100 ml of bone
marrow from the patient’s right posterior iliac crest were aspirated and heparini-
sed. Mononuclear cells were isolated by density gradient centrifugation on Ficoll-
Paque Plus (Amersham Biosciences, Piscataway, NJ, USA). These cells were washed
with heparinised saline, resuspended in 5 ml normal saline, and placed in five 1-ml
syringes ready for injection. A 1-ml sample of the cell suspension was used for cell
counting and sorting by flow cytometry using leukocyte differentiation markers.
Trypan blue exclusion test showed viability to be more than 90% in the cell
suspension.

The BMC suspension was treated with human IgG polyclonal antibody and incu-
bated with the following monoclonal antibodies conjugated with fluorescein
isothiocyanate (Pharmigen, San Diego, CA, USA), phycoerythrin (PE), PerCP or
CyChrome: anti-CD19 (clone HD-37) as a pan-B cell marker (Pharmigen); anti-CD10
(clone HI1o0a), CALLA marker (Becton Dickson, BD, USA); anti-CD4 (clone MT310) as
a T-helper cell marker (Pharmigen); anti-CD8 (clone DK25) as a T-supressor cell
marker (Pharmigen); anti-CD3 (clone HI3a) as a pan-T-cell marker (Pharmigen);
anti-CD56 (clone BI59) as a NK-cell marker (Pharmigen); anti-CD13 (clone WM-47)
as a myeloid cell marker (DAKO); anti-CD15 (clone BI59) as a myeloid cell marker
(Pharmigen); anti-CD14 (clone TUK-4) as a monocyte marker (Pharmigen); anti-
CD4s (clone 2D1) as a pan-leukocyte marker (BD); anti-CD34 (clone HPCA-2) as a
haematopoietic progenitor marker (BD); and anti-CD38 (clone HB27) as an activa-
ted lymphocyte and plasma cell marker (BD). Erythrocytes werelysed after staining
with Becton Dickinson lysis buffer according to the manufacturer’s instructions.
Data acquisition and analyses were done on a three-colour immunofluorescent
fluorescent-activated cell sorter (FACS SCAN) with CellQuest 3.1 software (BD).

Coronary artery bypass grafting and injection of BMC

CABG was done during cardiopulmonary bypass and warm blood cardioplegic
arrest. Once all bypasses had been completed, the BMC were implanted into the
myocardial tissue. Approximately 25 samples of cell suspension (0.2ml each) were
injected into the ischaemic non-bypassable area of myocardium using a 22-gauge
hypodermic needle. After the injections were done, the heart was reperfused, and
the operation completed as usual. Patients were transferred to and stayed at the
Cardiac Surgery Recovery Unit for 1 + 1 day.
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Statistical analysis

Results are shown as mean + standard deviation. The paired Student’s ¢ test was
used for comparisons between time points (before and 30 days after surgery).
Statistical significance was set at P <0.05.

Results

Procedural data

The total procedural time for the operation and intramyocardial injection was 5 h
and 30 min + 30min and the ‘on-pump’ time was 64 + 5 min. Patients received an
average of 2.6 + 0.2 grafts and were injected with approximately 13 + 2 x 107 cells.
Selected cell populations are shown in Table 2. Injected segments included the
inferior (n = 7), anterior (n = 2), septal (n = 1), apical (n = 1), and lateral (n =1)
walls. Note that two patients were injected in two different myocardial segments,
so that 12 segments were injected in ten patients.

Table 2. Selected cell population (%) after flow cytometry

CD1g4+ CD38+CD34+ CD38—CD34+ CD34+
4.87 £ 0.50 1.41 * 0.19 0.19 + 0.05 1.30 £ 0.13

In-hospital morbidity and mortality: clinical follow-up

All patients survived the procedure. Complications not related to the intramyocar-
dial injection included pulmonary infection (n = 2) and acute decompensation of
heart failure (n = 1). Those complications were managed clinically and resolved
within a few days. No significant abnormalities were seen in biochemical/haema-
tological tests. No changes in hepatic or renal function were observed. Mean
in-hospital period was 11 2 days. During the first month of follow-up, all patients
remained free of angina.

Cardiac arrhythmias

The mean heart rate significantly increased from 69 * 3 bpm in the baseline to
78 + 4 bpm 30 days after surgery (P 0.02), which is a frequent finding in patients
after cardiac surgery. However, there was no increase in the number of supraven-
tricular (6 = 4/h vs 5 = 2/h; P = ns) or ventricular (6 £ 5/h vs 8 £ 3/h; P = ns) pre-
mature beats. No patient presented life-threatening arrhythmias, such as sustained
ventricular tachycardia.
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Transthoracic stress-echocardiogram

No structural abnormalities were seen on 2D Doppler echocardiograms at any time
point after the procedure. As expected, LV function analysis showed that, compa-
red to baseline, there was a significant decrease in the mean LV end-diastolic
diameter (B =52.6 £ 1.8 vs 30D =50.5 + 1.4 mm vs 90D = 47.3 + 1.3 mm; P < 0.0001)
and in the mean end-diastolic volume (B = 150.3 + 16.6 vs 30D = 131.7 * 11.1 v§
90D =107.3 £ 8.6 ml; P <0.0001). Overall, there was a significant increase in the
mean LVEF (B =0.53 + 0.05 vs 30D = 0.60 + 0.04 vs 90D = 0.61 + 0.04; P < 0.0001).
The ischaemic score as assessed by stress-echo significantly decreased in all pa-
tients from an average of 1.7 £ 0.12 at baseline to 1.43 * 0.07 after 30 days.

21 scintigraphy

At baseline, myocardial perfusion defects were seen in 31 segments by *°'Tl scinti-
graphy, including the 12 segments injected with BMC. Overall, a comparison of the
results at 30 days with the baseline values showed that perfusional defects were
improved in 16 (52%), normalised in eight (26%) and unchanged in seven (22%)
myocardial segments. Specifically, in the 12 injected segments, there was either
improvement (n = 6; 50%) or normalisation (n = 3; 25%) of perfusional defects
compared to baseline. In three (25%) of the injected segments, there was no
evidence of improvement in myocardial perfusion.

Magnetic resonance imaging

As expected after CABG, the LV ischaemic score significantly decreased from
0.64 £ 0.14 (baseline) to 0.15 = 0.08 (30 days) to 0.22 + 0.09 (90 days) (P = 0.0013)
(Fig. 1a). More interestingly, the ischaemic score of the injected area also signifi-
cantly decreased from 1.16 £ 0.17 (baseline) to 0.29 * 0.21 (30 days) to 0.42 * 0.25
(90 days) (P =o0.0001) (Fig. 1b). No structural abnormalities were seen on MRI after
the procedure.

Discussion

The results of the present study show the feasibility and safety of intramyocardial
injection of autologous BMC combined with CABG in patients suffering from
diffuse CAD who were not optimal candidates for complete surgical myocardial
revascularisation.

The majority of patients with mild to moderate angina can be treated adequately
with anti-anginal medications [18]. However, as life expectancy increases and the
mortality rate due to acute coronary syndromes decreases, there is a growing
population of patients with CAD for whom medical therapy is only partially
effective. Many of them have already undergone multiple percutaneous coronary
interventions (PCIs) or previous surgical revascularisation and hence are not ‘ideal’
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Fig. 1. Total (A) and regional (B) left ventricular (LV) ischaemic score as assessed by MRI at
baseline, 30 days, and 9o days after injection of BMC

candidates for additional procedures. It is clear that new therapeutic strategies
must be sought to treat those patients.

In chronic IHD, privation of oxygen and nutrients to myocytes might be an
important factor in the death of otherwise viable myocardium, which could lead to
cell replacement by fibrous tissue deposition and further impairment of LV func-
tion. Neoangiogenesis, a multifactorial process involving complex interactions
between inflammatory cells, cytokines, and many extracellular matrix proteins, is
a crucial step in preserving cardiomyocytes from death [19]. Usually, when exten-
sive myocardial ischaemic injury occurs, the contribution of neoangiogenesis to
the ischaemic capillary network is insufficient to keep pace with the tissue demands
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and, therefore, normal contractility of ischaemic but viable myocardium cannot be
sustained [20].

Experimental evidence suggests that bone-marrow-derived elements have the
potential to induce therapeutic angiogenesis of ischaemic tissues [21]. It has been
shown that, after vascular injury, endothelial progenitor cells are naturally mobi-
lised from the bone marrow to the circulation, along with haematopoietic stem cells
and haematopoietic progenitor cells. The physiological role of co-recruitment of
haematopoietic stem and progenitor cells in the formation of long-lasting functio-
nal neovessels remains to be determined [22].

Based on the initial reports of successful transplantation of progenitor cells in
patients with acute or chronic coronary artery disease [12-14], we conducted this
phase-1, open-label, nonrandomised trial and were able to show that intramyocar-
dial injection of autologous BMC combined with CABG is feasible, safe and well-
tolerated. Moreover, there is preliminary evidence that significant improvement in
perfusion and contractility occurred in the injected myocardial segments.

Regarding the safety issues of the protocol within the first 30 days, we observed
no deaths or other major complications related to the procedure. The duration of
surgery, ‘on-pump’ time, and hospitalisation were not increased compared to
isolated CABG. There was a small but significant increase in heart rate 30 days after
surgery compared to baseline. This is not unusual after cardiac surgery and may
reflect sympathetic hyperactivity related to incisional pain, anxiety, anaemia, or
even mild pericarditis. There was no detectable increase in the number of ectopic
beats, either supraventricular or ventricular. No life-threatening arrhythmias were
detected. In the clinical follow-up, all patients remained free of angina. Cardiac
imaging showed neither evidence of scar tissue formation in the injection sites nor
structural abnormalities related to the procedure, such as pericardial effusion.

Although this was basically a safety study, we also collected functional data
especially regarding myocardial perfusion and contractility. Analysis of echocar-
diogram showed that, following the procedure, there was a significant decrease in
the mean LV end-diastolic diameter and volume, with a corresponding significant
increase in the mean LVEF. The overall improvement in LV function reflects the
recovery of ischaemic viable (hibernating) myocardium normally seen after CABG.
Corroborating that, there was a significant decrease in the mean LV ischaemic score
as assessed by stress-echo. Therefore, as perfusion in ischaemic viable myocardium
is restored, myocardial function improves.

Cardiac scintigraphy showed that there was an overall improvement or norma-
lisation of perfusional defects in the majority (78%) of the segments analysed after
CABG. Specifically, in the injected and non-revascularised myocardial segments,
there was a similar pattern of either improvement or normalisation (75%) seen
30 days after the procedure.

Additionally, MRI showed a significant decrease in the LV ischaemic score after
the procedure, similar to what was seen with echo. Interestingly, the ischaemic score
in the injected and non-revascularised areas also significantly decreased. Taken
together, these data suggest that there was improvement in myocardial perfusion in
the injected but non-grafted areas. Even though an indirect effect for this improve-
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ment from the grafts placed in the adjacent areas cannot be ruled out, it is tempting
to speculate that the transplanted cells may have contributed to this response.

Angiogenesis may be the main mechanism by which myocardial perfusion was
improved in the injected areas. In this study, we purposefully injected BMC in areas
of myocardium defined as hibernating, in which restoration of myocardial function
is possible once ischaemia is reverted. The presence of a sustained ischaemic
background may play an important role in cell engraftment (homing) necessary
for the therapeutic effect of any cell-based strategy [23]. Currently, we can only
speculate that angiogenesis is the result not only of transdifferentiation of tran-
splanted cells [24] but also the action of cytokines and growth factors [25]. In this
regard, an additional contribution to myocardial perfusion and cell survival in
injected sites could have arisen from the distant grafted coronary arteries, in which
blood flow was restored. Finally, an inflammatory response caused by the in-
tramyocardial injections per se could have stimulated the release of angiogenic
factors that ultimately led to blood vessel growth. Identification of the specific
mechanisms underlying the improvement in myocardial perfusion observed in the
study patients was beyond the scope of this study. An alternative or additional
explanation for improvement in contractility could be differentiation of the in-
jected cells into cardiomyocytes. Further studies are obviously needed to answer
this question.

Recently, a work by Kocher et al. [9] showed that bone marrow from adult
humans contains endothelial precursors with phenotypic and functional charac-
teristics of embryonic haemangioblasts, and that these can be used to directly
induce new blood vessel formation in the infarct bed (vasculogenesis) as well as
proliferation of preexisting vasculature (angiogenesis) after experimental in-
farction. Neoangiogenesis resulted in decreased apoptosis of hypertrophied
myocytes in the peri-infarct region, long-term salvage and survival of viable myo-
cardium, reduction in collagen deposition, and sustained improvement in cardiac
function. Similarly, Orlic et al. [8] demonstrated that locally delivered BMC can
lead to myocyte and vasculature proliferation, thus generating de novo myocar-
dium and ameliorating the outcome of CAD.

In a study similar to ours, Stamm et al. [26] injected BMC into the infarct border
zone in six patients who had experienced myocardial infarction and undergone
CABG. Their work showed that, 3-9 months after surgery, LV function was enhan-
ced in four patients, and infarct tissue perfusion had improved strikingly in five
patients.

The major limitations of our study include the small number of patients
enrolled, the short period of follow-up, and the study protocol itself, which was
designed for safety and did not allow any definite conclusion about the efficacy of
cell transplantation, although there was evidence for myocardial perfusion im-
provement in injected segments.

The effectiveness of cell transplantation in improving myocardial perfusion and
contractility in patients with advanced CAD is a question to be addressed in
controlled studies with a larger series of patients and longer follow-up. The initial
reports of successful and safe transplantation of stem and progenitor cells are
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encouraging, and further efforts to develop this alternative therapeutic approach
are merited. We are now conducting a prospective, randomised, double-blind,
placebo-controlled trial in a large number of patients (60 patients). This study will
permit more detailed observations about the efficiency of BMC transplantation into
the ischaemic myocardium.
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Chapter 4

Haemorrhagic shock

J. BoLpT

Bleeding resulting in (severe) hypovolaemia is often present in surgical, trauma,
and intensive care patients. Adequate volume restoration in this situation appears
to be essential to stave off noncompensatory, irreversible shock and subsequently
to avoid development of multiple organ dysfunction syndrome (MODS). In a
prospective review of more than 100 consecutive patients who died in hospital after
admission for treatment of injuries, the most common defects in patient manage-
ment were related to inadequate volume resuscitation [1]. Thus, vigorous optimi-
sation of the circulation is a prerequisite in managing these patients. This ma-
noeuvre is aimed at guaranteeing stable macro- and microhaemodynamics while
avoiding excessive fluid accumulation in the interstitial tissue. The choice of fluid
for this purpose engenders the most controversy and there is still a dispute over
the beneficial and adverse effects of each type of volume replacement strategy. In
recent years, the crystalloid/colloid dispute has been enlarged to a colloid/colloid
debate because aside from the natural colloid albumin, several synthetic colloids
are increasingly used as plasma substitutes in the haemorrhagic shock patient.

Haemorrhagic shock and the trauma patient

Aggressive prehospital volume administration (‘in the field’) has been common

practice for more than 25 years in trauma patients. Some recent studies, however,

have shown that early volume restoration before definite haemostasis has been

performed may result in accelerated blood loss, hypothermia, and dilutional coagu-

lopathy in certain types of trauma [2]. Thus, it has been recommended that volume

replacement should notbe started early (concept of ‘permissive hypotension’; ‘scoop

and run’ principle) [3]. The present article does not intend to intensify the contro-

versy between delayed volume resuscitation and early (field) volume replacement.
Trauma is often associated with blood loss. Management of haemorrhage-rela-

ted hypovolaemic shock after trauma can be divided into three phases [4]:

- Phase I: The period from injury to surgery for control of bleeding (pre-definite
care)

- Phase II: The period immediately during and after the operation

- Phase III: The period during which the trauma patient is on the intensive care
unit (post-definite care).
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General considerations of hypovolaemic shock

Hypovolaemia secondary to bleeding may be associated with flow alterations that
are inadequate to fulfil the nutritive role of the circulation. Many of the manifes-
tations of organ failure after successful primary resuscitation may result from
peripheral (micro-) circulatory derangements. In spite of achieving ‘normal’
systemic haemodynamics, it is not guaranteed that perfusion in all organs and
tissues is maintained as well. During low-output syndrome (LOS), the organism
tries to compensate perfusion deficits by redistribution of flow to vital organs (e.g.
heart, brain), resulting in an underperfusion of other organs (splanchnic bed,
kidney). Various inflammatory mediators and vasopressors are released in this
situation and are of particular importance for the development of impaired
perfusion.

Recent evidence suggests that the endothelium is not only a passive barrier
between the circulating blood and the tissue, but may also be markedly involved in
the regulation of microcirculatory blood flow by producing important regulators
of vascular tone (e.g. prostaglandins, nitric oxide, endothelins, angiotensin II). The
regional regulation of blood flow is likely to reflect a balance between systemic
mechanisms (e.g. the autonomous nervous system) and other, more locally active
blood flow regulators. One important approach to improve perfusion in this
situation is the use of sufficient amounts of volume.

Principles of volume replacement in the hypovolaemic patient

The primary goal of volume administration is to guarantee stable systemic hae-
modynamics and microcirculation by rapidly restoring the volume of the intrava-
scular compartment. Excessive fluid accumulation, particularly in the interstitial
tissue, should be avoided. The infused fluid may stay in the intravascular compart-
ment or equilibrate with the interstitial/intracellular fluid compartments (Fig. 1).
Different mechanisms are involved in the control of volume and composition of
each compartment, including the antidiuretic hormone (ADH) system and the
renin-angiotensin system (RAS). The principal action of these systems is to retain
water in order to restore water or intravascular volume deficits, to retain sodium
in order to restore the intravascular volume, and to increase hydrostatic perfusion
pressure by vasoconstriction. Enhanced activity of these systems is known to occur
in stress situations, e.g. during haemorrhage. If water or intravascular volume
deficits and the stress-related stimuli are additive, volume therapy may inhibit this
process through counter-regulatory mechanisms. ADH production is dependent
on maintenance of the extracellular volume, especially in the intravascular com-
partment. Administration of a restricted amount of crystalloids may replace a
previous water deficit, but replacement of an intravascular volume deficit would
require much more volume to inhibit activation of this system. Thus, it can be
expected that replacement of only water will not inhibit the normal responses of
the ADH system and of the RAS, whereas administering a combination of crystal-
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Changes in compartments during fluid infusion

Compartment  Glucose 5% NaCl 0.9% Colloids

intravascular t t ttt
interstitial tt T —
intracellular ttt —

Fig. 1. Changes of the different volume compartments by the different volume replacement
strategies

loids and colloids (replacement of the water deficit and simultaneous guarantee of
a sufficient intravascular volume) may achieve this goal.

One important aspect of volume therapy in the haemorrhagic shock patient is
the risk of inducing interstitial oedema. Tissue oedema is related to an imbalance
in the sum of the Starling forces across capillary membranes or an increase in
protein permeability, by which an increase in fluid flux to the interstitial space is
promoted. A decrease in membrane integrity, an increase in hydrostatic pressure,
and a decrease in intravascular colloid oncotic pressure (COP) will induce fluid
movement across the microvascular membrane and may produce interstitial tissue
fluid accumulation (e.g. pulmonary oedema). Moreover, endothelial swelling may
also occur, by which tissue perfusion is further disturbed in association with the
risk of developing organ dysfunction (Fig. 2).

‘Non - Shock’ ‘Shock’

red blood cell

blood flow
‘ . endothelial cell

Interstitium |

Interstitium

Fig. 2. Endothelial swelling secondary to haemorrhagic shock
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Volume replacement strategies for treating haemorrhagic shock

Due to their different physicochemical characteristics, the various volume-replace-
ment solutions differ in their haemodynamic efficacy. After infusion, crystalloids
rapidly shift from the intravascular to the interstitial compartment and sub-
sequently possess only a limited volume-replacing capability. Consequently, if
haemodynamic stability is to be guaranteed, crystalloids have to be administered
at three to five times the volume lost. Due to the subsequent interstitial dilution,
the interstitial COP decreases, resulting in the formation of interstitial oedema.
According to their widely differing colloid oncotic pressures, colloids are separated
into hypooncotic (e.g. 3.5% gelatin and 4% albumin), isooncotic (e.g. all 6%
hydroxyethyl starch preparations) and hyperoncotic (e.g. 10% hydroxyethyl
starch, 10% dextran, and 20% human albumin).

Allogenic blood/blood components

The inherent risk of transmission of viral and immunological diseases has forced
us to reduce the use of allogenic blood and blood products. As shown by various
studies, the reduction in haematocrit and in arterial oxygen content is not delete-
rious since compensating mechanisms are able to guarantee tissue oxygenation
and systemic oxygen transport. When non-blood plasma substitutes are used to
replace volume deficits, the margin of safety may become compromised, especially
in patients with significant coronary obstruction. There is an increasing risk of a
discrepancy between myocardial oxygen requirements and available subendocar-
dial oxygen supply, which may result in deterioration of myocardial performance.
The ‘optimal’ haemoglobin level for patients with sepsis or septic shock is still
undetermined. Transfusion of allogenic blood in the patient with a haemoglobin
level of 8-10 g/dl appears to be without benefit with regard to tissue perfusion or
oxygenation [5]. Elevating haemoglobin levels higher than 7-10 mg/d has also been
shown to be without any benefit in outcome [5]. Blood transfusions may even have
detrimental effects on organ perfusion, oxygenation (e.g. of the splanchnic circu-
lation), and immune function [6, 7]. Thus, it is generally accepted that the use of
allogenic blood should be restricted to those patients requiring augmentation of
their haemoglobin level. Fresh frozen plasma (FFP) should be used only for treating
the bleeding patient showing coagulopathy.

Crystalloids

Hypotonic (e.g. dextrose in water), isotonic (e.g. Ringer’s solution), and hypertonic
(e.g. 7.5% saline solution) crystalloids have to be distinguished when using crystal-
loids for volume replacement. Crystalloids are freely permeable to the vascular
membrane and are therefore distributed mainly in the interstitial and/or intercel-
lular compartments. Only 25% of the infused crystalloid solution remains in the
intravascular space, whereas 75% extravasates into the interstitium [8, 9]. Dilution
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of plasma protein concentration may also be accompanied by areduction in plasma
COP, leading to tissue oedema. It has been shown in animal experiments that even
a massive crystalloid resuscitation is less likely to achieve adequate restoration of
microcirculatory blood flow compared to a colloidal-based volume replacement
strategy [10]. In an experimental trauma-haemorrhage model, either colloids
(dextran) or crystalloids (Ringer’s acetate) were used to replace blood loss after
surgical trauma [11]. The crystalloid group showed significantly larger amounts of
tissue water in muscle and jejunum than the colloid-treated group of animals.
Administration of large amounts of normal saline should be avoid because of
producing hyperchloraemic acidosis [12, 13].

Colloids

Albumin

Albumin is a naturally occurring plasma protein. The molecular mass of albumin
is approximately 69 kDa. Albumin is derived from pooled human plasma, heated,
and sterilised by ultrafiltration. Thus, albumin is generally accepted to be safe in
terms of transmission of infectious diseases. Albumin may have some additional
specific effects aside from its volume-replacing properties. The importance of
albumin may be related to its transport function for various drugs and endogenous
substances, e.g. bilirubin, free fatty acids. Albumin has also been reported to
possess beneficial effects on membrane permeability secondary to free-radical
scavenging. These effects, however, have only been shown experimentally, and no
clinical study has demonstrated any of these beneficial effects in comparison with
synthetic plasma substitutes. There appears to be no reason to treat haemorrhage-
related hypovolaemia with albumin, because albumin can easily be replaced by
other, less expensive plasma substitutes.

Dextran

Dextran is a glucose polymer that is available in two preparations of different
molecular masses and concentrations: 6% dextran 7o (average molecular mass 70
kDa) and 10% dextran 40 (average molecular mass 40 kDa). Increases of plasma
volume after infusion of 1000 ml of dextran 7o ranged from 600 to 80oo ml. Negative
side effects of dextrans have been well-described and include severe coagulation
abnormalities resulting in increased bleeding tendency and severe life-threatening
hypersensitivity reactions.

Gelatins

Gelatins are modified beef collagens. Due to their low average molecular mass
(approximately 35 kDa), the intravascular half-life of infused gelatin is short (ap-
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proximately 2 h) and gelatins are thus the least effective colloids. This disadvantage
is balanced by the absence of a dose-limitation with gelatins, which are listed by
the World Health Organisation as an essential drug. In the USA, however, gelatins
were abandoned in 1978 due to a high incidence of hypersensitivity reactions.

Hydroxyethyl starch

Hydroxyethyl starch (HES) is a high polymeric glucose compound that is manu-
factured through hydrolysis and hydroxyethylation from the highly branched
starch amylopectin. Polymerised d-glucose units are joined primarily by 1-4 link-
ages with occasional 1-6 branching linkages. The degree of branching is approxi-
mately 1:20, which means that there is one 1-6 branch for every 20 glucose mono-
mer units. Natural starches cannot be used as plasma substitutes because they are
unstable and rapidly hydrolysed by circulating amylase. Substituting hydroxyethyl
for hydroxyl groups results in a highly increased solubility and retards enzymatic
hydrolysis of the compound, thereby delaying its breakdown and elimination from
the blood. The hydroxyethyl groups are introduced mainly at carbon positions C,
Cs, and Cg of the anhydroglucose residues. The pharmacokinetics of HES prepara-
tions are further characterised by the pattern of hydroxyethylation, in particular
by the molar substitution and by the degree of substitution. The molar substitution
(MS) is computed by counting the total number of hydroxyethyl groups present
and dividing the number by the quantity of glucose molecules. The available HES
preparations are characterised by concentration (low: 3%; medium: 6%;high: 10%),
degree of substitution (DS) (low: 0.4; medium: 0.5; high: 0.62and 0.7), and the mean
molecular mass [low-molecular mass (LMM)-HES: 70 kDa; medium-molecular
mass (MMM)-HES: 130-260 kDa; high-molecular mass (HMM)-HES: > 450 kDa].
Current evidence indicates that the ratio of C,:Cs hydroxyethylation is another
important aspect for pharmacokinetic effects as well as side-effects (e.g. accumu-
lation, bleeding complications). Several different HES preparations are available
commercially in Europe, whereas in the USA only the first generation HMM-HES
(Hetastarch; concentration: 6%; 450 kDa; DS: 0.7) is approved for volume replace-
ment.

Hypertonic solutions

Enthusiasm has been expressed for hypertonic solutions (HS) or hypertonic-hype-
roncotic solutions (HHS) especially in the treatment of severe haemorrhagic shock
in trauma patients. HS appear to improve cardiovascular function on multiple
levels:
- Displacement of tissue fluid into the blood compartment
- Direct vasodilatory effects in the systemic and pulmonary circulation
- Reduction in venous capacitance
- Positive inotropic effects through direct actions on myocardial cells

The main mechanism of action of hypertonic solutions is the rapid mobilisation
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of endogenous fluid and subsequent plasma volume expansion. Due to the hyper-
tonicity of the solutions, only a small volume of fluid (approximately 4ml/kg) is
necessary to effectively restore cardiovascular function (‘small volume resuscita-
tion’). The initial improvement in cardiovascular function (e.g. increase in cardiac
output) seems to be mediated by the hypertonicity of the solution, whereas the
solute composition does not seem to be important. Since the beneficial effects of
hypertonic saline solution have been reported to be rather transient, hypertonic
solutions are often mixed with colloids (dextran or HES); these solutions showed
a significant prolongation of efficacy (Fig. 3). Several studies using HS for treating
hypovolaemia reported beneficial effects on microcirculation or organ perfusion.
Hypertonic volume replacement may additionally correct perfusion deficits due to
a significant increase in perfusion pressure, improvement in capillary flow distri-
bution, endothelial de-swelling effects, and concomitant haemodilution [14, 15]. As
endothelial swelling aggravates microvascular function in low perfusion states, the
de-swelling effects of hypertonic fluid therapy can be beneficial in this situation
(Fig. 4). Shrinkage of the endothelium increases the inner diameter of the capilla-
ries, resulting in decreased resistance [16]. The fluid shift into the intravascular
space secondary to hypertonic volume replacement also induces haemodilution
and a decrease in viscosity—beneficial effects for microcirculatory perfusion.
Animal studies have supported improvement in renal, intestinal, pancreatic, and
myocardial flows after administration of hypertonic solutions [14-19], whereas
standard colloid or crystalloid volume therapy failed to achieve these effects [14].

Characteristics of hypertonic-colloid solutions

HyperHaes™ ueF

(Fresenius-kaki, Germary) (BioFhau

Electrolyte concentration 7.2% NaCl 7.5% NaCl

oW ™

Jen)

Sodium 1,232 mmold 1,283 mmaold
{theoretical) Osmolarity 2464 mosmold 2567 mosmol/l
Colloid hydroxyethyl starch dextran
Colloid concentration 6% 6%

Mean molecular weight (kD) 200 70
Indication severe volume deficit severe volume deficit

Fig. 3. Characteristics of the two available hypertonic solutions
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mechanism of 'small-volume-resuscitation"
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Fig. 4. Hypertonic solutions reduce endothelial swelling and thus improve tissue perfusion

Guiding volume therapy

Evaluation of volume deficit and guiding adequate volume therapy remain a
challenge. The aim of appropriate monitoring is to avoid insufficient fluid infusion
as well as fluid overload. Standard haemodynamic monitoring, such as measuring
blood pressure and heart rate (HR), are often inaccurate to detect volume deficits
or to guide volume therapy. In spite of negative data on the value of pulmonary
artery catheters (PAC) in the critically ill, PAC are still widely used for this purpose.
However, cardiac filling pressures (e.g. central venous pressure and pulmonary
artery occlusion pressure) are often misleading surrogates for assessing optimal
left-ventricular loading conditions. Cardiac filling pressures are influenced by
several factors other than blood volume, including alterations in vascular or
ventricular compliance and intrathoracic pressure.

Measurement of intrathoracic blood volume (ITBV) has been reported to be a
more reliable method to monitor volume therapy in this situation [20]. ITBV
monitoring was associated with a reduction in ICU and hospital stay, and even
mortality was demonstrated to be reduced [21].

Echocardiography, especially transoesophageal echocardiography (TEE), is the
most specific monitoring instrument to evaluate cardiac filling. However, due to
its high costs it is not available to every ICU patient. Moreover, TEE is an intermit-
tent rather than a continuous monitoring device and thus may be unreliable to
guide volume therapy.

Perturbations of organ perfusion are thought to be of fundamental importance
in the pathogenesis of organ dysfunction in the critically ill [22]. The importance
of occult hypovolaemia for the development of organ perfusion deficits has been
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supported by several studies [23, 24]. There still does not exist an optimal protocol
for routine clinical monitoring to detect perfusion deficits. Haemodynamic para-
meters, such as cardiac output, VO,, and DO,, are not regarded as optimal measu-
res for assessing the adequacy of regional or microcirculatory perfusion [25]. The
haemorrhagic shock patient is at risk of experiencing splanchnic hypoperfusion
with subsequent development of translocation and systemic inflammatory respon-
se syndrome (SIRS) [26]. Abnormalities of splanchnic perfusion may coexist with
normal systemic haemodynamic and metabolic parameters. Non-invasive, conti-
nuous tonometry measuring gastric mucosal partial pressure of carbon dioxide
(gastric pCO2) may be an attractive option for diagnosis and monitoring of
splanchnic hypoperfusion. In patients undergoing major non-cardiac surgery,
maintaining haemodynamic stability was no guarantee of an adequate splanchnic
perfusion and could not definitely protect against significant postoperative com-
plications [27]. Although this monitoring instrument has produced some promis-
ing results, it is far from being the new ‘gold standard’ for guiding volume mana-
gement of the critically ill [28].

Conclusions

In the severely hypovolaemic (haemorrhagic) patient, adequate volume restoration
is essential to treat noncompensatory, irreversible shock. Lengthy uncorrected
hypovolaemia will jeopardise survival by the continuous stimulation of various
vasopressive and immune cascades, and prolonged underresuscitation of the hypo-
volaemic patient may have fatal consequences for organ function. Thus, vigorous
optimisation of the circulating volume is a prerequisite to avoid development of

MODS in the haemorrhagic patient. It is time to leave emotions aside when

discussing the most appropriate volume replacement strategy in the haemorrhagic

patient and to concentrate on the available scientific evidence. What have we
learned from the past concerning the management of the haemorrhagic shock
patient?

- Allogenic blood should be avoided as far as possible; it cannot, however, be
completely eliminated from our strategy to manage the haemorrhagic shock
patient (Fig. 5).

- There is convincing evidence that blood volume is restored more rapidly with
colloids than with crystalloids. In addition, colloids are more efficient resusci-
tative fluids than crystalloids, and offer a more efficient regimen to guarantee
microcirculatory flow. However, crystalloids are often recommended as the
first choice to treat haemorrhage: The American College of Surgeons Classes of
Acute Haemorrhages specified four classes of acute haemorrhage using a blood
loss ranging from up to 750 ml to 2000 ml [29]. Fluid replacement should be
performed with crystalloids exclusively (3:1 rule)—there is no place for infusing
(synthetic) colloids (Tab. 1).

- Certain colloids (e.g. HES) are associated with beneficial effects on microper-
fusion, capillary integrity, inflammatory response, and endothelial activa-
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Fig. 5. Management of severe haemorrhage

Table 1. Management of the bleeding patients according to the American College of Surgeons
Classes of Acute Haemorrhage (modified from [33])

Factors I 11 III v

Blood loss, ml < 750 750-1500 1500-2000 > 2000

Blood loss, %BV <15 15-30 30-40 > 40

Puls, BPM > 100 > 100 > 120 > 140

Blood pressure Normal Normal Decreased Decreased

Puls pressure (mmHg) Normal/ Decreased Decreased Decreased
increased

Capillary refill test Normal Positive Positive Positive

Respiration per min 14-20 20-30 30-40 > 35

Urine output, ml/hr 30 or more  20-30 5-15 Negligible

CNS (mental status) Slightly Midly Anxious Confused
anxious anxious confused lethargic

Fluid replacement Crystalloid Crystalloid Crystalloid  Crystalloid

+blood +blood (3:1 rule)

tion/integrity, but they are still underused in the severely ill haemorrhagic

patient.

- The most beneficial effects in animals have been shown with the use of hyper-
tonic solutions, but this strategy is far from being widely accepted in treating
the haemorrhagic shock patient.
What endpoints should be chosen when guiding volume replacement?

Although often used, ‘clinical signs’ of hypovolaemia are non-specific and insen-

sitive. Most studies on volume replacement were not focused on outcome. It

remains unclear whether mortality is an appropriate endpoint when assessing the
benefit of different volume replacement strategies [30, 31]. New insights into
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treating hypovolaemia, such as the risk of development of systemic inflammatory
response syndrome (SIRS) and post-haemorrhagic organ dysfunction (e.g. renal
or pulmonary insufficiency), should change this point of view. We need improved
monitoring technologies that will help us to better guide volume therapy and
improved ‘point-of-care’ markers that will help us to better assess whether volume
therapy is appropriate to sufficiently restore hypovolaemia-associated alterations.
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Chapter 5

Microdialysis: principles and techniques

C.-H. NorDSTROM, U. UNGERSTEDT

The technique of microdialysis provides the opportunity for continuous monitor-
ing of metabolic changes in the tissue before they are reflected in peripheral blood
chemistry or in systemic physiological parameters. The method was developed
more than 30 years ago for monitoring chemical events in the animal brain [1, 2]
and has become an accepted scientific standard technique. Altogether there have
been about 10 0oo published studies reporting the use of microdialysis. In the late
1980s, the possibilities for monitoring the human brain were first explored [3], and
microdialysis has since then been used for biochemical monitoring of most human
tissues. Clinical application of the technique was, however, delayed due to lack of
instruments suitable for clinical routine use, including bedside monitoring of
relevant biochemical variables.

In 1995, CMA Microdialysis (Stockholm, Sweden) introduced a sterile micro-
dialysis catheter, a simple microdialysis pump, and a bedside biochemical analyser.
The instrumentation was originally intended for subcutaneous and intramuscular
use but with slight modification of the microdialysis catheter it has been used also
intracerebrally as an integrated part of routine multi-modality monitoring. In this
short review, some of the principles and limitations of the microdialysis technique
will be discussed and data from experimental studies in animals and clinical
experiences from various human tissues will be presented.

The microdialysis technique

The basic idea of microdialysis is to mimic the function of a blood capillary by
positioning a thin dialysis tube in the tissue (Fig. 1). The membranous wall of the tube
allows free diffusion of water and solutes between the surrounding interstitial fluid and
the perfused solution (perfusate). The concentration gradients between the interstitial
fluid and the perfusate constitute the driving force for diffusion. The molecular masses
of the molecules being sampled is limited by the pore size of the dialysis membrane
(cut-off). The perfusate flows along the dialysis membrane slowly and at a constant
speed and the sample (dialysate) is collected and analysed biochemically.

The achieved concentration of the analytes in the dialysate is dependent upon
the degree of equilibration between the perfusate and the interstitial fluid. This is
termed relative recovery (recovery) and is defined as the dialysate/interstitial
concentration ratio, expressed as a percentage [4]:
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Fig. 1. The microdialysis technique mimics the function of a blood capillary by positioning
a thin dialysis tube in the tissue
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Accordingly, the microdialysis technique does not usually give the absolute
concentration of the studied biochemical variables unless it is calibrated in vivo.
When clinical microdialysis is performed as a standardised routine technique, this
limitation is mostly without significance. However, some of the factors determining
the recovery are important to recognise.

Factors affecting recovery in vivo

The three most important factors affecting recovery in vivo are: the area of the
semi-permeable membrane, the perfusion flow rate, and the diffusion in the
surrounding interstitial fluid. A schematic illustration of the effects of changes in
perfusion flow rate and the length of the microdialysis membrane is given in Fig.
2. Recovery increases in proportion to the dialysis membrane area [5]. Compared
to dialysis membranes used in most experimental studies, the microdialysis cathe-
ters intended for clinical purposes are very large. The CMA/60 catheter, which is
used, for example, in subcutaneous tissue, has a 30-mm-long dialysis membrane,
and the CMA/7o0 catheter used in the brain has a membrane length of 10 mm. The
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Fig. 2. The effects of changes in perfusion flow rate and length of the dialysis membrane on
(relative) recovery. For intracerebral routine use, a 10-mm microdialysis microdialysis
catheter is perfused at 0.3 ul/h, which gives a (relative) recovery of approximately 70 %

diameter of both probes is about 0.6 mm and the standard cut-off of the dialysis
membrane (during clinical routine) is 20 kDa. For special purposes (monitoring
of large molecules, e.g. cytokines) microdialysis catheters with 100-kDa cut-off are
available for clinical routine applications [6].

The standard perfusion flow rate employed during clinical routine is
0.3 ml/min, which allows sampling every 30 min. Due to the slow perfusion rate
and the large dialysis membrane, recovery is high: the in vivo recovery for the
intracerebral (CMA/70) catheter is approximately 70% for the biochemical vari-
ables used routinely (see below) [7] while for the longer CMA/catheter recovery
approaches 90%. If the perfusion rate is increased to permit more frequent sam-
pling, recovery decreases to about 30% at 1 pl/min [7].

The diffusion rate in the surrounding interstitial space is of importance and
varies with the molecular masses of the studied analytes and the size and tortuosity
of the interstitium (prolongation of diffusion pathways due to cell membranes).
Recovery may thus vary between tissues and changes with the pathophysiological
conditions. The problem is without significance for clinical routine but is very
relevant, for example, when microdialysis is used for quantitative pharmacokinetic
studies [8, 9]. The importance of the diffusion limitation of the surrounding
interstitial space also explains why it is useless to perform in vitro calibration to
compensate for the recovery in vivo.
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Biochemical variables monitored during clinical routine

The biochemical variables used for routine monitoring during clinical conditions
were chosen to cover important aspects of cerebral energy metabolism and to
indicate the extent of degradation of cellular membranes (Fig. 3). In Fig. 3, reference
levels for normal human brain (during wakefulness) and piglet brain (during
general anaesthesia) are given [10, 11].

Metabolite levels and la/py ratio in normal brain

- Wicrodialysis catheter
l - Ventricuiar catheter
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Fig. 3. Simplified diagram of intermediary metabolism of the glycolytic chain and its relation
to the formation of glycerol and glycerophospholipids and to the citric acid cycle. Fructo-
se-1,6-diphosphate (F-1,6-DP), dihydroxyacetone-phosphate (DHAP), glyceraldehyde-3-
phosphate (GA-3P), glycerol-3-phosphate (G-3-P), free fatty acids (FFA), triglycerides (TG),
o-ketoglutarate (¢-KG). Underlined metabolites are measured at the bedside with enzymatic
techniques. Reference levels for normal human brain (during wakefulness) and piglet brain
(during general anaesthesia) are also given [10, 11]

Under normal conditions, glucose is the sole substrate for cerebral energy
metabolism. In the cytosol it is degraded to pyruvate (glycolysis) with a net yield
of 2 ATP for each molecule of glucose. Due to the redox conditions, part of the
pyruvate (py) is converted to lactate (la). The la/py ratio reflects the cytoplasmic
redox state, which can be expressed in terms of the lactate dehydrogenase equili-
brium:

[NADH] [H*] _ [Lactate]

" X KipH
[NAD"] [Pyruvate]
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The la/py ratio thus gives information about tissue oxygenation. The major part
of pyruvate enters the citric acid cycle in the mitochondria with a net yield of
another 36 ATP. The relation between the citric acid cycle and the important
excitatory transmitter glutamate is shown in Fig. 3. However, the glutamate level
obtained by microdialysis does not exclusively reflect liberation of the transmitter.
The intracellular concentration of glutamate is high and the concentration in the
interstitial fluid probably often reflects release from leaky cells.

Since the brain does not contain any triglycerides (TG), a high level of intrace-
rebral glycerol is considered to be a reliable indicator of degradation of the glyce-
rophospholipids of cellular membranes and thus of cell damage [12, 13]. In other
tissues, and in particular in fat tissue, glycerol is mainly obtained from the degra-
dation of TG. Lipolysis is under sympathetic control through catecholamine recep-
tors on adipocytes, which are stimulated by circulating catecholamines as well as
by local noradrenergic nerve endings. The glycerol level in subcutaneous fat tissue
may be used as an indicator of physical as well as mental stress [14].

During clinical routine, biochemical variables are analysed with a CMA 600
Microdialysis Analyser (CMA Microdialysis, Stockholm, Sweden). This analyser
uses enzymatic and colorimetric techniques. The reagent enzymatically oxidises
the substrate, and hydrogen peroxide is formed. Peroxidase then catalyses the
reaction between hydrogen peroxide, 4-amino-antipyrine, and either phenol 3,5-
dichloro-2-hydroxy-benzene sulfonic acid (in the case of glycerol) or N-ethyl-N-
(2-hydroxy-3-sulfonylpropyl)-m-toluidine (in the case of pyruvate) to form red-
violet quinoneimine or quinonediimine. The rate of coloured substance formation
is proportional to the substrate concentration, which is photometrically measured
at 546-nm wavelength.

Clinical microdialysis

The microdialysis technique has been used in most human tissues. In the following,
a brief review of data from the tissues shown in bold in Fig. 4 is provided. Since
microdialysis is an invasive technique, tissue damage caused by the catheter and
the possible complications are of special importance. These risks may be most
obvious during intracerebral microdialysis, and the brain is also the organ where
we have most clinical experience.

It is essential that the blood-brain barrier (BBB) remains intact during micro-
dialysis, and many experimental studies have shown that this is the case [15, 16].
The initial tissue damage causes a disruption of the BBB that is visible ~ 10 min after
probe insertion but the BBB appears to again be intact after 30 min [17]. Histological
examinations have described the tissue reactions in the rat brain surrounding the
microdialysis probe [18]. Within the first 2 days the neuropil was normal and only
occasional haemorrhage surrounded the probe. On the third day, an astrocytic
reaction was seen using antiserum against glial fibrillary acidic protein. Fourteen
days after implantation, layers of reticulin-positive fibres surrounded the dialysis
membrane. Similar reactions may occur in the human brain but it should be
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Clinical microdialysis

Brain
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Fig. 4. Human tissues that have been studied using the microdialysis technique. Tissues
shown in bold are discussed in the text

underlined that, in contrast to the experimental situation, during clinical condi-
tions the catheters and all surgical procedures are performed under sterile condi-
tions. In addition, the relation between the size of the brain and the probe is very
different for the rat and the human brain, and large species variations exist, e.g.
regarding the proportions of neurons to astrocytes.

We have used intracerebral microdialysis as a clinical routine monitoring
technique in more than 300 patients (most of them with multiple intracerebral
catheters) and we have not noted any complications caused by the microdialysis
technique.

Subcutaneous and myocutaneous microdialysis

Since the glucose concentration in the extracellular space of the subcutaneous
adipose tissue closely mirrors the blood glucose concentration, microdialysis
might be an ideal technique for frequent analysis of the glucose level. Subcutaneous
or myocutaneous microdialysis may also be used for tissue monitoring after plastic
surgery.
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Subcutaneous microdialysis

A reliable method for long-term, continuous in vivo monitoring of blood glucose
concentrations in insulin-dependent diabetes has been sought for several decades.
In 1993, Bolinder et al. [19] suggested subcutaneous microdialysis as a solution to
this problem. Their studies showed that microdialysis could be used for continuous,
long-term monitoring in diabetic patients during ordinary daily life and that the
daily glucose profiles could be used for tailoring insulin therapy. In a follow-up
study, it was shown that the true diurnal variability was too great to be accurately
reflected even by frequent self-monitoring of the blood glucose level [20].

The importance of careful control of the blood glucose level was recently
emphasised by the observation that maintenance of a blood glucose level below 6
mmol/l significantly reduced mortality in intensive care patients [21, 22]. To
investigate whether the subcutaneous glucose level accurately reflected blood
glucose levels also during intensive care, we performed a study in 62 severely
head-injured patients (2434 simultaneous analyses of glucose concentration in
arterial blood and subcutaneous adipose tissue) [23]. With the techniques used in
the study (perfusion flow 0.3 ml/min; membrane length 30 mm), the recovery for
glucose from subcutaneous adipose tissue has been shown to be between 0.79 [24]
and 0.9 [25]. Since the ratio blood/plasma glucose concentration is approximately
0.9, we would expect that under ideal circumstances the interstitial glucose con-
centration is equal to blood glucose concentration divided by 0.9 and, since
recovery for glucose with the present technique is approximately 0.8, the obtained
ratio glucose s.c./glucose blood would be close to 0.9.

In many patients, a very good correlation was obtained, as illustrated by the two
cases shown in Fig. 5. However, when comparing the average glucose concentration
in blood (mean value £ SEM) and in the interstitial fluid of subcutaneous adipose
tissue (mean value + SEM) in all 62 patients during the first 24 h after start of
intensive care (Fig. 6), the glucose s.c. was significantly higher (P ~ 0.001) during
the period 6-7 h after start than at 1-2 h, although the blood glucose concentration
did not change significantly. The ratio glucose s.c./glucose blood increased slowly
during the first hours and was approximately 0.85 6-7 h after start of treatment.
The ratio continued to increase slowly and was above 0.90 about 60 h after start of
treatment.

During the first hours after trauma, many patients were probably under sym-
pathetic stress with peripheral vasoconstriction although their vital functions had
been secured. We assume that our anti-stress/anti-hypertensive treatment protocol
[26] affected the balance between local consumption rate and delivery of glucose.
A close correlation between glucose s.c. and glucose blood, similar to that obtained
in diabetic humans under normal conditions [19, 20], was not obtained until the
initial stress reaction had been treated, as revealed by the decreases in MAP, lactate
s.c., and glycerol s.c. (see [23]).
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Fig. 5. Comparison of glucose level in subcutaneous fat tissue as measured by microdialysis
and the simultaneous blood glucose levels in two patients during intensive care after severe

traumatic brain injury [23]
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Fig. 6. Average glucose concentration (mean value £ SEM) in blood (B-glucose) and inter-
stitial fluid of subcutaneous adipose tissue (glucose s.c.) in 62 patients during the first 24 h
after start of pharmacological treatment to counteract stress reaction and increased intra-

cranial pressure [23]
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Myocutaneous microdialysis

Myocutaneous flaps have been increasingly used in reconstructive surgery. Despite
technical advances and improved surgical skills, 1-10% of the free flaps are lost,
commonly due to postoperative thrombosis of the vascular pedicle. Rojdmark et
al. [27] used microdialysis to study the biochemical changes induced during flap
transfer. They defined the biochemical changes observed during ischaemia and
suggested that the technique might be useful for postoperative flap surveillance.
They also conducted a post-operative study of ten women previously treated for
breast cancer who underwent reconstruction with transverse rectus abdominis or
latissimus dorsi flaps [28]. The postoperative biochemical changes were monitored
for 24 h, and the authors concluded that the microdialysis technique seemed to be
well-suited for continuous monitoring of tissue metabolism in myocutaneous flaps
of different origin.

Recently, a microdialysis study demonstrated the changes of glucose, lactate,
and pyruvate in an experimental model of microvascular flap during ischaemia and
reperfusion [29]. The authors concluded that decreasing glucose levels and increa-
sing lactate concentrations were associated with arterial and venous occlusions
from the first hour of ischaemia. In venous ischaemia, lactate concentrations
remained lower than those in arterial ischaemia. The increases in the la/py and
lactate/glucose ratios were related to ischaemia and also discriminated arterial
occlusion from venous occlusion.

Microdialysis of the liver

After liver transplantation some degree of clinical and biochemical dysfunction
invariably occurs. Early detection of vascular complications, such as arterial and
portal vein thrombosis, are especially important in the early transplantation pe-
riod. In an experimental study in the pig, Nowak et al. [30] used intrahepatic
microdialysis to study the levels of glucose, pyruvate, lactate, and glycerol before
surgery, during cold storage of theliver,and duringimplantation and recirculation.
After cold perfusion, glucose, lactate, and glycerol levels increased whereas pyru-
vate rapidly decreased. During cold storage, glucose and glycerol levels increased,
lactate remained stable, and pyruvate levels were undetectable. After portal reper-
fusion glucose, lactate, and glycerol continued to increase for about 60 min, there-
after they slowly normalised. The calculated la/py ratio initially increased but
remained stable during cold storage. During rewarming, it showed and accelerated
increase but after reperfusion the la/py ratio rapidly normalised.

Knowledge of these metabolic patterns during experimental conditions was
used to interpret changes observed in ten consecutive patients undergoing whole-
organ orthopic liver transplantation [31]. The authors concluded that the micro-
dialysis procedure was easy to perform and safe, and described the metabolic
profiles reflecting recovery of the liver graft from ischaemia-reperfusion injury.
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Intraperitoneal microdialysis

The intestinal tract and the intra-peritoneal cavity are of considerable interest
during intensive care, and a suitable monitoring technique would be valuable not
only for diagnosis of disorders of the visceral organs but also for post-surgical
surveillance. Also, during shock and multi-organ failure, splanchnic ischaemia is
as a major contributing component. Microdialysis of the intestinal wall has been
performed in many experimental studies. Most of these experiences were recently
reviewed and the data extended in a doctoral thesis [32]. However, microdialysis
of the intestinal wall would probably be difficult to perform during clinical condi-
tions.

Based on experimental studies, intraperitoneal microdialysis (IPM) was recent-
ly suggested as a possible clinical method [33]. In a pig model, intestinal ischaemia
was induced either by occlusion of the superior mesenteric artery or occlusion of
arcus vessels supplying a 30-cm-long small bowel segment. The authors concluded
that IPM might be a good monitoring technique for the early detection of intestinal
ischaemia also under clinical conditions.

The IPM technique was subsequently introduced for biochemical monitoring
after major abdominal surgery and the results were presented in a series of publi-
cations [34-37]. Although the number of studied patients is still limited and the
data must be regarded as preliminary, IPM seems to have the possibility of becom-
ing an important technique for clinical routine monitoring and further clinical
scientific investigations.

Intracerebral microdialysis

The majority of clinical studies involving microdialysis have been done in the brain.
As mentioned above, the biochemical variables used during routine monitoring
were chosen to cover important aspects of cerebral energy metabolism (glucose,
pyruvate, lactate), to indicate excessive interstitial levels of excitatory transmitter
substance (glutamate), and to give indications of degradation of cellular membra-
nes (glycerol). Most of the basic principles regarding cerebral energy have been
known since decades [38]. However, it might be useful to review how the levels of
these measured biochemical variables vary during experimental, transient cerebral
ischaemia when the microdialysis technique is used for sampling.

Figure 7A shows changes in the intracerebral levels of glucose and lactate as well
as the la/py ratio after induction of cerebral ischaemia. In Fig. 7B, changes in the
la/py ratio are compared to simultaneous changes in the levels of glutamate and
glycerol. In this experimental study, transient brain ischaemia was induced in foetal
lambs in utero by occlusion of the umbilical cord followed by resuscitation after
cardiac standstill (data from Amer-Wahlin et al.). The microdialysis technique
was identical to that used during clinical conditions but the perfusion rate was
increased (1.0 ml/min) to allow frequent sampling (which explains the basal levels
of the biochemical variables). Induction of ischaemia caused an almost instanta-
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Fig. 7A, B. Changes in intracerebral biochemistry during transient global cerebral ischaemia.
A Glucose and lactate levels (mean + SD), and the lactate/pyruvate (Ia/py) ratio. B The la/py
ratio, as well as the levels of glutamate and glycerol (mean * SD) are shown

neous increase in the la/py ratio, followed shortly afterwards by an increase of the
glutamate level. Glucose, pyruvate, and glutamate rapidly recovered after resusci-
tation but the levels of lactate and glycerol continued to be elevated.

These data are of importance for the interpretation of our clinical findings. The
la/py ratio, reflecting the redox state of the cytoplasm, will increase immediately
when delivery of oxygen is insufficient and will rapidly return to close to normal
upon re-oxygenation. The lactate level rapidly increases during ischaemia but
remains elevated when circulation is restituted. Glycerol, the indicator of degrada-
tion of cellular membranes, increases relatively slowly during energy failure and
remains elevated for some time when energy metabolism is normalised. The
interstitial glucose level, finally, reflects the balance between delivery from the
blood capillaries and cellular uptake.

It is important to realise that the microdialysis technique gives biochemical
information only concerning a small volume surrounding the catheter. However,
the regional differences in blood flow and energy metabolism are considerable in
most pathophysiological conditions. The fact that microdialysis is a regional tech-
nique may thus be regarded as an advantage, provided the positioning of the
catheters can be visualised in relation to the focal injuries. Since the CMA/70
catheter has a thin gold thread placed in the tip of the probe, it may be visualised
on routine CT scanning (see Fig. 3). This gold thread does not interfere with MR
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scanning (but the perfusion pumps must naturally be disconnected and removed
during scanning).

It has been possible to identify the metabolic pattern in various parts of the
injured brain by inserting multiple intracerebral microdialysis catheters in patients
with severe traumatic brain lesions (Fig. 8). The studies have shown that ‘bioche-

yvic.

icoﬁtri]

Fig. 8A-F. CT-scanning before (A-C) and after (D-F) surgical evacuation of a left frontal
cerebral contusion. A ventricular catheter (v.c.) is positioned in the right frontal horn. One
microdialysis catheter is placed in the penumbra zone (pen) and one catheter is placed
ipsilateral to the evacuated contusion but outside the penumbra zone (ipsi). A third
microdialysis catheter is positioned in the contralateral, less-damaged hemisphere (contra)

mical penumbra zones’ surround focal brain lesions and that most adverse secon-
dary events primarily affect these sensitive zones (Fig. 9) [39, 40]. These observa-
tions have direct clinical implications. By performing intracerebral microdialysis
with bedside biochemical analysis, it will be possible to detect adverse events and
to treat them before they have caused cellular degradation or deterioration detected
by general physiological variables.

Intracerebral microdialysis has also been used to determine the optimal level
of cerebral perfusion pressure (CPP) for the individual patient [41, 42]. This level
is of particular importance in patients with an increased intracranial pressure (ICP)
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Fig. 9. Intracerebral levels (mean + S.E.M.) for glucose (A), lactate (B), la/py ratio (C), and
glycerol (D) levels 24-72 h after injury in the penumbra zone surrounding an evacuated focal
brain contusion as well as in ipsilateral and contralateral tissue (see Fig. 8). The level in normal
human brain (mean * S.D.) is marked by the grey fields. (Data from [40])

due to brain oedema (Fig. 10). In these patients, an increase in CPP (and intraca-
pillary hydrostatic pressure) will cause a net transport of water into the brain
interstitium and a further increase in ICP [26, 42, 43].

Other aspects of clinical microdialysis and the possibilities of clinical
research

As illustrated in Fig. 4, microdialysis has been used in various human tissues. Most
frequently, energy metabolism has been monitored as part of clinical routine.
However, microdialysis is an open technique permitting sampling of most stable
biochemical compounds provided they pass the dialysis membrane. The technique
may also be used for delivering substances to the interstitial fluid from the perfu-
sate. For routine purposes, catheters with a membrane cut-off of 20 kDa are used
but 100-kDa catheters are available for clinical purposes, which allows the study
also of larger molecules (e.g. cytokines). When these catheters are used, some
technical precautions, such as addition of colloids to the perfusate, must be taken
to avoid interstitial loss of the perusing fluid [6, 44].

The use of the microdialysis technique may sometimes result in quite unex-
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Fig. 10. Mean levels * S.D. for glucose (A), lactate (B), la/py ratio (€), and glycerol (D) in the
penumbra zone (grey bars) and in the contralateral hemisphere (open bars) in relation to
four ranges of cerebral perfusion pressure (CPP) in 50 patients with severe traumatic brain
lesions [41, 42]. The interrupted lines indicate the range (mean + S.D.) in normal human
brain during wakefulness. (From [10])

pected clinical discoveries, as illustrated by a study of patients with chronic Achilles
tendinosis [45]. In this study, the authors found high levels of glutamate but no sign
of inflammation and no increase in prostaglandin E2 in patients with chronic
Achilles tendon pain. Surprisingly, a subsequent study showed that eccentric train-
ing relieved the pain but did not decrease the glutamate level in the tendon [46].

The microdialysis technique has great potential for clinical scientific studies.
This fact is illustrated by the possibilities of measuring the interstitial concentra-
tions of various drugs and even performing quantitative pharmacokinetic studies.
The brain may seem to be the most difficult tissue for such investigations, but due
to the BBB and the large functional differences in different regions, perhaps also
the most challenging target. Two recent publications have shown that such phar-
macokinetic studies are possible to accomplish [8, 9].

Conclusions

This presentation has provided a short review of clinical microdialysis and of some
of the experimental studies of particular clinical relevance. Since the microdialysis



Microdialysis: principles and techniques 75

literature is vast, the selection of references has been quite personal. Microdialysis
isnow being introduced as a clinical technique in many centres; thus, it isimportant
to recognise its prerequisites and limitations and to take advantage of the fact that
it is a regional technique. The experiences reported thus far indicate that it will
continue to be a powerful technique for experimental and clinical scientific studies
and that it will be incorporated into multi-modality monitoring during qualified
intensive care.
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Chapter 6

Sidestream dark-field imaging and image analysis of oral
microcirculation under clinical conditions

D.M.]. MiLsTEIN, J.A.H. LiINDEBOOM, C. INCE

Tissue dysoxia and microcirculatory dysfunction are generally regarded as the
primary culprits of organ failure and inadequate wound healing in critically ill
patients [1, 2]. Tissue oxygenation is also important for organ function as well as
wound healing following trauma or surgery. Proper wound healing and the main-
tenance of the microcirculation are essential and constitute the ultimate goal of
critical care and intensive care medicine. The capillaries in the tissue microcircu-
lation collectively are the final destination in the circulatory trajectory of oxygen
transport, in which erythrocytes off-load their oxygen (O,) to parenchymal cells of
the target site. A shift in oxygen supply and tissue oxygen demand must be
corrected in order to prevent irreversible organ damage and proper wound healing.
An interesting approach in further understanding tissue dysoxia and the proper
choice of treatment in critically ill patients is to measure the oxygenation states of
the microcirculation and tissue in vivo. This can directly provide useful informa-
tion by assessing whether the organ in question and related compartments are
functioning adequately in meeting the oxygen supply and demand quota in disease
and/or the postoperative recovery states of wound healing. Since systemic hae-
modynamic variables do not provide adequate information about the functional
condition of either the microcirculation or the availability of oxygen in the micro-
circulation and tissue, direct measurements are needed.

The oral and maxillofacial compartments are highly vascularised areas and
offer a very approachable site for noninvasively monitoring and assessing the
microcirculation and wound healing properties. The biologic advantage in moni-
toring wound healing and the microcirculation in the buccal area is that it is a place
where wounds heal relatively rapidly and the progress of the natural healing
process can be monitored noninvasively in its own natural environment. Sublin-
gual measurements using orthogonal polarisation spectral (OPS) imaging have
already yielded insightful information on sepsis, its reaction to therapy, and its
prognosis [2-6]. New optical techniques have been recently introduced that have,
for the first time, allowed detection of microcirculatory properties and determi-
nants of microcirculatory function in internal human organs [7]. These techniques
havebeen applied to the oral cavity because of their relevance to the oral circulation,
its approachability, as well as its specific importance, for example in oral disease
and therapy [8]. Although these technologies are discussed here in the context of
the microcirculation of the buccal cavity, they have been applied to the microcir-
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culation in other organ systems [9-11]. In this review, we present an improved
method, called sidestream dark-field imaging, to observe the oral microcirculation
and a new method for the analysis of the functional morphology of the microcir-
culation. These methods are applicable to various microcirculatory beds of patients
and have the potential to be implemented in software designed for use in bedside
quantification.

Sidestream dark-field imaging: an improved method for imaging the oral
microcirculation

A well-functioning microcirculation is essential for wound healing following ma-
xillofacial surgery. The rich vasculature of the oral mucosa has made it possible to
challenge the thresholds of vascular regeneration and thereby monitor wound
healing in oral tissue [12]. Surgical intervention compromises the integrity of the
microcirculation and its oxygen distribution by induction of trauma to the imme-
diate mucosal vasculature. This, in turn, can induce hypoxia in tissues surrounding
the operative area. Investigating the microcirculation in patients has been difficult
in the past simply due to the unavailability of suitable technology. The intravital
microscope used in animal experimentation has only been employed in humans in
limited locations, such as the skin, lip, and the bulbar conjunctiva [13].

Recently, intravital microscopy has been miniaturised and developed for clini-
cal conditions by the implementation of OPS imaging in a hand-held microscope
type device. OPS imaging is a relatively new technology that provides information
on the kinetics and architecture of the microcirculation without the need to
trans-illuminate. OPS imaging uses 550 * 70 nm (green) polarised light, which is
guided through a series of lenses (Fig. 1A). The green light is absorbed by haemo-
globin (HD) in the erythrocytes, which can then be seen as dark moving structures
in the image. Polarisation is maintained when light is reflected from the tissue
surface and is filtered by an orthogonally placed polariser situated in front of a
video camera. The scattered light inside the tissue loses its polarisation and can
then pass through the crossed polariser, allowing observation of flowing e-
rythrocytes in the underlying microcirculation (Fig. 1A) [14]. OPS imaging has
been validated against other techniques, such as capillary microscopy and intra-
vital fluorescent microscopy, for its relevance and use in clinical monitoring [15,
16]. A newer and more improved monitoring device in terms of technology and
image quality for clinical observation of the microcirculation at the bedside has
lately been developed. This technology is known as sidestream dark-field (SDF)
imaging [7, 17].

SDF imaging offers better resolution and clarity than its predecessor the OPS
imaging device, and the same ease of noninvasive, in vivo, real-time imaging of the
microcirculation (Fig. 2). In this method, light-emitting diodes (LEDs) are placed
at the tip of a light guide that emits a 540 + 50 nm (green) light, which is absorbed
by Hb in erythrocytes, which in turn appear as clear dark bodies moving through
the microcirculation. Unlike the light source of the OPS device, which comes from



Sidestream dark-field imaging and image analysis of oral microcirculation under clinical conditions 81

- Beam Sglitter Reflected ngmht

|—r / (pu:nlarmed J—
CCD i - — -
—LtEnzmitied u e Y - *—E
o peieclec -
Analy ser P alarized epolarise Scattering
(mh.:,g.:,ng] polarizer) Incicert Light Tissue Target

—1 P olatizer

;{}; Light Source

Sidestream Dark Field imaging

g/ amera
I

( magnifving lens

4 «——green LED

microcirculation

pS- LN

Fig. 1A, B. Orthogonal polarisation spectral (OPS) and sidestream dark-field (SDF) imaging
technologies. A OPS imaging technology eliminates directly reflected green (550 + 70 nm)
polarised light from tissues surface via an orthogonally placed analyser, thus allowing
visualisation of structures below the surface. This consequently results in clear imaging of
erythrocytes, shown as dark bodies flowing through the microcirculation. B In SDF imaging,
green (540 + 50 nm) light is emitted from light-emitting diodes (LEDs) arranged in a ring
around the tip of the light guide and directly illuminating the tissue microcirculation, which
is optically isolated from the imaging central core of the light guide. Both techniques
implement a light wavelength (green; 540-550 nm) that is absorbed by haemoglobin (Hb)
in erythrocytes
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Fig. 2A-C. SDF imaging of the oral microcirculation in a healthy volunteer, A labial mucosa,
B gingiva, C sublingual mucosa
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inside the probe itself, the SDF device has the LEDs arranged in a ring around the
tip of the probe, whereby the illuminating light source is optically isolated from the
emission light path in the core of the light guide (Fig. 1B). In this way, the light
penetrates deeper into the tissue illuminating the microcirculation from the inte-
rior, and the dark-field illumination thus entirely avoids reflections coming from
the tissue surface (Fig. 1B). SDF imaging yields a clear image of the microcirculatory
components. Erythrocytes and leukocytes flowing in the microvasculature can be
observed with higher resolution and deeper monitoring capabilities [5]. Of note,
there is no orthogonally placed polariser in this device and further image im-
provement is achieved by synchronising LED illumination with the video frame rate.

Quantification of the functional morphology of microcirculation

The greatest challenge in assessing imaging footage from OPS and SDF devices has
been the setting-up of a standardised systematic approach for analysis of micro-
circulatoryimages that allows identification and quantification of microcirculatory
abnormalities during critical illness and wound healing. Obstacles that need to be
taken into consideration and overcome are movements, resolution, camera, and
sample thicknesses of the tissues being monitored. OPS movies have been analysed
and quantified by semi-quantitative and semi-automated methods. These have
proven to be both practical and highly sensitive in identifying microcirculatory
abnormalities in sepsis [2-4].

Currently, OPS and SDF imaging is used on tissues for which no automated
analytical software package is available. This presents a problem when trying to
analyse and interpret results acquired from the microcirculation. In order to use
these devices and yield quantifiable information from the microcirculation of
different anatomical tissues, a more flexible and universal methodology is needed
to consecutively analyse a variety of microvascular structures independent of their
vascular anatomy. We have developed a general consensus with six centres in-
volved in microcirculation research in intensive care regarding the procedure for
analysis of OPS and SDF imaging data from patients. The consensus is based on a
semi-quantitative method in which the data from these techniques are analysed as
follows. First, all video data of the microcirculation should be digitally recorded.
In capturing and recording imaging video data, three areas pertaining to the tissue
of interest should be selected (left, centre, right) and each area should be recorded
for a duration of 2-5 min. Then, once all the video-clip data has been recorded, a
selection of the most stable clips with the clearest images should be selected for
analysis. Itis best to capture at least three clips of 5-10 s for each filmed area. Thus,
there should be a total of nine clips (three clips of each area) of 5-10s.

Heterogeneous blood flow with capillary dysfunction is associated with micro-
vascular alterations during sepsis [18,19]. In analysing OPS and/or SDF images, our
consensus requires images from three different regions of interest of the tissue to
be selected, after which each image is then divided into four equal quadrants (I, II,
IIL, IV) for analysis (Fig. 3A). The flow analysis consensus uses a semi-quantitative
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Fig. 3A, B. Semi-quantitative analysis consensus of SDF imaging data. A The sample image is
divided into four quadrants (I, II, III, IV). B Analysis of the sample by quantification of the
blood vessel diameter, scored as small (S; 10-25um), medium (M; 26-50um), or large (L;
s1-10opm). Additional quantification of flow properties are scored as no flow (o), intermit-
tent flow (1), sluggish flow (2), and continuous flow (3). During actual analysis, as many
blood vessels as possible should be counted. Here, three different blood vessels have been
selected for explanatory purposes in order to illustrate the semi-quantitative consensus for
quantification of microvascular structures
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analytical technique consisting of judging microvascular flow characteristics, di-
scriminating between no flow (o), intermittent flow (1), sluggish flow (2), and
continuous flow (3). A fifth category, representing hyperdynamic flow properties,
could be defined, although currently this is not included in our analysis consensus.
Further analytical quantifications consistent with the consensus for flow analysis
involve categorising individual blood vessels in each quadrant based on their
diameter. The diameter in this case is semi-quantitatively defined by a dimensional
constraint, S, M, and L, representing small (10-25 pm), medium (26-50 um), and
large (51-100 pm) vessels, respectively (Fig. 3B). After quantification of vessel
diameter and flow, an average score of the total flow is calculated for each group of
vessels in each quadrant. This average score is called the microvascular flow index
(MFI) for the group of vessels and it is the sum of each quadrant vessel score divided
by the number of quadrants in which the vessel type is visible. Thus, in analysing
vascular density, the number of each vessel type (small, medium, and/or large) is
counted in each quadrant, and an average of each vessel type is calculated for each
quadrant. It is recommended, however, due to time and practical considerations,
to loop the imaging video clips, and, in case there are different types of flow in one
quadrant, average the flow (e.g. for 2 small vessels normal and 5 small vessels
moderate, the average would be moderate flow for that quadrant). If software is
available to measure the lengths of each segment, then the vascular density is
expressed as the length of specific vessels in micrometers (um) per area (um®) of
observation.

Analysis software for microcirculation images

We are currently developing software to analyse SDF imaging data. The software
is designed to identify microvessel contour in vascular images in an automated
fashion. This process is known as skeletonisation or segmentation (Fig. 4A) and is
essential for automated recognition of the microcirculation. This procedure has
become feasible due to the improved image quality introduced by SDF technology.
Once segmentation has been achieved, the software can determine length, width,
and blood velocity of individual vessel segments. Velocity is determined semi-auto-
matically after constructing space-time diagrams from the centre-line intensity of
vessels in subsequent video frames [20]. Space-time diagrams portray erythrocyte
dynamics by plotting the movement of each individual erythrocyte along a segment
of a selected blood vessel as a function of time. From the slope of the resulting
diagonal lines, erythrocyte velocity is calculated. Such an analysis creates a distinct
static image in which erythrocytes appear as dark diagonal bands separated by light
bands representing plasma gaps (Fig. 4B). Space-time diagrams provide informa-
tion relating to erythrocyte velocity, lineal density, and the supply rate [20]. Finally,
the software creates a detailed statistical fingerprint of the video sequence contain-
ing vascular flow parameters. The software under development is unique because
it allows the inclusion of vasculature parameters that were previously not possible
and integrates them to create a profile of the microcirculation. It is expected that
this software package, in combination with improved image quality provided by
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SDF technology, will greatly facilitate evaluation of microcirculatory function
during sepsis and wound healing.
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Fig. 4. Sample of the imaging processing software, currently under development, showing
semi-automated vessel identification by way of segmentation (A). Intravascular erythrocyte
dynamics are analysed using space-time diagrams (B), where d is the distance traveled (um)
within a capillary sample segment and  is time, that define the location of the erythrocyte
within the selected segment
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Conclusions

Tissue dysoxia and microcirculatory dysfunction are major contributors to the
progression of organ failure and inadequate wound healing in critically ill patients.
The oral and maxillofacial compartments are highly vascularised areas and offer a
very approachable site and model for monitoring wound healing and the functional
state of the microcirculation in patients. In this chapter, SDF imaging technology
and its vascular analytical methods were introduced with regard to quantifying the
microcirculation and its architecture. New optical technologies like SDF imaging
will allow detailed observation and monitoring of the functional condition of the
microcirculation and assessment of the availability of oxygen in the microcircula-
tion and surrounding tissues.
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Chapter 7

Perfusion optimisation at the microcirculatory level

D. DE BACKER

The importance of perfusion optimisation in the early management of severe sepsis
was recently highlighted by Rivers et al. [1]. However, microcirculatory alterations
can frequently be observed in severe sepsis and shock states, in addition to global
and regional haemodynamic alterations. The microcirculation is of particular
importance as it is the place where most of the exchanges in oxygen and nutrients
between the blood and the tissues occur. The microcirculation differs from the
systemic circulation by many aspects. First, capillary PO, and haematocrit are much
lower than arterial ones and may even behave differently. Second, the control of
microvascular blood flow is complex and depends both on local metabolic control
and on systemic humoral controls, but capillary perfusion is relatively independent
from systemic blood flow and pressure. Thus, interventions affecting the general
circulation may have different effects at the microcirculatory level, and may there-
fore fail to improve tissue perfusion. This review discusses the effects of several
interventions on the microcirculation.

Techniques used to investigate the microcirculation

Intravital microscopy is the gold standard technique for studying the microcircu-
lation and is still used in animal studies. This technique can unfortunately not be
used in humans, as a large microscope needs to be applied on a fixed tissue
preparation while fluorescent dyes are infused. Alternative methods have been
used in humans, including phlethysmography, video microscopy of the nailfold
area, and laser Doppler technique [2]. Unfortunately these approaches have several
limitations that preclude their use in critically ill patients. For example, laser
Doppler techniques have been frequently used in critically ill patients, as they have
the advantage that they can be used to examine various tissues, including the upper
digestive tract, through insertion of a nasogastric tube. Laser Doppler provides
measurements of blood flow in relative units (mV); accordingly, only relative
changes to baseline can be assessed. However, the major limitation of this tech-
nique is that it does not take into account the heterogeneity of microvascular blood
flow, since the measured parameter represents the average of the velocities in all
the vessels included in the investigated volume (~1 mm?3). Thus, blood flow mea-
sured by this technique will be influenced by arteriolar and venular blood flow more
than by capillary blood flow. Phlethysmographic techniques have similar limita-
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tions, the sampling volume being even larger. In addition, phlethysmography is
influenced by microvascular and regional blood flow, and the relative contribution
of both factors cannot be delineated. Nailfold videomicroscopy can detect blood
flow heterogeneity but the nailfold area is unfortunately very sensitive to changes
in temperature and peripheral vasoconstriction.

Orthogonal polarisation spectral (OPS) imaging and side-stream dark-field
(SDF) imaging are recently-developed non-invasive techniques that allow direct
visualisation of the microcirculation [3, 4]. Both techniques involve the use of a small
camera and a few lenses. The devices are small and can easily be used at the bedside.
High-contrast images of the microcirculation are formed by absorbing structures
(e.g. red blood cells) close to the surface that are illuminated by the light reflected
from deeper structures. Due to their specific characteristics, OPS and SDF can be used
to visualise the microcirculation in tissues protected by a thin epithelial layer, such
as the mucosal surface. In critically ill patients, the sublingual area is the most easily
investigated mucosal surface. Other mucosal surfaces include rectal and vaginal
surfaces which are of limited accessibility, and ileal or colic mucosa in patients with
enterostomies. Images can also be generated in eyelids and in the nailfold [5].

The use of OPS imaging techniques to visualise the microcirculation has been
validated against standard techniques. Vessel diameters, functional capillary den-
sity, and vessel blood flow were found to be similar with OPS imaging and standard
intravital fluorescence videomicroscopy in various animal models [3, 6-8]. In
human healthy volunteers, the agreement in the measurement of capillary density
and red blood cell (RBC) velocity in the nailfold area was excellent between OPS
imaging and capillaroscopy [5]. Unfortunately, a quantitative approach cannot
actually be used for observations of the sublingual microcirculation in critically ill
patients, due to small movements of the probe (especially respiratory movements).
Accordingly, we developed a semi-quantitative method to determine capillary
density and the proportion of perfused capillaries [9]. These techniques are parti-
cularly helpful to disclose capillary recruitment, but are not able to identify changes
in velocities within vessels.

Evidence for alterations in microcirculatory blood flow in sepsis

Numerous experimental studies have observed a decrease in capillary density and the
presence of stopped-flow capillaries in close vicinity of well-perfused capillaries (blood
flow heterogeneity) [10-12]. Although these alterations can be observed in various
conditions, including haemorrhagic shock [10], ischaemia/reperfusion injury [13], and
sepsis [11, 12, 14-16], they are more severe in septic than in other insults [17, 18]. Animal
studies have clearly shown that similar microvascular alterations can be observed in
striated muscles [12,19], small bowel mucosa [15], liver [20], pancreas [21], and skinfold
[13]. The microcirculatory alterations clearly differ from macrocirculatory hae-
modynamic alterations of sepsis, with vasoconstriction in the microcirculation in
opposition to the vasodilatory state with high cardiac output.

We used the OPS technique in the sublingual area of patients in circulatory
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failure [9, 22] and observed that microcirculatory alterations are frequent in shock
states. Fifty patients with severe sepsis (n = 8) and septic shock (n = 42) were
investigated within 48 h of the onset of sepsis [9]. Compared to controls, septic
patients presented a decrease in capillary density (vessels containing no RBCs
cannot be visualised) and a decrease in the proportion of perfused capillaries. These
alterations were more pronounced in nonsurvivors than in survivors. In a second
cohort of 49 patients with septic shock, we daily investigated the sublingual micro-
circulation up to shock resolution or death, and observed that microvascular blood
flow rapidly improved (but did not totally resolve) in survivors but remained
altered in non survivors, whether these patients died from shock or from multiple
organ failure after the shock was resolved [23]. In survivors, microcirculatory
alterations improved even though these patients were still on vasopressors for
several days. In addition, improvements in microvascular alterations of more than
7.5% within the first 24 h of observation was an excellent predictor of good outcome,
and, perhaps more importantly, this was even the most powerful predictor of
outcome in these patients, well before improvements in APACHE II score, global
haemodynamics, or SOFA score. These data suggest that microvascular blood flow
alterations are implicated in the pathophysiological process involved in the deve-
lopment of multiple organ failure and death in septic patients.

What are the implications of microvascular alterations?

Microvascular alterations have major physiopathological implications. The juxta-
position of well-perfused and non-perfused capillaries may be responsible for the
sepsis-induced decrease in oxygen extraction capabilities [24-26]. In addition,
stopped flow capillaries are associated with zones of tissue hypoxia, as suggested
by the decreased intravascular PO, [27, 28] Finally, the transient flow observed in
some capillaries may lead to focal areas with ischaemia/reperfusion injury.

One major question is whether these microvascular blood flow alterations are
the initial mechanism, leading to alterations in tissue metabolism, or are they
secondary to cellular events, with flow matching the direct heterogeneous metabo-
lic alterations? It is difficult but important to separate these opposing alternatives.
In the first case, interventions improving microvascular perfusion may be benefi-
cial while they would be useless in the second case. Several arguments nevertheless
suggest that microcirculatory alterations may be the triggering event. First, in a
pivotal study, Ellis et al. [19] reported in a model of peritonitis induced by caecal
ligation that heterogeneity of microvascular blood flow increased with an increased
number of stopped-flow capillaries (from 10 to 38%) and in the proportion of
fast-flow to normal-flow capillaries. Moreover, in well-perfused capillaries, O,
extraction increased, rather than decreased, and the VO, of this segment also
increased. These results strongly argue against a sepsis-induced mitochondrial
dysfunction, at least in the early phase of sepsis. Indeed, a primary mitochondrial
dysfunction would have been accompanied by a decreased VO, and O, extraction
in this segment. Similarly, Ince et al. [27] reported that microvascular PO, is
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decreased in sepsis, which is incompatible with primary metabolic alterations.
These data suggest that the sepsis-induced decrease in extraction capabilities is
related to blood-flow heterogeneity but not to impaired capacities of the tissues
to use oxygen. Second, we observed that the severity of alterations in the sublin-
gual microcirculation is inversely related with sublingual PCO, and that both
alterations can be reversed [29]. Of note, tissue PCO, does not increase when flow
matches metabolism. All together, these observations suggest that microcircula-
tory alterations are involved in the pathophysiology of sepsis-induced organ
dysfunction and that they do not match metabolic alterations, at least in the early
phases of sepsis.

Another major question is whether these microvascular blood flow alterations
are influenced by systemic factors. If so, monitoring of the microcirculation may
be useless, as these alterations may be inferred from more easily applicable moni-
toring techniques. Since microcirculatory and macrocirculatory alterations usually
coexist, itis quite difficult to separate the influence of the two factors. Experimental
studies suggest that microcirculatory alterations can occur even when blood flow
or perfusion pressure is maintained [17, 18, 30]. Using OPS technique on the
sublingual microcirculation in 96 patients with severe sepsis and septic shock, we
observed that the severity of microcirculatory alterations was not related to arterial
pressure, the use of vasopressors, or the cardiac index [31].

How can microvascular blood flow be manipulated in sepsis?

Focal vasoconstriction, microthombi, and impairment of RBC and white blood cell
(WBC) deformability are likely to concur in these microvascular alterations. In
view of the severe vasoconstriction observed in some vessels, inflammatory and
vasoactive mediators, such as tumour necrosis factor (TNF) [32] and endothelin
[33], may play a major pathophysiological role, whereas nitric oxide (NO) may have
a protective role [34].

The physiologic characteristics of the microcirculation (importance of rheolo-
gic properties, absence of adrenergic receptors on the capillaries but their presence
at the precapillary and venular levels) and the mechanisms responsible for the
sepsis-induced microvascular alterations (microthrombi, WBC adhesion, vaso-
constriction) suggest that fluid resuscitation, vasodilatory compounds, and drugs
with anti-inflammatory and anticoagulant activities improve the microcirculation
while adrenergic compounds have more limited impact.

Animal experiments have shown that colloid solutions, and especially dextrans
and starch solutions, can improve microcirculatory blood flow [35-37] but human
data arelacking. The effects of packed RBCs are quite controversial, with some data
suggesting that RBC transfusion can improve microcirculation perfusion [38],
whereas other studies show the opposite effect [39]. Even if severe anaemia may
weaken microcirculatory oxygenation [40], less severe haemodilution may be
beneficial so that the effects of RBC transfusions should be analysed according to
baseline haematocrit. The effect of storage time and the presence or absence of
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residual leucocytes in the transfused products can represent important factors
affecting the microvascular response to RBC transfusions.

The role of adrenergic agents is, unexpectedly, less well-defined, although some
data are available regarding the role of beta-adrenergic stimulation. Several expe-
rimental studies have reported that dobutamine improves microcirculatory blood
flow [41, 42], probably via a vasodilatory effect on arterioles. We have recently
shown that dobutamine improves the sublingual microcirculation in patients with
septic shock, independently of its systemic effects [43]. The effects of alpha-adre-
nergic agents are less well-understood. Interestingly, while the topical application
of norepinephrine induces arteriolar vasoconstriction, intravenous administration
of norepinephrine did not affect the rat microcirculation [44]. Human data are
lacking regarding the effects of alpha-adrenergic drugs on the microcirculation.
Ledoux et al. [45] have reported, using the laser Doppler technique, that norepine-
phrine-induced increases in mean arterial pressure (MAP) from 65 to 85 mmHg
did not affect skin microcirculatory blood flow. However, the small number of
patients, the intrinsic limitations of the technique used, and the skin of the forearm
as a site of observation are important considerations that can limit definitive
conclusions. Aside from the level of pressure, the choice of the drug to be used can
also be central. Interestingly, some data highlight the microcirculatory effects of
vasopressin in circulatory shock [46, 47]. Albert et al. [46] demonstrated that
vasopressin preserved renal blood flow in endotoxaemic rabbits, while Westphal
et al. [47] reported a major decline in gut perfusion in rats submitted to caecal
ligation. Among other factors, differences in vasopressin doses may explain these
conflicting results. Dubois et al. [48] reported that vasopressin did not deteriorate
the sublingual microcirculation in patients with severe vasodilatory shock treated
with low doses of vasopressin.

Other strategies, and especially vasodilatory agents, can be used to manipulate
the microcirculation in sepsis [49]. Among these, NO donors appear promising.
Animal data suggest that NO deficiency accentuates microcirculatory alterations
[34]. We observed that microvascular alterations were fully reversible after topical
application of a high dose of acetylcholine (Fig. 1), suggesting that vasodilators may
be of value [9, 22]. This was further corroborated by Spronk et al. [50], who reported
that nitroglycerin improved the sublingual microcirculation; unfortunately, it also
induced a marked hypotension. In addition, the potential cytotoxic effects of NO
donors should not be neglected so that further studies are needed to evaluate the
usefulness of these agents in the therapy of septic shock.

Among other therapies, activated protein C is particularly promising. Even
though it has been clearly demonstrated that activated protein C improves survival
in critical care patients [51], the underlying mechanisms are still not fully under-
stood. Hoffmann et al. [52] described an improved capillary density and a decrease
in adherent and rolling leucocytes in rodents submitted to endotoxin and treated
with activated protein C. These results were confirmed in other experimental
settings [53, 54]. Interestingly, the effects may be independent of the anticoagula-
tory effects of activated protein C [54]. The effects of activated protein C in patients
with septic shock are currently under evaluation.
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Fig. 1. Effects of topical acetylcholine application on sublingual microcirculation in patients
with 11 patients in septic shock. Drawn from data presented in [9]

Conclusions

Microvascular alterations are frequent in patients with septic shock and their
severity has been shown to be associated with outcome. These alterations can be
improved by topical application of acetylcholine or intravenous administration of
nitrates. The microcirculatory effects of other interventions more classically used
to improve global oxygen delivery are less well-defined. Fluids, and especially
colloids, and dobutamine have been shown to improve the microcirculation, while
RBC transfusions have more variable effects. Experimental studies suggest that
activated protein C improves the microcirculation in septic patients.
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Chapter 8

Pacemaker resynchronisation in the treatment of severe
heart failure

J.L. ATLEE

Patients with heart failure (HF) are at increased risk for hospitalisations, arrhyth-
mias, and mortality. Despite convincing evidence that combined diuretics, angio-
tensin-converting enzyme inhibitors (ACEI), B-blockers, and aldosterone antago-
nists (i.e. optimal drug therapy) can reduce hospitalisations and mortality in
patients with HF, such life-prolonging therapy continues to be underutilised [1].
More recently, devices for the management of patients with HF, including implan-
table cardioverter-defibrillators (ICDs) and pacemaker cardiac resynchronisation
therapy (CRT)" have been shown to result in substantial mortality reduction [2-5].
Thus, CRT is yet another therapy that may be of benefit to selected patients with
severe heart failure.

Overview of permanent pacing indications

More than 40 years ago, implanted pacemakers (PM) became the therapy for
patients with symptomatic bradycardia due to atrioventricular (AV) block [6].
Subsequently, indications for PM were expanded to include pacing for bradycardia
due to sinus node dysfunction, pacing in the hypersensitive carotid sinus syndro-
me, pacing for neurocardiogenic syncope, and pacing for the prevention or termi-
nation of tachyarrhythmias [7]. While pacing indications for children and adole-
scents are similar, there is less emphasis on the rate criteria for bradycardia; rather,
more emphasis has been placed on the correlation of symptoms with conditions
amenable to pacing therapy. Also, in addition to the more conventional indications
for PM, its use has now been expanded to include other conditions.

Among these is hypertrophic obstructive cardiomyopathy (HOC) with symp-
toms and with significant resting or drug-provoked (nitroglycerine or isoprotere-
nol) left ventricular (LV) outflow tract obstruction (LVOT). However, such patients
must not be candidates for surgery or refractory to drugs (B-blockers, calcium
channel blockers). If so, HOC with LVOT forms a class IIb indication for dual-
chamber pacing with a short AV delay (< 120 ms) [7]. This will reduce the LVOT
gradient in many, but not all patients. Possible beneficial effects of pacing in

! Contemporary ICD integrate anti-bradycardia and -tachycardia pacing, and many CRT as well.



100 ]J.L. Atlee

patients with LVOT include induced paradoxical septal wall motion, reduced
systolic anterior mitral valve motion, increased LVOT diameter, and reduced
Venturi forces through the LVOT [8, 9]. The relative importance of other suggested
beneficial effects of pacing in HOC, such as improved left ventricular (LV) diastolic
function, increased coronary blood flow, and depression of systolic function is
unresolved. Further, pacing has not been convincingly shown to reduce mortality
in HOC, with or without LVOT.

Pacemaker cardiac resynchronisation therapy

Cardiac resynchronisation therapy (CRT) is used to treat advanced heart failure
(NYHA Class III or IV; AHA/ACC Stage C or D)” and consists of biventricular
pacing (BVP) or LVP to synchronise ventricular contractions in patients with
advanced HF. Commonly, such patients have abnormal ventricular activation or
electrical dyssynchrony [10, 11]. The latter is manifest as QRS interval prolongation
(often, with a left bundle branch block) and is associated with cardiac dysfunction
[12, 13] and increased mortality [10]. The following discussion is organised under
four headings: (1) physiology of CRT, (2) pacing site selection, (3) haemodynamic
and other observations pertinent to CRT, and (4) clinical evidence for efficacy of
CRT in HF.

Physiology of CRT

Abnormal electrical timing in heart failure

Key targets of CRT are the LV activation pattern and atrioventricular (AV) delay
[14]. The LV usually contracts synchronously, with little more than 40-ms variation
in the timing of electrical or mechanical systole throughout the wall. Mechanical
synchrony produces more effective and energetically efficient LV ejection. With
premature stimulation of a portion of the ventricles, e.g., with left bundle-branch
block (LBBB) or right ventricular (RV) pacing, the activation sequence changes.
This generates regions of early (RV) and delayed (LV) contraction. Furthermore,
early shortening at the stimulation site (RV) is wasted work. The RV filling pressure
is still low, so little ejection occurs. Moreover, delayed LV activation occurs at
higher wall stress, because the ventricular septum has already developed tension.

*NYHA (New York Heart Association) functional classification of HF: Class I - symptoms at rest;
Class II - symptoms with usual exertion; Class III - symptoms with < ordinary exertion; and Class IV -
symptoms at rest. The ACC/AHA (American College of Cardiology/American Heart Association)
emphasises the evolution and progression of HF: Stage A: high risk for HF, but without evident
structural heart disease (SHD); Stage B: with SHD, but without HF symptoms; Stage C: with SHD and
past or current symptoms of HF; Stage D: with end-stage SHD and need for advanced therapy (i.e.
positive inotropes, mechanical circulatory support, cardiac transplantation, or hospice care).
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Finally, this is wasted work, because any previously activated myocardium may
undergo paradoxical stretch. The net result is a decline in systolic function of about
20%, with reduced cardiac output and efficiency, increased end-systolic volume
and wall stress, and delayed relaxation.

Mechanical dysfunction secondary to intrinsic LV conduction delay (i.e. LBBB,
wide QRS rhythm) vs single-site RV pacing is not necessarily equivalent [14]. The
former has an even greater adverse impact on contraction, as a larger territory of
myocardium may be prematurely activated.

Finally, the AV delay also influences net LV chamber mechanics [14]. Too short
or too long delays result in suboptimal LV filling and may cause mitral regurgita-
tion (MR). Translating this behaviour to patients with HF is non-trivial, because
the failing heart must operate at high filling pressures. This reduces diastolic LV
filling during atrial systole, even if atrial and ventricular contractions are properly
synchronised.

Optimisation of AV delay: AV resynchronisation

There is conflicting evidence for the efficacy of AV resynchronisation with VDD or
DDD pacing in patients with LV dysfunction or advanced HF. Hochleiter et al.
noted symptomatic improvement with DDD pacing and a short AV delay (100 ms)
in 16 patients with advanced HF [15]. This benefit persisted at 1 year, but the
incidence of sudden death (presumably, arrhythmic) increased at 2 years [16].
Brecker et al. assessed the effect of variable AV delay on symptoms and exercise
tolerance in patients with dilated cardiomyopathy and reduced ventricular filling
times due to AV valvular regurgitation [17]. Cardiac output, exercise duration, and
maximum O, consumption increased with shorter AV delays. Also, the exercise-
limiting symptom changed from breathlessness to leg fatigue.

In contrast, Linde’s group found no improvement in NYHA functional class,
stroke volume, ejection fraction, or quality of life 1, 3, and 6 months after physio-
logic pacing with optimised AV delay in ten patients with advanced HF secondary
to ischaemic or dilated cardiomyopathy [18]. There was, however, short-term
improvement in stroke volume and cardiac output. Similarly, Gold et al. found no
improvement in haemodynamic, clinical or echocardiographic variables with VDD
pacing and short AV delays in 12 patients with severe HF [19]. While Nishimura’s
group did find differences in response to dual-chamber pacing with optimised AV
delay in patients with dilated cardiomyopathy and severe LV dysfunction, these
were based on the PR interval at rest [20]. Patients with PR intervals > 200 ms had
significant improvement in cardiac output, LV end-diastolic pressure, diastolic
filling time, and less MR during pacing. With normal PR intervals, diastolic filling
time was unchanged, but cardiac output decreased with pacing. Finally, Sack et al.
found no variables that consistently predicted a beneficial response to dual-cham-
ber pacing with optimised AV delay [21]. However, patients could be stratified into
‘responders’ and ‘non-responders’ based on acute haemodynamic assessment.

Thus, individual patient testing is the only way to distinguish patients who
might benefit from optimising the AV delay in right-sided dual-chamber pacing
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[22]. Controlled studies that link short-term to long-term benefits in significant
numbers of patients are currently lacking.

Optimal ventricular activation in heart failure

Wiggers first recognised the importance of synchronised ventricular contractions
[23]. He described LV contraction as a ‘series of sequential fractionate contractions
of muscle bundles,” and proposed that a disturbance in the temporal sequence of
LV contraction might be caused by interspersed areas of ischaemia or fibrosis.
Nearly 40 years later, Harrison noted ‘disorganised contraction’ (termed ‘asyner-
gy’) on kinetocardiograms of patients with coronary heart disease [24]. Shortly
thereafter, Herman and colleagues correlated the presence of LV asynergy with
clinical HF [25]. Some 16 years later, the impact of rate-dependent LBBB on LV
function was analysed during exercise radionuclide angiography [26]. In subjects
with rate-dependent LBBB, but without demonstrable coronary artery disease
(CAD), there was an abrupt decrease in LV function with exercise. In contrast, in
controls (without CAD), LV function increased by 26%. Moreover, LV wall motion
analysis revealed that onset of LBBB coincided with development of asynchronous
LV contraction. Similarly, Grines et al. observed striking delays between LV systolic
and diastolic events in patients with isolated LBBB [12]. They hypothesised that
altered ventricular activation with LBBB led to delayed LV contraction, RV-LV
dyssynchrony, lower LV ejection fractions, abnormal interventricular septal mo-
tion, and shortened diastolic filling times. Much later, Amitzur’s group compared
the effects of different pacing sites (i.e. surrogates for conduction abnormalities)
on blood flow velocities in the left anterior descending (LAD) and left circumflex
(LCX) coronary arteries [27]. LCX flow velocities were not affected by multisite
pacing; however, LAD flow velocities decreased with pacing from the right RVA or
mid-RV vs with RA or LV pacing. It was speculated that the differences were due
to earlier activation of LAD-perfused territories (especially, the interventricular
septum) with right-sided pacing. In contrast, with left-sided pacing, there was
nearly simultaneous activation of both the LAD- and LCX-perfused territories,
excluding both from the effects of an early activation state. Finally, Xiao et al.
examined the effects of abnormal ventricular activation (prolonged QRS) on the
time course of the LV pressure pulse waveform in patients with dilated cardiomyo-
pathy [28]. QRS prolongation reduced peak dP/dt, and increased the time to peak
dP/dt, relaxation times, and overall duration of the LV pressure pulse waveform.
The authors postulated that if QRS duration were reduced, possibly by pacing, then
improved inotropy might result.
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Pacing site selection

Right ventricular apex

When transvenous endocardial leads were first used for permanent pacing, the
RVA was the choice lead position [9]. It was relatively easy to obtain stable RVA
lead positions with good pacing and sensing characteristics, and an acceptable
incidence of lead dislodgement. Since then, there have been advances in lead
technology (e.g. tined, active fixation, and steroid-eluting leads). Also, pacing from
other parts of the ventricles is possible. However, AAI pacing with intact AV
conduction still leads to higher cardiac outputs and ejection fractions vs RVA DDD
pacing [29]. Thus, the normal pattern of ventricular activation is important. In
patients with normal LV function, cardiac output with DDD pacing is often ade-
quate. Thus, there was little impetus to explore other pacing sites [9]. However,
now there is potential to further optimise LV function with pacing to normalise the
pattern of ventricular activation in selected patients with HF, despite optimal drug
therapy. Thus, pacing to achieve this goal now has a higher priority.

RV apex vs RV outflow tract pacing and dual-site RV pacing

Usually, permanent ventricular pacing is with electrode(s) at the RV apex (RVA).
Permanent pacing from the RV outflow tract (RVOT) is also feasible [30]. Several
small trials have provided conflicting results regarding the efficacy of RVOT pacing
in HF. Giudici et al. found that VVI pacing from the RVOT improved cardiac output
vs RVA pacing in patients receiving DDD pacemakers for sinus node dysfunction
[31]. However, pacing sites were not randomised, cardiac output measurements
were unblinded, RVOT pacing was tested in some patients with normal sinus node
function, and the trial was not restricted to patients with HF. Thus, these findings
require confirmation. Victor et al. compared RVOT to RVA pacing in ten patients
with complete heart block or chronic atrial fibrillation and normal LV function
[32]. Each received a DDD pacemaker with one lead in the RVOT and another at
the RVA. Pacing was randomised between sites. There was no difference between
RVOT and RVA pacing for effect on haemodynamics or exercise tolerance. Two
prospective, randomised trials, one with VDD [33] and the other with DDD pacing
[34], confirmed no beneficial haemodynamic effect of RVOT vs RVA pacing in HF
patients. Therefore, the pacing mode, not the RV pacing site, appears to have a
greater effect on haemodynamics in patients with HF.

Finally, Buckingham et al. tested whether simultaneous RVA and RVOT (dual-
site) pacing would narrow the QRS and improve haemodynamics during a clinical
electrophysiological study [35]. The QRS narrowed (130%110 ms) with dual-site
pacing, but there was no significant change in cardiac output. In their sequel report,
this group tested dual-site RV pacing to improve LV systolic function in patients
with reduced LV ejection fractions [36]. There was no significant effect of dual-site
pacing on any measured parameters of LV function. Thus, it appears that dual-site
RV pacing has little potential to improve haemodynamics in patients with HF.
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Biventricular pacing

In patients with HF and LBBB or intraventricular conduction delay (QRS = 0.13 s),
pacing to synchronise RV and LV contractions (i.e. BVP) will narrow the QRS and
has potential to improve ventricular interdependence and haemodynamics more
than single- or dual-site pacing from the RV. Early evidence supporting BVP was
limited to small, uncontrolled, observational studies with short follow-up. For
example, Cazeau et al. studied eight patients with NYHA Class IV HF (despite
maximal medical therapy) and widened QRS complexes, who had refused or were
ineligible for heart transplantation [37]. Each patient underwent baseline hae-
modynamic evaluation with temporary pacing leads for RV apex, RVOT and LV
pacing, or BVP between the RVOT or RV apex and the LV. Based on the baseline
results, lead placement of an existing pacemaker were modified or a new system
was implanted for BVP. For patients in sinus rhythm, atrial-triggered BVP increa-
sed cardiac index (CI) by 25%, and reduced pulmonary capillary wedge pressure
(PCWP) by 17%. In four patients who survived 3 months, NYHA functional class
improved to Class II. Leclercq et al. assessed the acute haemodynamic benefit of
BVP with optimised AV delayin 18 patients with drug-refractory, advanced HF and
mean QRS = 170 ms [38]. PCWP and CI were measured during AAI pacing (con-
trol), again during single-site RV DDD pacing, and during BVP (simultaneous LV
with RV apex or RVOT pacing). PCWP and CI were significantly increased with
BVP. Kass et al. reported the acute haemodynamic effects of BVP vs VDD pacing
from the RV mid-septum or apex in 18 patients with dilated cardiomyopathy,
prolonged QRS, and advanced HF [39]. Pacing from the LV free-wall site with the
greatest conduction delay (i.e. single-site LV pacing) was also examined. LV
dP/dtmaxand pulse pressure increased most with single-site LV pacing. BVP caused
amore modest (but still significant) increase in LV dP/dtmax. Pacing from the RVA
or septum had negligible effects on LV systolic function.

Haemodynamic and other observations pertinent to CRT

BVP is mainly restricted to patients with advanced HF due to dilated cardiomyo-
pathy, a low ejection fraction (usually < 35%), and LBBB or intraventricular
conduction delay (QRS = 0.13 s) [8, 14]. In such patients, observational studies
show significant haemodynamic improvement: (1) increased cardiac output, ejec-
tion fraction, and blood pressure; (2) reduced pulmonary capillary wedge pressure
and MR; (3) enhanced LV systolic function (i.e. maximum LV dP/dt and/or LV
pressure-volume loops); and (4) improved magnitude and synchronisation of LV
contraction. Also, either BVP or single-site LV pacing improves LV function without
increasing O, consumption, thereby increasing myocardial efficiency [40, 41].
Further, BVP or single-site LV pacing vs RV apex pacing reduces sympathetic
activity and increase arterial pressure [42]. These latter effects were attributed to
stimulation of arterial or cardiopulmonary baroreceptors with vasodepression or
cardioinhibition, respectively.
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LV pacing site affects BVP efficacy

Studies of acute pacing in HF have revealed findings that relate primarily to LV
pacing site selection [14]. First, the acute effects of single-site LV pacing are often
similar or even more prominent than those of BVP. To date, BVP has involved
simultaneous stimulation of the RV and LV, which may not be optimal in HF. While
single-site LV pacing pre-excites the LV lateral wall, and would seemingly shift
electrical delay to the RV, mechanical effects likely differ. This may relate to intra-
myocardial spread of excitation froma single LV pacingsite vs fascicular conduction
from the right bundle branch. Furthermore, BVP causes simultaneous RV-LV
stimulation, which does not mimic normal activation, and may be suboptimal.
Second, modifying the AV delay influences the net systolic response to single-site
LV or BVP, but this is a more modest effect vs that of the LV pacing site per se. For
AV delays of 110-140 ms, the mechanical responses to single-site LV or BVP appear
similar, with both greater than with single-site RV pacing [39, 42]. Third, studies of
the acute effects of single-site LV or BVP vs single-site RV pacing have not revealed
benefits or detriments on cardiac diastolic function (i.e. isovolaemic relaxation
time-constant or diastolic pressure-volume curve). Fourth, CRT with LV free- vs
anterior-wall stimulation significantly improves LV systolic performance [43].

Identification of patients most likely to respond to CRT

Today, CRT is advised (Class IIb indication) only for selected patients with idio-
pathic dilated or ischaemic cardiomyopathy and medically refractory advanced HF
[7]. In addition, the QRS duration must be = 130 ms, LV end-diastolic diameter
> 55mm, and ejection fraction < 35%.

Even so, a central issue has been the identification of patients most likely to
benefit from CRT [14]. The primary variable for patient selection has been QRS
duration, an electrical marker for spatially dispersed mechanical activation. It has
been shown that patients with wider QRS complexes have greater immediate
mechanical responses to CRT [39, 42, 43]. Also, the worse the cardiodepression,
perhaps itself reflecting LV electrical dyssynchrony, the greater the CRT response
[14]. Thus, regardless of the methods used to measure mechanical dysfunction due
to electrical dyssynchrony or the response to CRT (e.g. LV ejection fraction, LV
dP/dt, Doppler flow assessment), any of these most strongly correlate with respon-
siveness to CRT [44]. Finally, there is also controversy as to whether the amount of
QRS narrowing with CRT is predictive of efficacy [14]. Short-term studies have not
confirmed this, although one longer-term study suggests such correlation [45].

Clinical evidence for efficacy of CRT in HF

Until now, we have looked only at the acute haemodynamic effects of CRT. Is there
evidence for longer-term efficacy? The first positive evidence comes from meta-
analysis of randomised trials of CRT. Other evidence comes from ongoing or
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completed, multicentre prospective trials of CRT: the MIRACLE, VIGOR, PATH-
CHF, MUSTIC and COMPANION trials.

Meta-analysis of CRT trials

Bradley et al. [46] searched several databases and other sources® with the terms
‘pacemaker,” ‘pacing,” ‘HF,” ‘dual-site,” ‘multisite,” ‘biventricular,” ‘resynchronisa-
tion,” and ‘LV preexcitation.” Eligible were reports that included death, hospitali-
sation for HF, or ventricular arrhythmias as outcomes. Of 6883 potentially relevant
reports initially identified, 11 reports of four randomised trials with 1634 total
patients were included in the meta-analysis. Follow-up for these trials was from 3
to 6 months. Significant findings from pooled data were that CRT reduced death
from progressive HF by 51% vs controls. Mortality due to HF was 1.7% for CRT vs
3.5% for controls. CRT also reduced HF hospitalisation by 29%, and showed a trend
toward reducing all-cause mortality. There was no statistically significant effect of
CRT on non-HF mortality. For a subset of patients with ICD, CRT had no clear
impact on ventricular tachyarrhythmias. These findings would suggest that CRT
has a substantial impact on the most common mechanism of death (progressive
HF) in patients with advanced HF.

Desai et al. [4] carried out a similar meta-analysis to determine whether ICD
therapy reduces all-cause mortality in patients with nonischaemic cardiomyo-
pathy. Interestingly, four out of five primary prevention trials (total of 1854 pa-
tients) showed a statistically nonsignificant effect of ICD over medical therapy for
all-cause mortality. Only the COMPANION trial (1520 patients, discussed below),
in which a cardiac rhythm management device with both ICD and CRT capabilities
was used, showed a statistically significant reduction in all-cause mortality with
ICD over optimal medical therapy [3].

Prospective, randomised CRT trials

MIRACLE

In the first report from the MIRACLE* ICD trial investigators, 453 patients with
advanced HF (ejection fraction < 35%; QRS = 130 ms) were randomised to CRT or
no CRT [47]. However, conventional HF drug therapy was maintained in both
groups. Patients with CRT experienced significant improvement in 6-min walk
distance, NYHA functional status, quality of life, treadmill time during exercise
testing, and ejection fraction. Also, fewer CRT patients required hospitalisation for

3 MEDLINE (1966-2002), EMBASE (1980-2002), the Cochrane Controlled Trials Register (2nd
Quarter 2002), the National Institutes of Health Clinical Trials.gov database, the US Food and Drug
Administration Web site, and reports presented at scientific meetings (1994-2002).

4 Multicenter InSync RAndomized CLinical Evaluation Trial
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HF. In the second report, 369 patients requiring ICD therapy were randomised to
CRT or no CRT [2]. Except for the inclusion of ICD, the criteria were similar to the
previous trial [47]. At 6 months, patients with CRT had greater improvement in
median quality of life score and functional class. Also, peak O, consumption and
treadmill exercise time increased significantly with CRT. However, there was no
change in 6-min walk distance. There were no significant differences between test
groups for LV size or function, HF status, survival, or rates of hospitalisation. No
proarrhythmia were observed. Importantly, ICD tachyarrhythmia termination
capabilities were not impaired.

VIGOR

In this trial, patients with LV HF and LBBB (n = 53) received BVP as CRT [48].
Echocardiograms were acquired at randomisation and after 6 and 12 weeks of BVP.
Heart rate, QRS duration, and serum norepinephrine values were unchanged, and
left atrial and LV end-systolic volume. LV end-systolic and end-diastolic dimen-
sions were reduced. After 12 weeks of BVP, there was significant improvement in
measures of systolic function, including LV outflow tract and aortic velocity time
integrals, and myocardial performance indices.

PATH-CHF

The first report from these investigators described the impact of 6 months of CRT
on echocardiographic variables of LV function [49]. For 25 patients with advanced
HF (ischaemic or idiopathic dilated cardiomyopathy) and increased QRS duration,
CRT significantly reduced LV end-diastolic and end-systolic diameter and volume,
and increased ejection fraction. Concerning LV volume reduction, ‘non-respon-
ders’ had significantly higher baseline LV end-diastolic volume than ‘responders.’
Overall, there was only mild baseline MR, which according to semi-quantitative
analysis, was reduced only slightly by CRT. The second PATH-CHF report compa-
red short- and long-term effects of atrial synchronous, single-site ventricular
pacing (LVP) or BVP [50]. Forty-one patients were randomised to 4 weeks with
LVP or BVP, then to 4 weeks without treatment, and finally to 4 weeks with the
alternative treatment (BVP or LVP). The best CRT method (LVP or BVP) was then
continued for 9 months. Primary end points were exercise capacity measures.
Single-site pacing (LVP) was selected for longer-term CRT in the majority (n = 36)
of patients. However, the early clinical effects of LVP and BVP for CRT were not
statistically significantly different, so that trial results were pooled to assess early
sequential treatment effects. Oxygen uptake at both the anaerobic threshold and
peak exercise level during bicycle exercise testing was significantly increased with
both treatments. Also, the 6-min walk distance increased with both treatments.
Finally, these improvements persisted after 12 months of CRT. Thus, for the short-
term, any differences between LVP and BVP for effect on the primary end-points
(measures of exercise capacity) appear small with short-term CRT.
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MUSTIC

Three reports have come from the MUSTIC investigators. The first was a single-
blind, randomised, controlled crossover study comparing exercise and other re-
sponses to BVP in 67 patients with advanced HF due to LV systolic dysfunction and
with QRS > 150 ms [51]. Patients were randomised to 3 months of inactive pacing
(VVI at 40 bpm) or BVP, and then crossed over to the other mode. The primary
end point was 6-min walk distance. Secondary end points included quality of life,
peak exercise O, consumption, hospitalisations for HF, treatment preference (ac-
tive vs inactive pacing), and mortality. Nine patients were withdrawn from the
study before randomisation, and ten failed to complete both study periods. Signi-
ficant findings (active vs inactive pacing) in 48 patients who completed both study
phases were a 22% increase in 6-min walk distance, 32% improvement in quality-
of-life score, 8% increase in peak O, uptake, and a 67% reduction in hospitalisa-
tions. Also, active pacing was preferred by 85% of patients. The second MUSTIC
report assessed whether the benefits of BVP observed during the aforementioned
crossover phase were sustained over 12 months [52]. Patients (n = 131) in sinus
rhythm (SR) or atrial fibrillation (AF) were assessed for 6-min walk distance, peak
O, uptake, quality-of-life score, NYHA functional class, echocardiographic vari-
ables, and ejection fraction. After 12 months, all patients with SR and 88% with AF
were programmed to BVP. Compared to baseline, significant findings were: 20%
(SR) and 18% (AF) increased 6-min walk distance; 11% (SR) and 9% (AF) increased
peak O, consumption; 36% (SR) and 32% (AF) improvement in quality of life; 25%
(SR) and 27% (AF) improvement in NYHA functional class; and, 5% (SR) and 4%
(AF) improvement in ejection fraction. MR decreased by 45% (SR) and 50% (AF).
A more recent report from the MUSTIC investigators confirmed the BVP quality-
of-life benefit in patients with NYHA Class III HF and intraventricular conduction

delay [53].

VENTEK-CHF

It is well-established that both acute and chronic HF contribute to the need for
antitachycardia (AT) therapy in patients with ICDs. The VENTEK-CHEF trial re-
viewed the frequency of the need for ICD therapy in 54 patients with triple-chamber
BVP ICDs. ICDs had transvenous RV and epicardial LV pacing leads [54]. Thirty-
two patients completed 3-month, randomised, blinded periods of BVP (VDD) or
no pacing. Of these, 13 received appropriate AT therapy for ventricular arrhythmias
at least once in the 6-month post-implant period. Five had at least one episode of
AT therapy while programmed to BVP, whereas 11 had at least one episode while
programmed to no pacing. Three patients received ICD AT therapy during both
pacing periods. The decrease in AT therapy during the BVP period was statistically
significant, and may have been related to haemodynamic improvement with BVP.
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COMPANION

This trial was terminated prematurely after the recruitment of 1600 patients [55].
A total of 1520 patients with NYHA Class III or IV HF due to ischaemic or
nonischaemic cardiomyopathies, and a QRS interval of = 0.12 s were randomly
assigned in a 1:2:2 ratio to receive optimal drug therapy (see Introduction) for HF
alone or in combination with CRT with either a PM or PM-ICD. The primary
composite end point was time to death from or hospitalisation for any cause. As
compared with optimal drug therapy alone, pacemaker CRT decreased the risk of
the primary composite end point (hazard ratio, 0.81; P = 0.014), as did CRT with a
PM-ICD (hazard ratio, 0.80; P = 0.01). The risk of the combined end point of death
from or hospitalisation for heart failure was reduced by 34% for the PM group
(P <0.002) and by 40% in the PM-ICD group (P ~0.001) as compared to the group
with optimal drug therapy for HF alone. Finally, a PM reduced the risk of the
secondary end-point (death from any cause) by 24% (P = 0.059), and a PM-ICD
reduced this risk by 36% (P = 0.003).

Conclusions

Pacemaker CRT is a novel adjunct therapy for the treatment of severe HF, but it
does not replace the need for optimal drug therapy (see Introduction). In patients
with, or susceptible to malignant ventricular arrhythmias (the latter based on
clinical electrophysiological testing), CRT is combined with an ICD (ICD-CRT). Of
course, all ICDs implanted today are also PMs, and may incorporate adaptive-rate
pacing and other capabilities as well. Importantly, not only does CRT improve
haemodynamics, exercise tolerance, and quality of life for patients with severe HF
over the short term, it also appears to confer a longer-term survival benefit. Based
on the COMPANION trial results, this may be even greater for patients with
ICD-CRT vs PM-CRT. However, CRT therapy is costly, and it seems unlikely that
CRT for severe HF will be affordable for all nations for some time. Even so,
CRT * ICD may yet be shown to reduce the need for even more costly HF therapies
(e.g. a ventricular assist device; total artificial heart; heart transplant).
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Chapter 9

The importance of guidelines in airway management

F. PETRINI, M. SORBELLO, M. SCOPONI

‘Though this be madness, yet there is method in ‘t’
(Hamlet - Act II, Scene II)

The structure and organisation of health care delivery are in the midst of rapid
change. Increases in health care costs, competition and regulation are prompting
health care providers from a variety of disciplines to define their practice in
measurable ways and to identify the outcomes to which they contribute and aspire.

This is true also for anaesthesia, and particularly for airway management, which
is one of the most discussed topics of anaesthesia care for potentially life-threaten-
ing problems and implications.

With the aim of defining the importance of airway management guidelines, just
like trying to answer a question from Hamlet, we may discuss them in a ‘literary
way’, through Sir William Shakespeare’s comedies.

‘The Tempest’

The unanticipated difficult airway can be considered a clinical problem potentially
encountered by all anaesthesiologists, and is recognised as one of the most impor-
tant causes of major anaesthesia-related morbidity [1, 2]. Nowadays, it is well
known thatapproximately one third of all adverse anaesthetic outcomes are related
to respiratory problems, and almost one third of all anaesthetic-related deaths
result from an inability to manage the difficult airway [3].

Statistics are difficult to perform in the field of airway management for several
reasons; the lack of common definitions and of common measuring instruments
for near misses and adverse events makes it difficult to put all the data together and
to compare them. Another important problem is represented by the ‘iceberg effect”:
hard outcomes are so rare and may only represent the tip of the difficult airways
potential risks, so that in some aspects it is really underestimated, while some
others could be overestimated [4, 5]. Finally, literature suffers from the problem of
near-miss accidents and from the possibility of several clinicians ‘selecting’ (often
unconsciously) the type of outcomes and adverse events they are collecting [6].

This is the epidemiological ‘tempest’ of airway management and this is the field
in which practical guidelines should be applied.
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‘As you Like it’

The first practical consequence of the above-described situation in the early 1990s
was the general trend of all anaesthetists to act based on personal experience in the
face of all kinds of problems, especially those concerning airways management.
There was no major attention to preventive strategies and difficult intubation
predictors, except for what might have been suggested by personal attitude. Several
devices were available for difficult management, such as the laryngeal mask airway
(LMA) or emergency tracheal access, the first being considered unsafe to trust in
compared with classical intubation, and the second considered as the nightmare,
the forsaken situation that was best not mentioned. Airway management education
and teaching could be considered as ‘first-line fighting’, and learning was the
classical ‘attempts and mistakes’ method, everything to be played on clinicians’
responsibilities and patients’ morbidity.

‘The Comedy of Errors’

This Shakespeare comedy title could be one of the closed claims projects sponsored
by the American Society of Anesthesiologists (ASA) in the early 1990s: airway
management difficulties were one of the leading causes of anaesthesia-related
deaths and morbidity, representing the most expensive field for insurance refunds,
especially in some settings such as emergency or obstetrics and gynaecology [2].
In 1993, the ASA issued the first version of the guidelines for difficult airways
management, including a decisional algorithm, recommendations and equipment
based upon literature reviews, experts’ opinions and the Consensus Conference.
Ten years later, the ASA reviewed the guidelines, and since 1993 many other
documents on airway management have been written by enthusiastic international
expert groups such as the Canadian Society of Anesthesiologists, the French Society
of Anaesthesia and Intensive Care, the Italian Society of Anaesthesia, Resuscitation
and Intensive Therapy (STAARTI), and the Difficult Airway Society [5, 7, 8].

The ASA guidelines were the first attempt to put some order, in a typical
American way, into such a difficult field, reinforcing the necessity for short and
clear protocols to act in the few moments available for interventions during airway
emergency. The key role played by the ASA guidelines was to move the matter of
the difficult airway from the dark side of the moon, underlining both the dimen-
sions of the problem and the necessity for protocols and commercial devices to
reduce the likelihood of adverse outcomes.

‘The Merchant of Venice’

The widespread diffusion of guidelines and research to improve them resulted in
amajor challenge and in fascinating commercial possibilities for manufacturers of
airways devices. An important editorial by Cook underlines that in the late 1980s
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‘the options for maintaining the airway during anaesthesia were limited to the
tracheal tube or the face mask combined with an oropharyngeal airway’. New
devices, among which the LMA obviously plays a key role, have been developed,
tested and applied, resulting on several occasions in a safe bridge for ventilation or
a precious device that has saved more than one patient’s life [9].

Undoubtedly, only the best devices can survive daily clinical practice and the
severe refereeing of clinical trials or prospective studies: on the one hand, this
phenomenonrepresented an advantage for the anaesthesist and for patients’ safety,
while on the other it was a course for guideline redactors. It may be difficult to
recommend a certain device over another while guidelines are in preparation;
sometimes insufficient data are available not only to validate a new device, but also
to contraindicate its use in clinical practice.

The 2005 STAARTI guidelines overcame the taxonomic problem of the bewil-
dering variety of suprapharyngeal, extrapharyngeal, oropharyngeal and oesopha-
geal devices, just indicating them as ‘LMA and other extraglottic devices’, on the
principle that none of them go through the vocal cords and the glottic opening. As
the number of devices grows, it is not the same for the scientific papers (correctly)
validating their role in difficult airway management, while the LMA and the
Combitube are the most widely recommended devices in clinical practice [9]. Last
but not least, we must not forget that a possible role of airways management
guidelines should be accounted for by costs: today the cost of a dedicated chart,
including all useful devices in available sizes, may be expensive although somewhat
‘mandatory’, and its absence could be considered faulty in litigation [7]. On the
other hand, the widespread diffusion of guidelines has caused a wider diffusion of
certain ‘economic’ devices, and it may push manufacturers to introduce low-price
(disposable) devices or to lower the cost of specific instruments, e.g. fibre-optic
devices and fibrescopes.

'Measure to Measure’

‘Nothing can be improved if it can’t be measured’ (Leonardo Da Vinci): in effect this
was surely the first need felt by all researchers in the field of airway management.
Guidelines gave a sudden acceleration to this need. Measuring was the key to
success.

Measuring patients’ anthropometric features was—correctly—intended as the
only way to assess and preliminarily manage patients with difficult airways; mea-
suring instruments and devices produced new sizes for widespread applications.
Measuring data coming from clinical studies was considered to be the only way to
validate protocols, instruments and devices. Stronger than before was the need to
discuss clearly and compare clinical trial results: the era of evidence-based medi-
cine (EBM) was also beginning for anaesthesia and airway management [1, 10-12].
Evaluation of evidence-based outcome and utilisation of clinical practice guide-
lines may be considered as methods to determine and implement optimal practices
and to improve patient safety. In this sense practice guidelines are systematically
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structured recommendations that assist practitioners and patients in making
decisions about health care.

But we may ask: is it always possible to measure? And is it always correct to
measure? Airway management represents a hard challenge for statistics: it is often
impossible or difficult to perform randomised controlled trials in certain settings,
and similarly it is difficult to equalise some variables such as individual experience
or the feedback coming from other colleagues during difficulties [10,13]. The paper
from Yentis and Lee [11] represents a cornerstone for what concerns difficulty
measuring, with a new laryngoscopic grading system (also adopted in the last
SIAARTI document); the same author 2 years later asks ‘Predicting difficult intu-
bation: worthwhile exercise or pointless ritual?’, putting in doubt both predictive
tests and the value of statistics in certain fields [12].

Furthermore, do we always need to measure? In a fascinating paper by Smith
and Pell we can read: ‘As with many interventions intended to prevent ill health,
the effectiveness of parachutes has not been subjected to rigorous evaluation by
using randomised controlled trials. Advocates of evidence-based medicine have
criticised the adoption of interventions evaluated by using only observational data.
We think that everyone might benefit if the most radical protagonists of evidence-
based medicine organised and participated in a double blind, randomised, placebo
controlled, crossover trial of the parachute’ [14].

Beyond the excesses, verisimilarly EBM could exist with observational data too,
and in certain fields it may also benefit from experts’ opinions and consensus
conference results. This is particularly true whenever data may not be collected in
a prospective way, and, moreover, if data are not fully compared, as suggested by
Kunz and Oxman or Moher and co-workers, resulting in misleading conclusions
or under/over-estimating results [15, 16].

The new 2005 SIAARTI ‘Recommendations for airway control and difficult
airway management’ recognised the importance of the opinion of the STAARTI task
force, calling these specialists ‘expert witnesses’ with the critical role of deciding
the strength of recommendations in the ‘grey zone’ of EBM [s, 7,17, 18].

When writing guidelines, all these arguments should be taken into account;
Shekelle and co-workers provided a very exhaustive paper concerning guidelines
development, pointing out that the methods development should ensure that
treating patients according to the guidelines will achieve the outcomes that are
desired [19]. In the authors’ opinion, this may only be possible by following a
precise flow chart: the first step is prioritising topics of interest and refining the
subject area (if reported as airways problems this should not be so difficult). The
second step is convening and running guideline development groups: in some
fields (such as paediatric, emergency or obstetrics and gynaecology airways mana-
gement), expert opinion may count as ‘scientific data’, especially if evidence or
studies are lacking. The third step should be to consider systematic review of all
available data and evidence grading: as stated before, this is not always possible for
airways management. Of the more than 800 studies included in the 2005 STAARTI
guidelines, many were graded as level III or IV on the Delphi modified scale, and
some of the level II studies could be affected by statistical or procedural bias [5].
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The next step is translating the evidence into recommendations for clinical prac-
tice, accounting for the existing differences between clinical attitudes, and availabi-
lity of devices and instruments, and trying to minimise the gap between theory and
practice. Graded recommendations should finally be evaluated, reviewed and
constantly updated. The same steps are suggested by the Italian higher agencies for
health care (Ministero della Salute and FISM) [20, 21].

In conclusion, much work is involved in publication of guidelines, and even
more when clear data and precise measurements are missing in situations such as
difficult airways.

‘Midsummer Night's Dream’

According to previous considerations, we must admit that the ideal airway man-
agement guidelines are really difficult to realise, and, in any case, they would never
fit into daily clinical practice, taking account of scientific evidence on the one side
andreality on the other. Is their realimportance thus a ‘midsummer night’s dream’?
Not atall. Guidelines for the management of difficult airways have changed the way
of considering anaesthesia practice, leading clinicians and researchers to a more
careful evaluation of both clinical practice and research. In addition, the institution
of clinical trials, the evaluation of new devices, the more careful evaluation of
patients and the prudential approach to predicted borderline or severe difficulties
have led to an increase in patients’ safety (primum non nocere).

A recent paper published by Peterson and co-workers shows how real guide-
lines are and how important they might be. The authors examine what changed in
the field of airway management-related accidents after the introduction of the 1993
ASA guidelines through the investigation of closed claims in the USA [22]. While
considering this paper, one of the first attempts to provide a clinical evaluation of
the guidelines, it is important to underline that after their introduction something
changed in the daily practice of anaesthesia in the USA. The bridge between theory
and clinical practice may be represented by the result that while nothing changed
for the incidence of accidents during anaesthesia maintenance, extubation and
recovery, the incidence of fatal accidents or permanent brain damage associated
with anaesthesia induction was clearly reduced after 1993. Some theoretical aspects,
e.g. the number of laryngoscopic attempts, became clinical effects: the incidence of
accidents was linearly related to the number of attempts in case of difficulty (such
as strictly recommended in the 2005 SIAARTI document) [5].

Probably as a result of penetration of the guidelines, the wider diffusion of
‘prudent’ techniques such as awake intubation, or the presence of LMA as ‘a bridge
to secure ventilation’ or of introducers and tube-exchangers on anaesthesia carts
may account for the almost one quarter reduction in the odds of death or brain
damage recorded by the investigators [22].

Furthermore, according to a recently published analysis from the ASA Com-
mittee on Professional Liability Closed Claims Project, severe anaesthesia-related
injuries are becoming less frequent in the reports to insurance carriers. Moreover,
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claims for respiratory-damaging events (inadequate ventilation, oesophageal or diffi-
cult intubation) decreased significantly in the 1990s compared to the 1980s [2, 22].

These data, together with (still little) evidence regarding the lack of safety of
loco-regional anaesthesia as an alternative to difficult intubation, the risks of
emergency and out-of-hospital settings, and the importance of ‘trained’ early
emergency tracheal access, were all considered, reported and recommended in the
2005 SIAARTI guidelines [8]. Unfortunately, in Italy there is no possibility of
similar data accessing (insurance and/or litigations registers).

Literature and observational data, together with a rational implementation of
expert opinion approved by scientific societies may lead to suggested recommen-
dations, not dreams: according to Shakespeare, ‘The course of true love never did
run smooth’ (Act I, Scene I).

‘Much Ado About Nothing’

We may then conclude that all problems regarding the importance of guidelines
may be considered as the title of Shakespeare’s famous comedy. But, as usual, in
medio stat virtus. Guidelines represent a cornerstone for daily practice, the beha-
vioural gold standard for the different situations that may be encountered. At the
same time there are limits in different situations, because of penetration and
acceptance of guidelines, and because some fields lack sufficient data to allow a
strictly scientific elaboration of guidelines. This may be the case in airway man-
agement for NORA, thoracic surgery, paediatric anaesthesia, the intensive care unit
or out-of-hospital emergency settings. In such fields, guidelines should also take
account of logistic difficulties, non-elective conditions, which are well known to be
associated with unplanned difficulties, and higher rates of fatal accidents and
differences of skills [23]. The contribution of board-certified anaesthesiologists in
the improvement of emergency and perioperative care and outcome must not be
forgotten [24].

Furthermore, much has yet to be done to improve the guidelines themselves,
because of both the technological race and continuous attempts to improve quality.
Many efforts are currently being made for evaluation of clinical practice guidelines
[17, 20], possibly through dedicated instruments (AGREE Collaboration) and to
find the best compromise between theory and practice, in the effort to provide
correct evidence evaluation and grading strength of recommendations [25, 26]. In
this setting, the 2005 STAARTI guidelines are also attempting quality improvement,
stating important quality points for guidelines self-assessment, data recording,
equipment storage and disinfection, teaching and learning, multidisciplinary co-
operation, diffusion and acceptance. The SIAARTI Task Force is compiling a
national data collection on diffusion and penetration of guidelines through a
questionnaire published on the SIAARTI website (www.siaarti.org ‘Gruppi di
Studio’ section) and on the Gruppo di Studio Vie Aeree Difficili webpage
(www.vieaereedifficili.org).

Finally, the 1993 ASA guidelines were discussed in litigation in only 18% of
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claims in a 7-year period: really not ‘much ado’ This limited importance in the
litigation processes may be due to the reflection of the ASA guidelines in usual and
standard practice patterns [22]. In any case, we must not forget that guidelines have
often been considered a two-way street in legal settings, as they might both
strengthen and weaken the defence of the practitioner. In Branthwaite and Be-
resford we can read that: ‘...(Protocols and guidelines) ... are best considered
indicative of an accepted course of practice rather than the final arbiter of profes-
sional standards. However if legal action is brought because harm results from
transgression of guidelines and protocols ‘without good reason’ the claimant is very
likely to succeed’ [13, 22, 27, 28].

‘All’'s Well that Ends Well’

Considering that airway management problems are the first cause of anaesthesia-
related accidents, we can say that airway management guidelines play a key role in
both practitioner and patient safety, probably being one of the most important for
anaesthestic practice, having focused attention on the ‘airways problem’, and
having really changed clinical practice, with important effects on patient survival.
They introduced in some way the ‘culture of prediction’ (even though we must not
forget that predictive elements for difficult ventilation and intubation may be
present in as few as one third of patients who end up being really difficult to
manage), breaking up the ‘cannot intubate fear’: first of all encouraging the ‘call for
help’ and subsequently inducing clinicians to plan strategies for predicted and
unpredicted difficulties, also fulfilling the need of a quick and practical behavioural
model in case of difficulties [s, 23, 29, 30].

Inarecent paper, 10% of anaesthetists in the Oxford region admitted not having
a personal plan for an alternative emergency airway management: also for these
reasons SIAARTI underlined that guidelines, once developed and acquired, should
be made available to practitioners in a user-friendly format at the bedside [4, 5, 31].

Moreover, guidelines invited anaesthetists to set up their difficult airways cart,
making a larger number of clinicians familiar with prediction of difficulties and
previously ‘elitary’ techniques and devices such as awake intubation and the
fibrescope, and taking away the mythological image of techniques such as early
tracheal emergency access, no more a ‘nightmare’ buta ‘dream’ for young residents
and skilled clinicians, who would like to perform it on mannequins and simulations
in order to be ready to do it whenever it may be needed (in one case in a million,
maybe) [13, 23, 32].

Surely much work has yet to be done: recommendations may be adopted,
modified, or rejected according to clinical needs and constraints, also considering
that guidelines are not intended to be standards or absolute requirements. Their
application cannot guarantee any specific outcome, and no guideline can ever be
specific enough to be applied in all situations [33, 34]. Furthermore, guidelines have
illuminated the problem of learning and training in a field that must be considered
central to the practice of anaesthesiology, while young practitioners frequently feel



120 F. Petrini, M. Sorbello, M. Scoponi

poorly trained in this area [35]. A large range of skills needs to be acquired, and
guidelines may be considered a kind of template for training purposes, further
representing the first attempt to institutionalise this aspect of learning and teach-
ing. That is particularly true for airway management guidelines; nevertheless,
for several years it has been emphasised that strict adherence to a predefined
strategy could decrease respiratory catastrophes and specific anaesthesia-related
morbidity and mortality. Some events, such as the dramatic cannot ventilate/can-
not intubate scenario and the difficult or crucially impossible ventilation [36, 37],
are (fortunately) rare in the clinical setting, but contemporarily they are (unfortu-
nately) so rare as not to be systematically studied and their management will never
be truly evidence based [38]. Guidelines considered these situations, forcing
anaesthetists to think of this rare possibility and of the way they would act, leading
them to consider that the only way to obtain skills would be by simulation. Several
papers have been written and ever more realistic and sophisticated mannequins
have been realised on the ‘long wave’ of guidelines.

Unfortunately, this theoretically good teaching tool is not always simple to
translate into training efficacy: the guidelines in anaesthesia training of the Euro-
pean Board of Anaesthesiology Reanimation and Intensive Care are vague and
much less specific on airway management topics than on other topics, as are the
latest USA guidelines [39, 40]. When surveyed 2 years after publication of the first
ASA guidelines, most American anaesthesiology residency training programmes
did not include formal training on these topics [41]. Twelve years later, when the
ASA guidelines were updated, the educational approach in this area remained the
same, and a similar informal and poor approach on airway management teaching
is common, from the east (Japan) to the west (European countries) [41, 42]. The
Royal College of Anaesthetists seems to have made a positive effort, and its
suggestions are well integrated with the Difficult Airway Society guidelines [43],
but a lot of work has to be done during continuing medical education (CME)
programmes in basic and advanced airway management for skills in which
anaesthesiologists can be involved as experts. Mannequin practice, case presenta-
tion, problem-based learning, discussion and crisis resource management have
been SIAARTI objectives for CME since 1998 [8].

In conclusion, airway management guidelines may become a fundamental part
of quality improvement pathways, a strong effort towards quality of research, thus
becoming a powerful instrument to defend practitioners during litigation proces-
ses.

According to these reflections, we may move the title’s question towards the
question proposed by Hung and Murphy in a recent editorial: ‘Changing practice
in airway management: are we there yet?’, answering, with Shakespeare’s words,
‘all’s well that ends well’ [44].
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Chapter 10

BioGrid: a collaborative environment for Life Science
Research'

C.-H. Huane

Background

Health-care-related research and practice often produce tremendous amounts of
data. These are usually geographically distributed among hospitals, clinics, re-
search labs, radiology centres, etc. For research, training, or clinical purposes,
physicians and medical researchers often need to consult and analyse medical data
from distributed sites. An efficient software and hardware infrastructure to support
on-demand information extraction as well as automated data integration and
analysis in a real-time manner would provide significant convenience and is
therefore increasingly needed. However, due to the sensitive nature of these data
and the lack of an effective integration approach, medical data are often stored and
archived within individual sites and are usually disconnected from the outside
network in order to enforce security issues.

A typical clinical example, among many others, that could benefit from such an
infrastructure is remote intensive care. According to reports by the Leapfrog
Group, a nonprofit coalition of businesses and other groups working to improve
hospital operations, there has been a severe shortage of intensive care specialists
in the United States—fewer than 6 0oo at a time when nearly 5 million patients are
admitted to ICUs each year. Typically, hospitals rely on nurses to notice a problem
with a patient. The nurse then pages a physician, who runs to the ICU to check on
the patient. With monitoring devices and in-room cameras connected to the
infrastructure, physicians can check the patient’s ventilator, intravenous medica-
tion, and anything else, anywhere and anytime. This allows critical care doctors
and nurses to monitor dozens of patients at different hospitals simultaneously,
much as an air traffic controller keeps track of several aeroplanes. Professionals
watching from afar alert those on duty at the respective hospitals to changes or
problems through videoconferencing equipment located at the nurses’ stations.
This greatly enhances the quality of intensive care in a way that could not be
equalled, even with double or triple the on-site staffing, by enabling hospitals to
make the best use of a limited number of intensive care doctors.

In addition, a large number of data-intensive or computation-intensive appli-
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cations arising from the life sciences, ranging from genetic and proteomic infor-
matics, clinical practice onindividuals to social health care, will greatly benefit from
an infrastructure offering on-demand information extraction, automated data
integration, and analysis. Specific examples include the following.

+  Molecular modelling for drug design

+ Computational genomics/proteomics

+  Genetic linkage analysis

+  Molecular sequence analysis

+ Phylogeny reconstruction

+ Determination of protein structures

+ Identification of genes and regulatory patterns

+ Biological information retrieval

+ Genetic/biochemical networks

+ Biomedical modelling and simulation

+ Biomedical image simulation

+ Distributed medical database management and integration

+ Biomedical image processing

+ Integration of biological information

+ Data mining and visualisation of biomedical data

+ Text mining of biomedical information bases

+ Telesystems for diagnostic, prognostic, and therapeutic applications

+ Health data storage and retrieval

* Medical imaging (management, analysis, processing and simulation)

+ Social healthcare

+ Pharmaceutics and clinical trials

+ Computerised epidemiology

+ Collaborative and proprietary health networks

+ Integrative bioinformatics and medical informatics systems.

Grid: a potential solution

Among the efforts toward finding a solution infrastructure, grid technology has
gradually proved to be a promising one. The grid represents a rapidly emerging
and expanding technology that allows geographically distributed resources (CPU
cycles, data storage, sensors, visualisation devices, and a wide variety of Internet-
ready instruments), which are under distinct control, to be linked together in a
transparent fashion [1, 2]. The aggregate computing power, data storage, network
bandwidth, and user friendliness all contribute to the prosperity of this new
information technology. The potentials of the grids to serve as a general-purpose
research platform can also be attributed to the following facts, as pointed out in [3]:
1. The Internet is reasonably mature and able to serve as fundamental infrastruc-
ture
2. Network bandwidth has increased to the point of being able to provide efficient
and reliable services



BioGrid: a collaborative enviroment for Life Science Research 125

3. Storage capacity has now reached commodity levels, where one can purchase a
terabyte of disk for roughly the same price as a high-end PC
More and more instruments are becoming Internet-aware

5. Clusters, supercomputers, storage, and visualisation devices are becoming
more easily accessible

6. Applications have been parallelised
Collaborative environments are moving out of the alpha phase of implementa-
tion.

Challenges ahead

Despite the layers of security, data encryption, and certificate authorities provided
by grid-enabling toolkits such as Globus, issues of interoperability, security, per-
formance, management, and privacy need to be carefully considered. The compa-
tibility of diverse security models and the translation of different high-level proto-
cols, which specify actions in the grid, are the critical elements for interoperability.
Besides, data management and replication mechanisms [4] proposed by current
grid-enabling toolkits mainly deal with flat files. Data access control is handled at
a file level. When it comes to the sharing and exploitation of large amounts of
globally distributed data and information repositories in the health sector, such
primitive mechanisms are not sufficient for use.

The UConn Health-Grid Initiatives

The UConn Bio-Grid Initiatives were launched in 2003. This project investigates
the infrastructure needed for high-performance, automated integration and analy-
sis of information from a wide spectrum of life science research and practice. The
project will establish a grid-enabled network throughout the UConn campus in
support of: (1) on-campus interdisciplinary health-care-related research projects,
(2) regional collaborative health-care projects by research institutes and health-
care providers in Connecticut, and (3) a ‘virtual’ health-care data repository and
computation centre for use nationally and internationally.

Specifically, the first aim is to build a campus-wide computational and data grid,
the Bio-Grid, that allows distributed Internet-aware resources, such as computers,
sensors, and visualisation devices, etc. While under distinct control, these resour-
ces will be transparently linked, thereby offering aggregate computing power,
storage capacity, network bandwidth, and ease of use to health-care-related re-
search and practice at the University of Connecticut. This will be the firstlarge-scale
computational and data grid in Connecticut. Initially, the Bio-Grid will provide a
test-bed for on-campus interdisciplinary health-care-related research projects. The
Bio-Grid will incorporate research institutes and health-care providers in Connec-
ticut in order to gradually establish a regional translational health-care research
centre. The second aim of this project is to provide robust middleware support, on
top of the Bio-Grid infrastructure, for secure retrieval and efficient integration of
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sensitive clinical and health information. This enhanced middleware support will,
for example, allow physicians to have secure access to their patients’ images and to
send hybrid requests over distributed data bases, which otherwise could not be
easily reached. Another example is for radiologists from geographically dispersed
hospitals to compare diagnoses by sharing standardised mammograms over the
Bio-Grid, and to perform sophisticated epidemiological studies across national
boundaries, all in a timely and on-demand manner. For global compatibility, the
integration tests involve two international research teams.

The third aim, in conjunction with the research enterprise, is to establish a
Bio-Grid Consortium. This involves ongoing efforts of several educational deve-
lopment programs and the establishment of annual scientific meeting on Bio-Grid-
related research. Specifically, a series of cross-disciplinary e-Health courses (short-
term and semester-long) are being developed at the University of Connecticut as
part of a new, self-contained e-Health minor, open to students and professionals
of educational institutes and to health-care providers in Connecticut. This program
will produce software engineers who are prepared to formalise and solve emerging
medical and health applications, as well as clinical scientists and professionals with
extensive knowledge regarding information-processing. In addition, an annual
international workshop (The Bio-Grid Workshop) was initiated in 2003 to reinfor-
ce and promote awareness of the possibilities and advantages linked to grid
technologies in bioinformatics, clinical informatics, bio-imaging, and public health
informatics. The project will eventually promote the UConn Bio-Grid as a ‘virtual’
healthcare data repository and computation centre for use nationally and interna-
tionally.

Current work

The first phase of our ongoing work involves the setup of a regional computational
and data grid, a task to be coordinated with research and medical institutes in
Connecticut, such as Yale University, Wesleyan University, the Connecticut State
University System, Trinity College, Hartford Hospital, and Connecticut Children’s
Hospital, as well as with a few regional medical resource networks, and biotech and
pharmaceutical companies in Connecticut. The second phase is, in addition to the
Bio-Grid infrastructure, to develop middleware support for secure and automated
integration ofhealth data. Augmented with customised web portals and application
interfaces, the middleware support will be general-purpose for use in a wide variety
of applications.

The details of the grid setup, middleware infrastructure, and hardware/software
interface are elided to better the readability of this paper, factoring in the nature of
the APICE conference. Therefore, in the following we discuss three specific pro-
jects, conducted by researchers at the University of Connecticut, that are currently
being grid-enabled.
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Genomic knowledge inference

It is crucial that the massive amount of genomic data produced are well-repre-
sented so that useful biological information may be efficiently extracted or inferred.
A useful tool for effective knowledge representation is the semantic network system
[5]. This is a conceptual model for knowledge representation in which the know-
ledge entities are represented by nodes (or vertices), while the edges (or arcs) are
the relations between entities. A semantic network is an effective tool, serving as
the backbone knowledge representation system for genomic, clinical, and medical
data. Usually, these knowledge bases are stored at locations geographically distri-
buted. This highlights the importance of an efficiently distributed semantic net-
work system enabling distributed knowledge integration and inferences. Note that
the semantic network is a key component of the Unified Medical Language System
(UMLS) project, which was initiated in 1986 by the U.S. National Library of
Medicine (NLM). The goal of the UMLS is to facilitate associative retrieval and
integration of biomedical information so that researchers and health professionals
can use such information from different (readable) sources [6]. The UMLS project
consists of three core components: (1) the Metathesaurus, providing a common
structure for more than 95 source biomedical vocabularies. It is organised by
concept, which is a cluster of terms, e.g., synonyms, lexical variants, and transla-
tions, with the same meaning; (2) the Semantic Network, categorising these con-
cepts by semantic types and relationships; and (3) the SPECIALIST lexicon and
associated lexical tools, containing over 30 ooo English words, including various
biomedical terminologies. Information for each entry, including base form, spell-
ing variants, syntactic category, inflectional variation of nouns and conjugation of
verbs, is used by the lexical tools [5].

The 2002 version of the Metathesaurus contains 871 584 concepts named by
2.1 million terms. It also includes inter-concept relationships across multiple vo-
cabularies, concept categorisation, and information on concept co-occurrence in
MEDLINE.

Our research team has developed a distributed semantic network system, based
onatask-based and message-driven model to exploit both task and data parallelism
while processing queries [8]. Our system also features multi-threading and task
migration to support communication latency hiding and load balancing, respec-
tively. In the task-based message-driven model, queries are decomposed into tasks
and distributed among processors for execution. Other system support activities
are also decomposed into system tasks and distributed as well. When a task is
completed, a message is generated to either spawn new tasks or trigger further
processing, depending on the property and current status of the task. This process
is carried out by two collaborating components: the host system (Fig. 1) and the
slave system (Fig. 2). The host system interacts with the user and processes the
information for the slave system, while the slave system performs task execution.

This task-based and message-driven system is particularly suitable for grid
environments. The next phase of this project is to test the knowledge reasoning
efficiency of the grid-enabled distributed semantic network system on the Bio-Grid.
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Study of protein functions

The complete sequencing of numerous genomes raises the next major challenge in
biology, to understand the function of genes contained within these genomes. To
date, scientists have only unravelled the functions of a small percentage of the
encoded proteins. Protein functions are often ascribed to recurring sub-structural
motifs (or mini-motifs, as they often contain less than 15 amino acids), which usually
present specific positional characteristics in the protein sequences. Devising effi-
cient models, computationally or stochastically, to identify potentially functional
motifs is the first essential step toward realising protein function.

There are numerous databases containing small collections of mini-motifs that
are mostly defined by a function, such as glycosylation or phosphorylation. Thus,
in order to determine whether a protein contains consensus motifs for these
functions, one must know the function that is being searched. This approach is not
conducive to identifying new functions of proteins. Since so many mini-motifs have
been identified, most scientists are familiar with only a subset of the broad func-
tional range of these motifs. This is a current limitation in the study of protein
functions. Analogous to one of the protein domain databases (Pfam, CDD, or
Swissprot) that contain nearly all known protein domains, we have generated a
database of mini-motifs in proteins having a broad functional spectrum.

We searched the scientific literature using Pubmed and several existing data-
bases and collected 312 consensus mini-motifs that target proteins for a specific
biological function. From the frequency of papers identifying a mini-motif, as
determined based on a sample of randomly selected papers from Pubmed, it can
be roughly estimated that 2 500 mini-motifs have been reported in the literature.
So far, most entries in our database are for intracellular mini-motifs in eukaryotes.
We will continue to expand the categories as well as the database, adding recep-
tor/adhesion molecular ligand-binding motifs, and motifs from plant, archaebacte-
ria, bacteria, fungi, and viruses.

This project, led by Dr. Sanguthevar Rajasekaran (CSE, UConn) and Dr. Marty
Schiller (Neuroscience, UConn Health Center), with the participation of Drs. M.
Gryk, M. Maciejewski (Neuroscience, UConn Health Center) and C.-H. Huang
(CSE, UConn), has yielded a web-based program (SMS, simple motif search) [9] to
search the proteome database for the presence of mini-motifs in protein queries.
The SMS downloads our mini-motif database and several other NCBI databases
(RefSeq, LocusLink, HomoloGene, Taxonomy, Pfam, and dbSNP databases) as the
input and analyses for potentially functional mini-motifs.

The SMS program has searched proteins for the presence of the 312 mini-motifs
in our mini-motif database. A proteome enrichment factor for each mini-motif is
calculated by dividing the observed number of occurrences of a mini-motif in a
proteome by the predicted number, which is based on the probability and the
amino-acid frequencies in each proteome. We used the SMS to analyse several
proteomes. Statistics show that several mini-motifs are enriched in the human
proteome and that the Abelson tyrosine kinase (Abl) SH3 domain ligand mini-mo-
tif is the most enriched mini-motif, at 673 368-fold. Of the 312 motifs examined,
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eight mini-motifs are more than 100-fold enriched and 28 mini-motifs are more
that five-fold enriched. The highly enriched mini-motifs represent a broad range
of functional categories and are not limited to one or few functions. These results
suggest that the functions of these mini-motifs are commonly used in proteins.
While one may expect evolutionary selection against mini-motifs in proteins where
they are non-functional, analysis of the eukaryotic proteomes shows this is not the
case. Only 15 of the 312 mini-motifs examined in the human proteome are less that
0.75-fold enriched, which is also representative of the six other species (mouse, rat,
fly, rice, watercress, and yeast) examined [10].

The project is currently in the phase of further developing effective computa-
tion models and efficient novel computational techniques to select computatio-
nally significant mini-motifs in protein databases. In addition, a unified scoring
scheme, incorporating probabilistic analysis, homology analysis, subcellular lo-
calisation analysis, domain linker region analysis, and protein surface analysis, is
being devised to reduce false-positives. This is an important step toward experi-
mentally validating the biological significance of the selected mini-motifs and
further unravelling protein functions. The unified filtering scheme will also con-
sider the known biology of a protein, while selecting mini-motifs for experimental
verification. For example, Grb2 is an adaptor that links receptor tyrosine kinases
to signalling in the mitogen activated kinase (MAPK) pathway. In these cases,
identifying an Erk docking site and a 14-3-3 binding site on Grbz2 is of interest
concerning its functions, because these motifs bind Shc, Raf, and Erk, important
proteins in the MAPK signalling pathway. This project will result in a follow-up
collaborative research project with biologists to experimentally verify the functio-
nalities of the selected mini-motifs, which will be of essential importance to
deciphering gene functions, investigating protein functions, and to identifying
novel targets for the development of insecticides, antibiotics, antiviral drugs, and
health-related drugs.

Dozens of publicly accessible protein databases are available worldwide and are
actively curated and updated. To facilitate cross-species, cross-domain, and inte-
grated protein data analysis, the project will use the Bio-Grid to automatically
integrate and analyse those target download sites. The monitoring server of the
Bio-Grid will constantly probe database download sites for information update so
that the database is complete and up-to-date.

Ergometric bike design

Led by researchers from the School of Allied Health (Dr. Pouran Faghri) and
Computer Science and Engineering (Dr. Sanguthevar Rajasekaran) at the Univer-
sity of Connecticut, the project aims to develop a real-time learning system that
will be embedded into a functional electrical stimulation (FES)-induced leg cycling
system to provide highly efficient cycling performance in people with disability.
The learning model will be person-specific and will involve novel real-time (conti-
nuous) person-specific learning algorithms that incorporate physiological data
from the subject and history data from developed (discrete) musculoskeletal
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models to provide proper sequencing of FES to appropriate muscle groups to
obtain the most efficient function (hybrid learning system). For this project, we will
use FES-induced leg cycle ergometry as a test bed and provide optimal FES timing
and sequencing to leg muscles for the most efficient cycle ergometry. This FES-in-
duced leg cycling system will offer additional flexibility by adjusting control para-
meters to cater to the rider, allowing target cycling speed to be user-defined, and
the timing and magnitude of stimulation to be adjusted during and between
exercise training. To develop the model, we will collect physiological, kinetic, and
kinematic data from a group of spinal-cord-injured (SCI) individuals during
FES-induced leg cycle ergometry at different electrical stimulation intensities and
flywheel resistances, as well as from a group of able-bodied individuals during
different flywheel resistances without FES. A forward dynamic musculoskeletal
model of semi-reclined FES-induced leg cycling will be developed to determine
ways to improve cycling performance, defined by minimising individual muscle
force requirements to turn the pedal crank with maximal power output while
delaying the onset of muscle fatigue. We will then incorporate the forward dyna-
mics model as a discrete compartment of the novel, embedded hybrid learning
system that will adapt stimulation parameters and sequencing of different muscles,
resulting in efficient cycle ergometry for a given individual.

Conclusions

A large number of data-intensive or computation-intensive applications arising
from a wide spectrum of life science research, ranging from genetic and proteomic
informatics, clinical practice on individuals to social health-care, will greatly bene-
fit from the infrastructure for on-demand information extraction, automated data
integration, and analysis. Grids are a step towards bridging the gap between
modern information technology and life science. The Bio-Grid initiatives will spark
the interest of this inter-disciplinary research and, hopefully, bring life science
research and practice into a new era.
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Chapter 11

The classifications of antibiotics

R. DE Gaupio

The performance of antimicrobial therapy depends on the drug, the host, and the
infecting agent [1]. In the clinical setting, the interactions between these three
factors are complex and they result in a dose-response relationship that is difficult
to predict [2]. However, the choice of the appropriate drug at the appropriate
dosage is fundamental for therapeutic success and for avoiding the emergence of
resistant strains [3].

Classical chemical classification

The classical chemical classification of systemic antibiotics that is used in the ICU
setting, i.e. beta-lactams, aminoglycosides, fluoroquinolones, macrolides, glyco-
peptides, polymixins, oxazolidones, and streptogramins, remains useful at the
beginning of the complex strategy leading to the appropriate antibiotic therapy in
the specific clinical situation [3]. Even though more recent classifications based on
susceptibility tests and pharmacodynamic-pharmacokinetic interactions have
made this approach obsolete [4, 5], it at least suggests when a class of antibiotics
should not be used because of the natural resistance of the microorganism impli-
cated in the specific infection [3]. For example, gram-negative strains are naturally
resistant to glycopeptides, and intracellular pathogens are naturally resistant to
beta-lactams [3]. Selection of the appropriate antimicrobial drug cannot be based
only on natural resistance of the specific bacterial strain, but must also consider
possible acquired resistances that are becoming widespread across every classical
chemical class of antibiotic [6].

Classification based on pharmacokinetic—pharmacodynamic models: the
MIC approach

Since some acquired resistances are difficult to predict, the selection of an antimi-
crobial drug based solely on the classical chemical classification without suscepti-
bility tests is often misleading and even dangerous for the outcome of the infected
patient. The purpose of susceptibility tests is to evaluate the drug potency against
a population of potential pathogens [7]. Usually, the susceptibility test parameter
most important for dose and drug selection is the minimum inhibitory concentra-
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tion (MIC), which is the lowest concentration that completely inhibits visible
growth of the organism as detected by the unaided eye after an 18- to 24-h
incubation period with a standard inoculum of approximately 10 oooo CFU/ml [8].
Therefore, MIC is a static in vitro parameter.

The interactions between antibiotic pharmacokinetics and pharmacodynamics
have been studied using MIC-based models that try to adjust the doses of antibiotic
therapy to achieve antibiotic plasma concentrations above MIC for the respective
pathogen throughout the dosing interval. In these approaches, the pharmacokine-
tic parameter is usually the serum concentration of the anti-infective agent, and
the pharmacodynamic parameter is usually MIC [9-11]. The parameters developed
by studying these models include time above the MIC (t > MIC), the ratio of peak
concentration and MIC (Cmax/MIC), and the ratio of 24-h area under the curve and
MIC (AUC/MIC) [12, 13].

Classification of antibiotics in time-dependent (concentration-independent)
and concentration-dependent groups derives from the MIC approach [1, 2]. Time-
dependent antibiotics, including beta-lactams, glycopeptides, clindamycin, strep-
togramins, natural macrolides, and linezolid, have a therapeutic performance that
depends on the length of time that the drug is in contact with the bacteria. Their
effect will increase with increasing concentrations until a finite point (the maxi-
mum kill rate) is reached. After that point, increasing concentrations will not
produce a corresponding increase in the effect; therefore, high peak concentration
will not help. Maximum killing generally occurs at concentrations approximately
four to five times the MIC [14]. The parameter that has been most often used to
assess the efficacy of time-dependent antibiotics is the time that the antibiotic
plasma concentration exceeds the MIC for a particular microorganism, i.e. the
t MIC, which should be 40-100% of the interval between two consecutive doses
[15-18]. Concentration-dependent antibiotics, including aminoglycosides, fluoro-
quinolones, and metronidazole, exhibit a bacterial rate of killing that increases with
increasing concentrations of the antibiotic. The goal in this case is to maximise the
drug concentration. The parameters that are most currently used are those that
reflect an increase in drug concentration, i.e. Cmax/MIC and AUC/MIC. Crmax/MIC
should be above 10 and AUC/MIC above 100-175 [1, 3].

However, the pharmacodynamic effect in vivo results from a dynamic exposure
of the infective agent to the antibiotic drug at the effect site [6, 9]. Static parameters
obtained in vitro, such as MIC, give partial and sometimes misleading information
about the dynamic situation at the infection site under in vivo conditions [1].
Moreover, pharmacokinetics derived from serum concentrations do not reflect the
effective concentrations at the infection site [6, 20]. Therefore, models based on the
MIC have several disadvantages, both pharmacokinetic and pharmacodynamic,
while the main advantage is that MIC is a well-established laboratory parameter
routinely determined in microbiology for the evaluation of efficacy of anti-infective
agents. From the pharmacokinetic point of view, the MIC approach compares the
MIC to measurements obtained from the concentration-time curve measured in
plasma, not considering protein binding and tissue distribution [21]. Protein
binding is relevant because only the drug that is unbound from plasma proteins
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will be available to exert a pharmacological effect [3]. Tissue distribution also needs
to be taken into account, given that most infections occur not in plasma, but in the
interstitial space of tissues.

From a pharmacodynamic point of view, the MIC approach provides only
limited information on drug action. For instance, MIC does not provide informa-
tion on the rate of bactericidal activity and whether increasing antimicrobial
concentrations can increase this rate [1]. Since MIC determination depends on the
number of bacteria at a single time point, many different combinations of growth
and kill rates can result in the same MIC. Moreover, MICs are conventionally
measured for constant antibiotic concentrations and therefore represent threshold
concentrations. This implies the existence of an all-or-nothing concentration-ef-
fect relationship. All concentrations below MIC are treated equally. Similarly, no
quantitative distinction is made for all concentrations above MIC, whereas concen-
trations just below it show some anti-infective activity. Moreover, concentrations
justabove MIC do not show the maximum effect, which is only achieved with higher
concentrations [1, 22]. Concluding, static MIC approaches do not reflect the in vivo
scenario, in which bacteria are not being exposed to constant but to constantly
changing antibiotic concentrations.

From MIC to breakpoint MIC

To overcome some of these disadvantages linked to the MIC approach, the concept
of breakpoint MIC has been recently developed [5, 23, 24]. Breakpoint MIC consi-
ders the relationship between drug potency, as expressed by MIC, and the pharma-
cokinetics of the antimicrobial drug in the light of clinical experience [5, 24].
Breakpoints are discriminatory antimicrobial concentrations used in the interpre-
tation of results of susceptibility testing to classify isolates as susceptible, interme-
diate, or resistant [5, 24]. Classification based on breakpoint MIC takes into account
the pathogens but at the same time it tries to give the most relevant classification
for an antibiotic drug by separating drugs that are effective against specific patho-
gens from those that are ineffective [23, 24]. Clinical, pharmacological, and micro-
biological considerations are all important in different ways in setting MIC
breakpoints. Different countries have different approaches to this problem, and
these have been coordinated in Europe by the European Committee on Antimicro-
bial Susceptibility Testing (EUCAST) and in the USA by the National Committee
for Clinical Laboratory Standards (NCCLS) [8, 23].

Breakpoints MIC is now available for penicillins, cephalosporins, carbapenems,
aminoglycosides, and fluoroquinolones [5, 23, 24]. The original formula developed
by the British Society for Antimicrobial Chemotherapy (BSAC) is [5, 24]:

Breakpoint concentration = Cmax f s/e t

where Cmax is maximum serum concentration following a stated dose at steady
state (1 h post-dose), e is the factor by which the Cmax should exceed the MIC.
Normally a value of 4 is used, but this may be less for compounds that achieve high
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tissue concentrations in relation to their serum levels. fis a factor related to protein
binding: for protein binding < 70%, f = 1; for protein binding 70-90%, f = 0.5; and
for protein binding > 90%, f= o0.2. t is a factor (normally 1) related to serum
elimination half-life. For a serum elimination half-life between 1 and 3 h, ¢t = 1; if it
is>3h,t=o0.50rifitis <1h,t=2.sisashift factor usually equal to 1 and ranging
between 0.5 and 2.

The rationale for determining a breakpoint MIC is that a ‘susceptible’ organism
should respond to the standard dose of the agent. A ‘resistant’ organism should not
respond and an ‘intermediate’ one may or may not respond to standard doses, yet
would have an increased chance of responding to a greater dose if the infection is
at a site where the antimicrobial is actively concentrated

From the MIC approach to the time-killing curves approach

To overcome the pharmacodynamic disadvantages of the MIC approach, the
dynamic relationship between pharmacokinetic and pharmacodynamic factors of
antibiotic drugs have been recently faced from a different point of view [1, 25, 26].
In fact, dosages and dosing intervals of antimicrobial agents can now be evaluated
with reference to dynamic pharmacokinetic and pharmacodynamic parameters
using models based on time-Kkill curves that evaluate microbial killing and growth
as a function of both time and antibiotic concentration [25, 26]. Antibiotic concen-
tration can either be held constant or changed to mimic an in vivo concentration
profile, be it in plasma or at the infection site [1]. Kill curves investigate the time
course of the antibacterial effect. In vitro models include those with constant
antibiotic concentrations, which study the effects of a constant concentration of
drug against bacteria as a function of time; and those with variable antibiotic
concentrations, in which the antibiotic concentrations fluctuate by dilution or
diffusion [1, 25, 26]. Curves in the presence (kill curves) and absence (growth
curves) of antibiotic can be compared [1]. According to methods analysing time-
killing curves at constant antibiotic concentrations, Garrett [27] grouped the
interactions between antibiotic concentration and growth-rate constant of the
bacterial population into four classes: Class I interactions are characterised by a
linear relationship between the growth-rate constant and the antibiotic concen-
tration. Class II interactions occur when increasing antibiotic concentrations
determine a decrease of the growth-rate constant to approach zero. Class III
interactions exhibit class I behaviour at low concentrations, which turns into class
II behaviour at high concentrations. Class IV interactions are characterised by
S-shaped plots of the growth-rate constant vs antibiotic concentrations that may
be due to binding of the drug to nutrients at low concentrations [27]. A disadvan-
tage of these approaches is that they do not reflect the clinical situation in which
drug concentrations fluctuate. Models with changing antibiotic concentrations
try to simulate in vivo concentration-time profiles using human pharmacokinetic
parameters in order to assess the antibacterial effect. Changing concentrations
can be produced either by dilution or diffusion.
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The main concern with dilution models is that the bacterial inoculum is diluted
together with the antibiotic. Recently, a simple one-compartment in vitro model
was developed to study the pharmacodynamic effect of concentrations of pipera-
cillin against Escherichia coli, following administration of constant or fluctuating
concentrations [28]. The free interstitial concentrations of the drug reached in
humans after different doses and dosing regimens were simulated.

Complex diffusion models to simulate two-compartment pharmacokinetics
havebeen also described [29]. Serially placed bacterial compartments, representing
extravascular infection sites, interface with a central compartment through artifi-
cial capillaries. The porous capillary walls allow for bidirectional passage of anti-
biotics but are impermeable to bacteria. Such models can be used for simulation
of both continuous and intermittent drug administration [30].

In vitro models were also developed to simulate in vivo conditions in specific
infection sites or conditions, such as the bladder [31], bacterial cystitis [32], otitis
medium [33], endocarditis [35], chronic pneumonia [36], infected fibrin clots [37],
and implant-related infections [38].

Several mathematical models have been proposed to analyse the data derived
from experimental kill curves that enable a dynamic interpretation of drug-bacte-
ria interactions. These mathematical models are useful to simulate different dosing
scenarios and may be concentration-based, AUC-based, or dose-based. Zhi et al.
published the mathematical solutions for linear nonsaturable and nonlinear satu-
rable possible pharmacodynamic interactions between beta-lactam antibiotics and
microorganisms. The equations were derived for different dosage regimens, such
as single and multiple intravenous bolus and constant infusion at steady state. The
authors applied the model to the activity of piperacillin against Pseudomonas
aeruginosa and concluded that the saturable nonlinear model was appropriate.

A similar approach for concentration-based pharmacokinetic-pharmacodyna-
mic analysis is based on an Emax model, where Emax is the maximum bacterial
killing rate for a certain antibiotic. Such models have been demonstrated to be
particularly useful for beta-lactam antibiotics. Firsov et al. used a two-compart-
ment in vitro dynamic model with antibiotic and bacterial dilution to study the
effect of antibiotics, and suggested two integral parameters to characterise antimi-
crobial effect duration (TE) and intensity (IE). TE is the time from the moment of
antibiotic administration to the moment when the bacterial count reaches its initial
level again, and IE is the area between the microbial growth curves in the presence
and absence of an antibiotic [36]. Commonly used predictors of antimicrobial effect
(AUC/MIC and t > MIC) were examined for pharmacokinetically different quino-
lones. Linear correlations were established between IE and log AUC/MIC and log
t > MIC [38-42].

A sigmoid dose-response model was used by Craig et al. to characterise the in
vivo antimicrobial activity in an animal model. This dose-based method considers
also Emax. A general disadvantage of AUC- and dose-based analyses is related to
the fact that the parameters AUC and dose merely reflect single integrated para-
meters and not the dynamic profile of the drug concentration in vivo.
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Conclusions

The classic chemical classification of antibiotics is still useful in the initial selection
of the antibiotic drug. However, since it is a single, static in vitro parameter, the
MIC may be useful in dose and drug selection in antimicrobial therapy. Clinically,
an in vivo antimicrobial effect is the result of a dynamic exposure of the infective
agent to the unbound antibiotic drug fraction at the relevant effect site. Therefore,
dynamic pharmacokinetic-pharmacodynamic approaches have been developed to
evaluate the dynamic relationship between bacteria and antibiotics. The kill curve
approaches followed by pharmacokinetic-pharmacodynamic analysis may pro-
vide more meaningful information about the interaction between bacteria and
antibiotics because they are functions of concentration and time.
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Chapter 12

An overview of antibiotic pharmacokinetics

M. PaLazzo

Although it would seem obvious that antibiotics benefit patients with infection, the
high hospital mortality associated with antibiotic-treated sepsis in critically ill
patients suggests otherwise. The success of antibiotics is influenced by immuno-
competence, severity of insult, timing of treatment, and physiological reserve.
McCabe and Jackson provided the first convincing study assessing the efficacy of
antibiotics in patients with gram-negative bacteraemia [1]. They classified patients
according to their underlying condition as rapidly fatal, ultimately fatal, or non-fa-
tal. Among those with a rapidly or ultimately fatal condition, as might be expected
there was no impact of antibiotics on mortality. However, for those with a non-fatal
condition appropriate antibiotics made a highly significant difference. In addition,
it has been shown that prompt administration of empirical antibiotics reduces the
frequency of shock associated with bacteraemia [2]. More recent intensive care
studies have re-emphasised the importance and impact of early administration and
appropriate antibiotic use on hospital mortality, with appropriateness based on in
vitro sensitivities [3-5].

Although the choice of an antibiotic is clearly important, the dose, method of
administration, and consequent pharmacokinetics are also relevant and are the
subject of this review.

Measurement of antibiotic activity

Quantification of microorganism susceptibility to antibiotics has classically been
measured by in vitro minimum inhibitory concentration (MIC). Unfortunately,
MIC fails to reflect in vivo activity partly due to the failure to account for variation
in organism growth phases, antibiotic tissue penetration, or protein binding. To
provide clinicians with more useful measures of susceptibility, many institutes,
such as NCCLS (National Committee for Clinical Laboratory Standards, USA) and
BSAC (British Society for Antimicrobial Chemotherapy, UK), have suggested the
use of breakpoint minimum inhibitory antibiotic concentrations (breakpoint MIC)
for susceptibility testing. Breakpoint MIC is based on known pharmacokinetic and
pharmacodynamic data for each combination of antibiotic and organism [6].
Organisms are classified as susceptible (sensitive), resistant, or intermediate su-
sceptible to an antibiotic at breakpoint concentrations. Intermediate susceptibility
implies that, although standard antibiotic dosing may not be effective, in some
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circumstances higher doses might. Most laboratories have now automated
breakpoint-based antibiotic susceptibility testing.

There is good evidence in immunocompetent patients that antibiotic concentra-
tions in excess of susceptibility breakpoint concentrations correlate well with in vivo
responses [7, 8]. However, in conditions such as endocarditis, cystic fibrosis, menin-
gitis, and osteomyelitis, in which tissue penetration might be limited, breakpoint MIC
has not proved to be as predictive of in vivo outcome as time-Kkill studies. The latter
measure the rate of killing over 48 h with a particular antibiotic concentration.

Concentration-dependent, time-dependent, post-antibiotic effect of
antibiotics

The efficacy of some antibiotics is closely related to the peak concentration above
breakpoint (concentration-dependent activity), while for others it is better related
to the length of time concentrations of the drug sustained above breakpoint MIC
(time-dependent activity).

Soon after Florey’s introduction of penicillin in 1940, Eagle showed that thera-
peutic outcome was determined by the aggregate time that penicillin remained
above bactericidal levels [9]. A number of investigators have since confirmed that
B-lactam efficacy is closely related to the time its concentration remains above MIC
[10-12]. Penicillins, cephalosporins, macrolides, carbapenems, clindamycin, line-
zolid, and glycopeptides are all characterised by time-dependent killing, although
glycopeptides may also show concentration-dependent properties.

The precise concentration target above the MIC for time-dependent antibiotics
remains a matter of controversy and may also depend on host factors. It is generally
thought that concentrations should be four to six times the MIC [13-15]. There is no
evidence that even higher concentrations above MIC add to microorganism kill rates
[10]. In fact, an interesting observation was made by Eagle in 1948 in this regard. While
B-lactams have time-dependent activity, aminoglycosides, fluoroquinolones, ampho-
tericin B, and metronidazole typically exhibit concentration-dependent killing [16].

To quantify the likely effectiveness of antibiotics, various relationships between
drug concentration and MIC have been proposed. Concentration-dependent anti-
biotics are best monitored by the ratio of peak serum antibiotic concentration to
MIC, or the ratio of area under the concentration time curve (AUC) to MIC
(AUC/MIC), while time-dependent drugs should be evaluated by the time that the
serum concentration exceeds MIC (T > MIC) [17].

A number of antibiotics demonstrate the ability to suppress bacterial re-growth
after their concentrations have fallen below MIC. This post-antibiotic effect (PAE) has
been mostly demonstrated in vitro and should not be confused with the effects caused
by sub-minimum inhibitory concentrations (sub-MIC). The latter describes antibiotic
concentrations that have failed to exceed MIC at any stage during treatment. Sub-MIC
concentrations produce morphological and surface adherence changes and toxin
release without inhibiting growth or killing the organism. With the exception of the
carbapenems, B-lactams have modest PAE against gram-positive bacteria and little or
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no PAE against gram-negative bacteria [18-22]. However, other time-dependent
agents, such as macrolides and glycopeptides, may have PAE of up to 6 h against
some gram-positive bacteria, such as Staphylococcus aureus [18].

Concentration-dependent antibiotics including aminoglycosides and fluroqui-
nolones, show consistent PAE lasting several hours against gram-negative and
gram-positive organisms. Metronidazole, clindamycin, and chloramphenicol also
have PAE against gram-negative anaerobes. It would appear that, in general, anti-
biotics with nucleic-acid or protein-synthesis inhibitory activity tend to have PAE.

The antifungal agents amphotericin B and 5-fluorocytosine also have significant
in vitro PAE, lasting up to 10 and 7 h, respectively, against Candida species [23]. In
contrast, imidazoles have little in vitro but significant in vivo PAE [23, 24].

The importance of antibiotics showing PAE, particularly those drugs with
time-dependent activity, is that they may be given for sensitive organisms on an
intermittent bolus basis without concern for therapeutic failure.

Table 1 outlines details of antibiotics, including their pharmacokinetic proper-
ties, frequently used in treating the critically ill. Further data on maximum plasma
concentrations following typical dosing and their relationship to MIC has been
comprehensively detailed elsewhere [6].

Table 1. Mode of activity and approximate pharmacokinetic values for some antibiotics used
in treating the critically ill*

Antibiotic Action PAE PB App Metabolism Renal
(molecular mass) (%) vd (%) excretion
(/kg) (% unchanged)
Amoxicillin (419) T N 18 0.21 10 60
Cefotaxime (477) T N 38 0.3 40 60
Cefuroxime (424) T N 33 0.2 None 95
Ceftriaxone (598) T N 90 0.14 40 60
Ceftazidime (546) T N 17 0.25 None 90
Erythromycin (733) T N 18 0.72 65 15
Imipenem (317) T Y 20 0.26 25¢ 70
Cilastatin (380)
Meropenem (437) T Y 2 0.3 75 25
Benzyl Penicillin (334) T N 60 0.2 20 80
Teicoplanin (1875-1891) T Y 89 1.0 2-3 97
Vancomycin (3300) T Y 50 0.8 None 100
Linezolid (337) -T -N 31 40 65 30
Gentamicin (463) C Y <10 0.3 None 95
Tobramycin (467) C Y <10 0.3 None 95
Piperacillin (539) T N 2631 0.2 6
Tazobactam 26 50 26
Ciprofloxacin (331) C Y 40 2.1 30 50
Clindamycin (461) T N 90 1.2 90 10
Metronidazole (171) C Y 20 0.8 60 20
Amphotericin B C Y 90 131 NK NK
(liposomal)
Fluconazole (306) T Y 1 1.0 1 80

*The dosing goal for concentration dependent drugs is to maximise concentrations estimated by peak/MIC or
AUC/MIC. The goal for time dependent drugs with little PAE is to prolong the time above 4 times MIC. The goal for
time dependent drugs with significant PAE is to maximise AUC (area under time concentration curve). A
comprehensive list of typical peak concentration following standard dosing is outside the scope of this table but
available from other sources [6]

Concentrated in liver then excreted by bile in active form
“Metabolised in kidney by dehydropeptidase (DHP). Cilastatin blocks renal DHP
App Vd, Apparent volume of distribution; T1/2, elimination half life; PAE, significant post antibiotic effect > 2h
where known; PB,; T, time-dependent activity; C, concentration-dependent activity; NK, not known
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Critical illness and pharmacokinetic changes: general considerations

While many drugs, such as inotropes and sedatives, can be titrated with immediate
effects, antibiotics have alonglead time and their effectiveness may not be apparent
for atleast 2 days. Critical illness alters volume distribution while hepatic and renal
dysfunction make antibiotic kinetics and effectiveness unpredictable. A clinician
faced with a patient failing to respond to treatment has to differentiate between
several possibilities, e.g. insufficient antibiotic concentrations, changes in in-vivo
organism susceptibility, and the presence of a new pathogen, to explain why in vitro
sensitivity is not matched by clinical progress.

As a general rule, volume distribution is greater than normal in critically ill
patients. Therefore, for a given patient and antibiotic dose, peak concentrations are
lower. This is a good reason for monitoring aminoglycoside peak concentrations
at least once in some patients; there should be as much concern for insufficient
dose and antibiotic failure as there is for overdosing and toxicity. Volume distri-
bution has a significant effect on antibiotic half-life. If antibiotic clearance (CI)
remains unchanged, the increased volume distribution (Vd) will also proportio-
nally decrease the elimination rate constant (Ke), since clearance = Vd X Ke. Ke is
related to half-life (T1/») by Ke = In2/Ty/», and assuming no change in clearance, a
risein Vd prolongs Ty/>. An increase in Vd that prolongs T1/» might be a useful effect
for time-dependent antibiotics but a major disadvantage for concentration-de-
pendent agents that might achieve lower peaks.

Hepatic dysfunction and antibiotic concentrations

The pharmacodynamic effects of antibiotics related to hepatic function are well
known. For example, erythromycin, clarithromycin, ciprofloxacin, isoniazid, flu-
conazole, and itraconazole are potent enzyme inhibitors. Ciprofloxacin and e-
rythromycin inhibit CYP1A2 and thus interfere with theophylline metabolism,
which can lead to theophylline toxicity. Other antibiotics are enzyme inducers and
may also cause problems. For example, rifampicin induces cytochrome P450
(CYP3A and other families) and may thus result in the failure of concomitantly
administered warfarin and HIV protease inhibitors.

The effect of liver dysfunction on antibiotic concentrations is less well-defined.
The overall effect of changes in protein binding, apparent volume of distribution,
hepatic blood flow, extent of hepatic extraction, enzyme induction, and functional
hepatic mass is potentially complex.

Albumin concentrations fall with hepatic and catabolic states, while o.-1-acid
glycoproteins concentrations rise with inflammatory processes. Albumin, the most
abundant protein, binds to acidic drugs and a fall in albumin potentially increases
free drug. An increase in a-1-acid glycoproteins, which bind basic drugs, would
reduce free drug concentration. Although reduced albumin binding results in more
free drug, the latter leads to greater tissue distribution thereby reducing plasma
drug concentrations. Concomitant rises in bilirubin concentration displace anti-
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biotics from albumin-binding sites, further increasing the free drug concentration
and apparent volume distribution. Such changes would normally expose the drug
to further hepatic metabolism. The activity of cytochrome P450 may be unchanged,
increased, or decreased due to hepatocellular loss, or enzyme induction or inhibi-
tion. These numerous interactions restrict the prescription of antibiotics to an
individual patient basis.

Fortunately, for the majority of antibiotics hepatic metabolism is limited and
antibiotic protein binding is low enough to make no difference regarding their
effectiveness. There is therefore little need to alter doses. However patients with
severe hepatic disease would require some lowering of drug doses for the few
antibiotics metabolised by the liver (chloramphenicol, clindamycin, metronida-
zole, nafcillin, tetracycline, cefotaxime, and erythromycin).

Renal dysfunction and antibiotic concentrations

Most antibiotics are removed from the body largely unchanged in urine; conse-
quently, oliguria potentially leads to drug accumulation. An increased Vd due to
critical illness and fluid overload at the onset of oliguria, however, would dictate
that the normal loading doses of antibiotic should at least remain unchanged if not
increased, while subsequent doses are given less frequently, particularly in patients
with a reduced glomerular filtration rate (GFR) receiving no support. However,
patients supported by continuous renal replacement therapy (RRT) could have a
GFR ranging from 15 to 60 ml/min, which results in the clearance of antibiotics in
a similar manner to a native kidney once clearance rates approximate 35 ml/min.
These patients may need no reduction in dosage; in fact, underdosing may lead to
some confusion when a patient fails to respond to an apparently appropriate drug.
Therefore a clinical judgement must be made that weighs the value of obtaining
microbiological control with perhaps slightly elevated concentrations against the
risk of toxicity (in most cases, seizures or enzyme changes). Underdosing has the
greater risk of ineffective treatment. One approach to estimating whether B-lactams
are being administered at effective doses would be to use the surrogate behaviour
of aminoglycoside or glycopeptide concentrations under the same circumstances
to estimate whether dosing is likely to be too low. Patients receiving intermittent
dialysis have average urea clearances over a week of 15 ml/min. Most of the
recommendations for reduced dosage are based on this level of renal function.
In very severe infections, such as endocarditis and meningococcal septicaemia,
treated with penicillin, the narrow line between ensuring effectiveness and toxicity
particular in those with supported acute renal failure is best managed by introduc-
ing synergy with a low dose of a second antibiotic, usually an aminoglycoside.
Guidance on antibiotic dosage intervals is based on estimations of Ty/,, which
is related to clearance and volume of distribution by T1/, =1n2 Vd/CL. The clearance
of an antibiotic while receiving RRT will be the sum of the clearance by dialysis plus
clearance by non-renal means (hepatic metabolism and/or loss through biliary
excretion). Clearance by dialysis is usually less than that by fully functioning
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normal native kidneys; thus, T1/, will be prolonged and dosage intervals need to be
increased in dialysis patients. Typically, penicillins, aminoglycosides, cephalospo-
rins, carbapenems, glycopeptides, and fluconazole have a prolonged Ty, in patients
on RRT and need increased dosage intervals. By contrast, chloramphenicol, cef-
triaxone, clindamycin, erythromycin, metronidazole, itraconazole, amphotericin
B, acyclovir, rifampicin, and to a lesser extent ciprofloxacin have substantial
non-renal clearances and T/, during RRT is only marginally increased.

Clearance on RRT depends on the mode of RRT, flow of filtrate or dialysate,
antibiotic molecular mass, and sieving coefficients. Continuous veno-venous hae-
mofiltration (CVVHF) antibiotic clearance is by convection. For this process, the
sieving coefficient and ultrafiltration rate are considerably more important than
molecular size. On the other hand, continuous haemodialysis (CVVHD), an enti-
rely diffusive process, is molecular-weight-sensitive and better suited to the remo-
val of small molecules below 500 Da. Consequently, the clearance of some antibio-
tics, such as glycopeptides with molecular masses in excess of 1100 Da is more
efficient with CVVHF than with CVVHD.

The sieving coefficient (S) is the fraction of a substance that passes through the
filter and is calculated as S = antibiotic concentration in filtrate/[0.5 (antibiotic
concentration in afferent + efferent blood)].

For a given haemofiltration rate, clearance is most efficient for those antibiotics
with the highest sieving coefficients. These include aminoglycosides, carbapenems,
metronidazole and vancomycin, all of which have sieving coefficients between 0.9
and 1. Cefuroxime, cefotaxime, and ceftazidime also have moderately high sieving
coefficients (0.9, 0.62, and 0.86, respectively) and are efficiently cleared by haemo-
filtration. However, drugs with the highest sieving coefficients are also those most
influenced by changes in the filtration rate. When the filtration rates are kept high,
i.e. 35 ml/min, the tendency to accumulation is small.

Most antibiotics other than vancomycin and teicoplanin are of low molecular
mass and thus are easily removed by diffusion during CVVHD.

For this reason, most antibiotics are readily cleared by CVVHDF, and once urea
clearances exceed 35 ml/min, there is little need to alter standard dosages or
intervals for fear of toxicity. Clearly, a continuous filtration system that is constan-
tly interrupted or used in an intermittent fashion to accommodate investigations
or procedures will mimic the lower average clearances of an intermittent dialysis
technique in which dosing intervals need to be prolonged. Glycopeptide and
aminoglycoside antibiotics can additionally be monitored and provide an indica-
tion of what is likely to be happening to other, similar antibiotics.

As a general rule, severely infected patients on intermittent dialysis should
initially receive normal antibiotic doses followed by smaller doses given much less
frequently. Aminoglycoside measurements that are made post-dialysis determine
the troughs, so that non-renal toxicity can be avoided while those made post-ad-
ministration (off dialysis) are useful to ensure peaks that are appropriate for a
concentration-dependent drug.
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Antibiotic distribution in tissues

Successful eradication of deep-seated infections depends on achieving bactericidal
concentrations at the infection source. The infecting agent may be either within
cells, extracellular, or both. Mpycobacteria, Salmonella, Listeria, Legionella,
Chlamydia, and Mycoplasma species are found mainly in cells, while pyogenic
bacteria locate primarily in the extracellular space. The ability of antibiotics to
penetrate such sites is related to the type of antibiotic, protein binding, tissue
characteristics, and method of antibiotic administration.

Type of antibiotic

B-Lactams and aminoglycosides distribute primarily to the extravascular fluid,
although aminoglycosides eventually accumulate by a process of endocytosis in
cells and may thus reach two- to four-fold higher intracellular concentrations;
however, their intracellular activity is limited. Macrolides, lincosamides (mainly
clindamycin), and fluoroquinolones are heavily concentrated in cells through a
mechanism of simple diffusion, with partition based on differences in intracellular
and extracellular pH, and in the cases of lincosamides and macrolides an active
transport system. Macrolides have significant intracellular activity, which makes
them potent agents for combating obligate intracellular organisms such as Legio-
nella. Lincosamides, however, fail to have enhanced intracellular activity despite
achieving high intracellular concentrations. Therefore, the degree of intracellular
penetration is not necessarily correlated with antibiotic activity, probably because
the subcellular location of antibiotic may not match that of the organism. Equally,
while agents with poor cellular penetration are likely to have limited activity against
intracellular infections, when higher extracellular concentrations are achieved and
time is allowed, treatment can be effective. An example of this would be the use of
ampicillin to treat infection with Listeria monocytogenes [25].

Influence of protein binding

Antibiotics principally bind to albumin and an equilibrium is established between
bound and free antibiotic. Free antibiotic is able to diffuse into tissue and microbes.
In vitro and in vivo studies suggest that high intravascular protein binding limits
free antibiotic accessibility to tissues and reduces effectiveness [26-28]. Given the
mode of action of time-dependent antibiotics with no PAE, which rely on free
concentrations to be consistently above MIC, it would seem more prudent to
choose a poorly rather than highly bound antibiotic. In an in vivo study, Wise
demonstrated the advantage of amoxicillin over flucloxacillin in a blister penetra-
tion model. However, he cautioned that the effect of protein binding was not so
relevant when the choice was between drugs of relatively low protein binding, i.e.
< 70% [27]. Most B-lactams are time-dependent with no PAE and are moderately
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bound (10-30%), but ceftriaxone and flucloxacillin are over 80% bound. Other
antibiotics, such as ciprofloxacin, vancomycin, tetracycline, and chloramphenicol,
are significantly bound (40-60%) while aminoglycosides are poorly bound
(<10%). Consequently, for the majority of drugs, protein binding is sufficiently low
to not pose a problem of tissue antibiotic availability; however, therapeutic failure
of a highly bound agent has been reported [29].

Differences between tissues

The disposition of antibiotics has traditionally been studied by comparing tissue
to serum concentration ratios in infected and non-infected tissues. However,
differing doses, administration methods, and processing of specimens has resulted
in wide variations in estimates of tissue distribution. Notwithstanding, some broad
trends can be observed. For example, antibiotic concentrations in ascitic fluid are
about 50% those in serum, peak concentrations being achieved some hours after
those in serum. A major determinant of relative antibiotic concentrations in serum
and fluid filled cavities is the ratio of cavity surface area (SA) to cavity volume (V).
High SA/V ratios more closely follow serum concentration fluctuations, while low
SA/V ratios typically have dampened peaks and higher troughs [30].

The relative antibiotic concentrations achieved in bronchial secretions, spu-
tum, and lung tissue are of particular interest. For most antibiotics, the concentra-
tion achieved in sputum is very low while lung tissue concentrations are consider-
ably higher. Opinion is divided as to whether sputum concentrations are of any
importance [31, 32]. Antibiotics, such as ciprofloxacin, cefotaxime, and erythromy-
cin, are concentrated in the lung to concentrations considerably higher than those
in plasma and would thus seem to be ideal agents for pulmonary infections.
Cruciani reported that while single large doses of vancomycin achieved lung tissue
concentrations between 25 and 40% those in blood, by 12 h 43% of patients failed
to have any detectable vancomycin in lung tissue [33]. Although one might expect
a correlation between higher tissue concentrations and infection cure rates, there
remains little data for most antibiotics other than ciprofloxacin [34-37].

Mode of administration and antibiotic availability

Many authors have proposed that B-lactam tissue availability might be better served
by continuous infusions rather than intermittent dosing [13, 38-43]. Animal and
human studies have explored these proposals. Although the animal studies showed
little methodological consistency, the balance of opinion is that continuous infusions
are slower to achieve target concentrations but result in a higher average antibiotic
tissue concentration over time [44-46]. While the speed of achieving target concentra-
tions is easily resolved with a loading dose, the clinical question remains whether this
results in better treatment of infection. Roosendaal attempted to answer this with a
series of rat studies using ceftazidime against Klebsiella pneumoniae infections [45].
She initially observed that continuous infusion (without a loading dose) did not
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produce a significantly better response than intermittent treatment. However,
further studies comparing normal and leucopaenic rats infected with Klebsiella
pneumoniae showed that while continuous infusions were equally effective in both
groups of animals, intermittent doses were considerably less effective in the leuco-
paenic rats. There is evidence that for many antibiotics prediction of clinical
outcome with respect to blood antibiotic concentrations seems to be best correlated
with the 24-h AUC/MIC ratio, otherwise known as AUIC [47, 37].

Clinical evidence of pharmacokinetic changes in the critically ill

Time-dependent antibiotics

The importance of appropriate antibiotic administration was first alluded to in
1946 by Jawetz, who suggested that the newly discovered penicillin was being given
infrequently and at too low a dose, probably because of its wartime scarcity [48].
Except for aminoglycosides and glycopeptides, for which blood concentrations can
be routinely measured, inadequate concentrations of other antibiotics can go
unrecognised and potentially give rise to a clinical dilemma, i.e. is failure to respond
to therapy due to development of resistance, emergence of another organism, or
an inadequate dose of the right drug for the original pathogen?

The effects of simple illness on the pharmacokinetics of ceftazidime was studied
by Ljungberg in ten febrile but otherwise healthy 8o-year-old men [49]. Acute
infection was found to be associated with an increase in Vd and renal clearance. In
the following year, Shikuma examined piperacillin kinetics in 11 critically ill pa-
tients with previously normal renal and hepatic function, and observed a large
variation in clearance, T/, and Vd. The latter varied from o.1 to 1.3 I/kg (normal
value 0.18 + 0.03 I/kg) and clearance ranged from 7.3-56.4 1/h [50]. The expanded
Vds were thought to be due to the requirement for volume expansion therapy and
changes in protein concentrations.

In a recent study of critically ill patients receiving recommended doses of
ceftazidime, Gomez found that 50% of patients had concentrations four times
below the MICy, for Pseudomonas aeruginosa for a substantial period of the dosing
interval; this was attributed to larger than expected Vd [51]. Lipman reported
similar findings using standard doses of the new cephalosporin cefepime and
suggested that a 50% increase in dosage (1 g every 4 h) would result in trough
concentrations three times the MICso for P. aeruginosa and perhaps be more
effective [52]. Similar problems have been noted among severe burns patients, in
whom low antibiotic concentrations are sometimes difficult to correct even with
higher doses [53-55].

Many investigators feel that antibiotic blood concentration should be at least
four to five times the MIC in order to control serious infections [13, 14, 39, 43, 56].
In view of the documented increases in Vd, there is concern that patients might
become particularly vulnerable to subtherapeutic concentrations with an intermit-
tent dosing regimen [39, 52]. Some studies have explored whether continuous
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antibiotic infusion provides consistently appropriate blood concentrations. Benko,
in a cross-over design among 12 critically ill patients, was able to demonstrate that,
at steady state, ceftazidime infusions achieved five times the MIC for 100% of the
treatment time, whereas intermittent therapy achieved the same concentrations
for 92% of the time [13]. Other studies have led to similar findings and indeed have
demonstrated in an animal model that for the same daily dose continuous infusion
of ceftazidime is more effective than intermittent doses [57, 58]. It has also been
suggested, in a study among patients with nosocomial pneumonia, that smaller
doses of ceftazidime by infusion might be equally effective and provide a cost saving
[59]. However, thus far, there have been no definitive human studies that demon-
strate a better outcome with continuous infusion regimens, although some studies
are suggestive [60, 61].

A further concern is that sub-therapeutic time-dependent antibiotic concentra-
tions might favour the emergence of resistant organisms. Fantin showed in a rabbit
model of endocarditis that the growth of mutants was prevented if antibiotic
concentrations remained above MIC for at least 61% of the time [56]. Other studies
have suggested that emergence of resistance can only be prevented if concentra-
tions are maintained above MIC for 100% of the time [39].

Ithasbeen proposed that vancomycin, a time-dependent antibiotic with a PAE,
should be infused in order to achieve constant blood vancomycin concentrations.
Two early studies demonstrated that clinical efficacy can be reached when van-
comycin is given by infusion. In the first, Brinquin reported cure of post-neurosur-
gical methicillin-resistant Staphylococcus aureus (MRSA) meningitis in eight pa-
tients with intravenous vancomycin infusion rates of 37-55 mg/kg/24 h, which
achieved CSF penetration (4-7 mg/l) [62]. In the second, Conil demonstrated in
burn patients that vancomycin infusions, after an initial loading dose, achieved
adequate blood concentrations whereas intermittent doses had failed [63]. Since
these early studies, others have demonstrated at least similar clinical outcomes
when vancomycin infusion was compared to intermittent dosing with no increase
in toxicity, with the advantages of less variability in blood concentration and need
for sampling, resulting in cost savings. Loading doses of 15 mg/kg followed by
infusions starting at 15-40 mg/kg/day, aimed at achieving plateau concentrations
between 15 and 25 mg/l, are generally accepted [64-68].

Among the newer antibiotics, such as linezolid, there is preliminary evidence
that administration by continuous infusion is not only more effective than inter-
mittent doses but that in the case of linezolid, normally a bacteriostatic agent, it
acquires bactericidal properties [69].

Notwithstanding the theoretical advantages of time-dependent antibiotic infu-
sions, not all B-lactams are best infused. MacGowan suggested that the carbape-
nems, unlike other B-lactams, also have a concentration effect with variable PAE,
particularly against gram negative organisms, and that they might not be more
effective by continuous infusion [43].
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Concentration-dependent antibiotics

Aminoglycosides, fluoroquinolones, and metronidazole have concentration-de-
pendent activity. In addition, aminoglycosides combine concentration-dependent
activity with a consistent PAE against gram-positive and gram-negative bacteria in
vivo. This group of antibiotics is water-soluble, mainly distributed to the extracel-
lular space, minimally protein bound, and almost entirely excreted by the kidney.
Pennington reported that simply inducing fever in healthy patients resulted in a
fall in gentamicin concentrations [70]. These changes were later supported by
Triginer, who showed that during septic episodes gentamicin concentrations were
lower than expected [71]. He also demonstrated that initiation of intermittent
positive pressure ventilation could resultin a fall in gentamicin concentrations [72],
which was suggested to be due to the increase in Vd associated with critical illness;
therefore larger initial doses were recommended.

The idea that gentamicin should be given in doses sufficient to reach high
plasma concentrations was alluded to by Moore, in a logistical regression analysis
of four studies with a total of 236 patients. A ratio of gentamicin peak plasma
concentration (Cmax) to MIC of 10:1 or more was predictive of a good outcome [73].
Others have shown that to eradicate more serious infections and prevent the
emergence of resistance the goal should be a peak concentration at least eight times
MIC [74-76]. Kashuba, in a study of patients with gram-negative nosocomial
pneumonia, was able to show that it was possible to predict a 90% probability of
temperature and leucocyte resolution by the 7th day of treatment if the Cmax/MIC
was equal to or greater than 10 within the first 48 h of starting aminoglycosides [77].
It was also suggested that, by achieving early appropriate peak concentration, the
duration of therapy can be shorter and aminoglycoside exposure and toxicity
minimised. In anumber of meta-analyses, the overall finding has been marginally
better clinical responses when large loading doses at extended intervals are
compared to multiple dosing regimens [78-81]. Although those studies showed
little difference in the incidence of toxicity, a recent, prospective, randomised
controlled double-blind study not included in these meta-analyses showed a
significant decrease in nephrotoxicity with extended interval dosing [82]. How-
ever, there is some evidence that excessive peaks and daily area under the plasma
concentration-time curve (AUC) may result in proximal renal tubular damage,
while high-pitch deafness has been associated with the duration of therapy [82-84].

Among the many methods suggested for prescribing aminoglycosides, it has
become common practice to adopt the nomogram prepared by Nicolau and col-
leagues at Hartford Hospital, Connecticut, as a guide to interval dosing of genta-
micin [85]. This methodology attempts to maximise clinical efficacy and reduce
aminoglycoside toxicity. Gentamicin dosing has been aimed at achieving peak
concentrations of 20 mg/l to ensure ten times MIC for more difficult infections,
such as P. aeruginosa. The dosage that consistently achieved this was 7 mg/kg actual
body weight and excluding patients 20% over ideal body weight. The nomogram
suggests dosing intervals of 24, 36 or 48 h depending on blood gentamicin concen-
tration obtained at any time between 6 and 14 h after the dose. The authors
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suggested that patients with reduced renal function should receive normal doses
to achieve peak concentrations but repeated doses should be given at extended
intervals when concentrations fall to 1 mg/l. Nicolau et al. reported that use of the
nomogram on more than 2000 patients reduced the nephrotoxicity rate from a
historical 3-5% to 1.2%, and in spite of high peaks only two patient had ototoxicity.
Although the Hartford nomogram assumes that peak gentamicin concentrations
of 20 mg/l are achieved, after administration of 7 mg/kg many critically ill patients
have an increased Vd that might diminish such peaks. It would therefore be
prudent in the event of poor therapeutic response to measure peak concentrations
before changing therapy.

Other concentration-dependent antibiotics are the 4-quinolones, of which
ciprofloxacin is the best example. Some time after its introduction in 1985, the
dosage was questioned [34, 86]. Based on AUC, the bio-equivalence of the clinically
effective oral dose 750 mg was found to be closer to 600 mg i.v. than the 200 mgi.v.
it was licensed for. Since 600 mg produced a Cmax that was considered toxic, the
suggested dose was modified to 400 mg i.v. every 8 h in order to receive FDA
approval. In the UK, the recommendation for ciprofloxacin is 400 mgi.v., 12-hour-
ly. Notwithstanding these recommendations, ciprofloxacin continued to be admi-
nistered at 200 mg i.v. for some time and was frequently associated with the
emergence of resistance, sometimes within the treatment period. This was parti-
cularly true with P. aeruginosa and S. aureus, whose MIC were some ten-fold those
for Moraxella sp. or Haemophilus sp. Ciprofloxacin uniquely inhibits bacterial
replication by interacting with the active subunit of DNA gyrase, a process which
is pH- and concentration-dependent, and it is likely that the emergence of resis-
tance was related to inadequate peak concentrations. The PAE of 4-quinolones has
been well-documented [87-89].

It is interesting to note that inadequate concentrations of ciprofloxacin have
not only been shown to increase the emergence of strains resistant to ciprofloxacin
but also to promote the emergence of strains resistant to antibiotics that have a
different mode of action [90].

Studies have confirmed that 400 mg ciprofloxacin i.v., 8-hourly, is required to
obtain bacteriological and clinical cure [35, 36]. It has been suggested that the AUIC
is a good indicator of antimicrobial activity and is closely associated with the
likelihood of clinical or bacteriological cure. AUIC is measured in serum inhibitory
units over time (SIT-1) and breakpoints for clinical cure have been identified at 72
SIT-1. However, best results were obtained at values between 250 and 500 SIT-1 [35,
37, 47]. It is notable that Forrest was concerned that, for an organism with MIC
above 0.25 mg/l, daily ciprofloxacin doses of 1200 mg might still be inadequate to
achieve target AUIC between 250 and 500 SIT-1. He suggested that there was no
reason to limit the daily dose to 1200 mg but conceded that a preferred approach
might be to seek synergy by introducing another antimicrobial.
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Table 2. Tissue penetration of some antibiotics®. R% Ratio (%) tissue/serum antibiotic
concentration after a single dose

Cells Skeletal Ascites Lung Sputum  Bile Pleural CSF
(PMN) muscle fluid
I R% 1 R% I R% I R% I R% I R% I R% I R%
Gentamicin - 21 N m1 Y 9o I NA Y <8 - 64 N 57 Y 25
[91-94]
Amoxicillin - - - - N 83 N 32 N 13 - - - - - -
clavulanic
acid [95, 96]
Imipenem - 33 N 5 N 8 N 60 N 20 - 48 - - Y 85
[97-101]

Cefotaxime 110 N 5 Y 120 N 382y 2 Y 252 N 26 Y 51
[102,-106]

Cefuroxime - - - - N 89 - - Y 14 - 23 N 30 Y 108
[107,108]

Ceftazidime - 356 N 26 N 45 - - Y 8 - 8 N 21 Y 23
[109-111, 104]

Teicoplanin - 6000 - - - - - - - - - - - 21 - -

[112]

Vancomycin - 122 - - N 52 - - - - - oMa N 4 N o

[91]

Amikacin - - N 15 N 58 N 40 N 21 N 54 N 40 Y 35
[93, 113-116]

Piperacillin - <10 Y 32 N 55 N 92 Y g4 - 468 - - - -

[109, 117-119]

Ciprofloxacin - 349 N 79 - - N 624 Y 26 - - N 26 Y 25

[109, 120-123]

*Note that many of these studies had small numbers of patients. Concentrations were measured from
multiple sources; e.g. bile was measured from the T tube, gall bladder, or common bile duct. Dosing
also varied, e.g. single or multiple, oral IM or IV

For many antibiotics, no data on tissue penetration are available. I, tissue infected at the time of
measurements; PMNs, polymorphonuclear leucocytes; Y, yes; N, no; NA, not available

Conclusions

Specific therapy with antibiotics is one of the influences on outcome which is not
always optimised. The evidence would suggest that concentration-dependent
agents, such as aminoglycosides, are effective and have fewer side effects when
given in large infrequent doses. Equally, there is evidence that time-dependent
antibiotics often fail to reach adequate concentrations throughout the treatment
period. Adequate therapy can be achieved by an initial loading dose followed by
constant infusion. However, to date, there are no randomised controlled prospec-
tive trials demonstrating improvement in clinical outcome following infusion
rather than intermittent boluses of time-dependent antibiotics. There is a theore-
tical risk that inadequate antibiotic dosing may not only lead to therapeutic failure,
but will also encourage the emergence of resistant strains and inappropriate
changing of antibiotics.

Critically ill patients with hepatic dysfunction do not normally need dosage
adjustments for most antibiotics, while patients with poor renal function or who
are intermittently dialysis-dependent should receive normal antibiotic doses given
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less frequently. Patients on continuous RRT with urea clearances above 35 ml/min
may need little adjustment to most antibiotic doses. Patient receiving aminoglyco-
sides should be monitored with post-dialysis troughs and post-administration
peaks to avoid non-renal antimicrobial toxicity.

Critical illness can grossly alter antibiotic pharmacokinetics, principally
through increases in Vd and periods with unsupported renal function. Unfortu-
nately, other than glycopeptides and aminoglycosides, blood concentrations of
antibiotics are rarely monitored and therefore adequate concentrations can only
be inferred from clinical response. Failure to respond within the first few days of
empirical treatment might be due to emergence of antibiotic resistance, emergence
of a new organism, or inadequate antibiotic doses for a sensitive organism. The
same rigour should be applied to achieving adequate antibiotic concentrations as
is applied, for example, to inotropes, which are titrated to achieve predetermined
physiological targets.
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Chapter 13

Evidence for immediate adequate parenteral antibiotics

V. EMm1

Over half of all patients admitted to intensive care units (ICUs) receive one or more
antimicrobial agents, and most of these are for the treatment of community-ac-
quired and/or nosocomial infections [1]. In a surveillance study, antibiotic use and
related costs were prospectively analysed in a general ICU ward over a 1-year
period. Antibiotics were prescribed in 61% of admissions. Categorised by indica-
tion, 59% of all antibiotic prescriptions were for bacteriologically proven infections,
28% for non-bacteriologically proven infections and 13% for prophylaxis [2]. In the
absence of a precise diagnosis of infection, the modern practice of critical care
medicine dictates that empirical antibiotic therapy be given [3]. Providing early
antimicrobial therapy, which is effective against the microorganisms responsible
for infections in hospitalised patients, is recognised as a crucial step for the
treatment of acquired infections, along with drainage of infected fluid collections
and the debridement or removal of infected tissues or prostheses [4]. Promptly
initiating (at the first sign of an infection) appropriate empirical antimicrobial
therapy in patients with life-threatening illnesses seems to be the most effective
treatment approach [5]. Traditionally empiric treatment has been to start with an
inexpensive narrow-spectrum agent, broadening therapy only if a multi-resistant
pathogen is identified or the patient deteriorates. This approach may have served
to select continuously from a heterogeneous bacterial population, strains that are
first-step resistant mutants and, thus, start us on the slippery slope to resistance
crises [3]. One strategy that may be adopted was first suggested almost a century
ago by Paul Erlich when he advocated to ‘frapper fort et frapper vite’, which
translates to ‘hit them hard, hit them fast’ [6]. The goalis to facilitate the eradication
of infecting microorganisms in a timely and safe manner while minimising the
emergence and spread of resistance [7]. Empirical therapy is about getting it right
from the start, to optimise outcome, minimise therapeutic failure, minimise po-
tential resistance, and avoid serious side-effects in a cost-effective manner [8].

The high level of use of antimicrobial agents in ICUs favours the appearance of
multi-resistant pathogens, the presence of which is associated both with an in-
creased probability of inappropriate initial empiric antimicrobial treatment of
infections in a given patient and selection of a multi-resistant endogenous flora that
will influence antibacterial policy of that ICU in the future [9].

For clinical research purposes inadequate antimicrobial treatment of infection
was defined recently as a microbiological documentation of an infection (i.e. a
positive culture result) that was not being effectively treated at the time of its
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identification because of absence of antimicrobial agents directed against a specific
class of microorganisms, administration of an antimicrobial agent to which the
microorganism responsible for the infection was resistant, or the complete absence
of antimicrobial treatment [10]. However, appropriateness of antimicrobial treat-
ment needs to be defined more broadly, if we consider its influence on clinical
outcomes. An incomplete understanding of antimicrobial drug therapy principles
(e.g. appropriate dosages, dosing intervals, and duration of therapy) also contri-
butes to the inappropriate use of antimicrobial agents. Therapy should take into
account antimicrobial pharmacodynamics (PD) and pharmacokinetics (PK).
PK/PD profiling describes antimicrobial activity as a function of drug concentra-
tion and duration of exposure of the host to the drug. PK/PD knowledge can be
used to optimise dosing regimens in relation to mechanisms of killing and pene-
tration to sites of infection [4]. Lack of adherence to these requirements can result
in suboptimal antibiotic concentrations, which increase the likelihood that anti-
biotic resistance will occur and the chance thatinadequate antimicrobial treatment
will be administered.

Failure to treat infections with antimicrobial agents, delays in the administra-
tion of adequate antimicrobial treatment, or the initial use of antimicrobial agents
to which the identified pathogens are resistant (i.e. inadequate antimicrobial
therapy) all appear to increase the risk for hospital mortality.

In order to understand the positive impact that choosing appropriate therapy
early on in treatment can have, it is useful to compare what happens when appro-
priate versus inappropriate therapy is used.

Twenty-five years ago, the intuitive belief that early use of appropriate antibiotic
therapy improved outcome from serious infections with Gram-negative bacteria
was confirmed. Kreger et al. [11] found that in patients with Gram-negative bacte-
raemia, mortality was reduced by 50% in patients who received appropriate the-
rapy compared with those who received inappropriate therapy (19.5% vs 37.2%,
respectively). In addition, appropriate antimicrobial therapy was associated with
areduction in the frequency of shock.

Recent clinical investigations have demonstrated that the absence of adequate
antimicrobial therapy in patients with pneumonia, peritonitis, bacteraemia or
meningitis is associated with adverse patient outcomes, including increasing rates
of hospital mortality [12-20].

Kollef was the first to evaluate systematically in the ICU setting the relationship
between inadequate antimicrobial treatment and hospital mortality in 2 ooo con-
secutive patients admitted to the medical or surgical ICU of a large urban teaching
hospital [12]. A total of 169 (25.8%) of the 655 patients assessed to have a clinically
recognised infection present while in the ICU initially received inadequate treat-
ment. The occurrence of inadequate antimicrobial treatment of infection was most
common among patients with nosocomial infections that developed after treat-
ment of a community-acquired infection (45.2%), followed by patients with noso-
comial infections alone (34.3%) and patients with community-acquired infections
alone (17.1%) (p < 0.001). Prior antimicrobial administration, which leads to the
emergence of and colonisation with resistant organisms, was independently asso-
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ciated with the administration of inadequate antimicrobial treatment [odds ratio
(OR) 3.39; 95% CI 2.88-4.23; p < 0.001] .The hospital mortality rate for patients
receiving inadequate antibiotic treatment compared with those receiving adequate
treatment was 52.1% and 12.2%, respectively (p < 0.001). Similarly, the infection-
related mortality of infected patients receiving inadequate antimicrobial treatment
(42.0%) was significantly greater than that of infected patients receiving adequate
antimicrobial treatment (17.7%) [relative risk (RR) 2.37; 95% CI 1.83-3.08; p< 0.001].
The main reason for the administration of inadequate antimicrobial therapy was
the presence of antibiotic resistance in clinically important pathogens [12].

Appropriateness of empiric therapy and systemic inflammatory response

Since antibiotic therapyis the cornerstone in the treatment of infections, intuitively
one can assume that a correct empirical antibiotic therapy may decrease mortality
rate in critically ill patients admitted to the ICU with sepsis; however, the influence
of adequate antimicrobial therapy on the prognosis of severe sepsis and septic
shock had not been clearly proven.

Three recent investigations have been carried out, which tried to highlight this
issue. The study conducted by Garnacho-Montero et al. [21] in Sevilla, Spain, has
addressed the impact of empirical antibiotic therapy on the outcome of patients
who are admitted to the ICU having sepsis, excluding those episodes of sepsis
acquired in the ICU. Four-hundred and six patients of 6 950 (5.84%) meeting
criteria for sepsis on admission to the ICU were enrolled during a 4-year study
period. Nosocomial origin was found in 166 patients (40.9%). A clinical picture of
sepsis was present in 105 patients (25.9%), severe sepsis in 116 (28.6%), and septic
shock in 185 (45.6%). Forty-six patients who were admitted with sepsis developed
severe sepsis or septic shock and 45 patients with severe sepsis developed septic
shock. The risk of impairment in the inflammatory condition was significantly
higher in patients with inadequate empirical antibiotic therapy than in patients
with adequate empirical antibiotic therapy (RR 1.74; 95% CI 1.04-2.95). Inappro-
priate empirical antimicrobial therapy was also associated with a significant in-
crease in risk of death over the whole population (RR 1.41; 95% CI 1.1-1.8) and with
respect to the patients with adequate therapy (RR 1.55; 95% CI 1.2-2.02). Death rate
did not differ between patients with hospital-acquired and community-acquired
sepsis. Overall mortality rate for sepsis was estimated to be 11.4%. In contrast,
progression to severe sepsis and septic shock was associated with mortality rates
of 50% and 68.1%, respectively. Adequate antibiotic use reduced mortality rate by
43.4% in patients with septic shock, by 23.1% in those with severe sepsis, and even
by 19.8% in those with sepsis. By multivariate analysis, the presence of fungal
infection (OR 47.32; 95% CI 5.56-200.97) and previous antibiotic therapy within the
last month (OR 2.23; 95% CI 1.1-5.45) were the independent variables related to the
administration of inadequate antibiotic therapy. However, choosing an adequate
antibiotic therapy did not influence early (< 3-day) mortality rate, which depends
on previous comorbidities and the clinical situation at admission, especially the
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presence of respiratory and renal failures. Prompt initiation of adequate antimi-
crobial therapy seems to be essential for achieving the best possible outcomes. In
addition to saving lives and stopping the progression of disease, an initial adequate
antimicrobial therapy was found to reduce thelength of stay by 15 days for surviving
patients [21].

Data from the Monoclonal Anti-TNF: A Randomized Controlled Sepsis (MO-
NARCS) trial—a double-blind, placebo-controlled trial designed to evaluate the
safety and efficacy of afelimomab, an antitumour necrosis factor (TNF) F(ab’),
antibody fragment—provided the opportunity to determine the relationship be-
tween mortality and the adequacy of early empiric antibiotic treatment in a large
group of septic patients. A total of 2 634 patients were enrolled in 157 centres in
North America. Ninety-one per cent of enrolled patients received adequate anti-
biotic support, and the overall mortality rate was 34%, with rates of 33% and 43%
for patients receiving adequate and inadequate antibiotic treatment, respectively.
Thus, a 10% decrease in the overall crude mortality rate was associated with
adequate early empiric antibiotic treatment. Reductions in mortality rates were
apparent even among patients with septic shock and positive blood culture results,
clinical features associated with the highest in-hospital mortality rates. Several
factors were associated with a greater likelihood of inadequate antibiotic treatment,
including multiple infecting organisms per patient, fungal infection, and Pseudo-
monas aeruginosa infection [22].

A prospective observational study was conducted in a medical-surgical (16-
bed) ICU in an urban teaching hospital in France during a 3-year period to assess
the adequacy of empirical antimicrobial therapy prescribed in septic shock patients
and to evaluate the relationship between inadequate antimicrobial therapy and
30-day mortality. One hundred and seven patients (3.87% of all admitted patients)
requiring ICU admission presented an episode of septic shock. A source of infec-
tion with associated microbiological documentation was identified in 78 of 107
patients (72%). Sixty-nine of the 78 patients (89%) received an adequate therapy
and nine (11%) received an inadequate regimen. The overall 30-day mortality rate
of septic shock patients was 59%. The crude mortality rate (7/9, 78%) was higher
in patients receiving inadequate antimicrobial treatment compared to patients
receiving an adequate antibiotic treatment (39/69, 56%, p = 0.2). Although a
significant difference between the mortality of patients receiving inadequate anti-
microbial treatment and those receiving adequate antimicrobial treatment was not
found (mainly because of the small size of the inadequate therapy group), inade-
quate antimicrobial therapy led to a 39% excess of hospital mortality (a figure
highly clinically relevant) [23].

The influence of the empirical antimicrobial therapy on the prognosis is best
documented for infections such as ventilator-associated pneumonia (VAP), or
nosocomial bacteraemia.



Evidence for immediate adequate parenteral antibiotics 167

Inadequate antimicrobial therapy and ventilator-associated pneumonia

Ventilator-associated pneumonia is the most frequent ICU-acquired infection
among patients receiving mechanical ventilation. The mortality rate for VAP
ranges from 20% to 50% and can reach 70% in some specific settings or when lung
infection is caused by high-risk pathogens [24-26]. Patient survival may improve
if pneumonia is correctly diagnosed and treated [27]. Treatment failures in patients
with VAP represent a complex issue and form a major challenge for clinicians, and
are usually associated with adverse outcomes in terms of morbidity. They are
expected to occur in about 30-40% of patients developing pneumonia during
mechanical ventilation [14]. The lack of response of VAP to antimicrobial treatment
can have various potential causes: inadequate antibiotic treatment, concomitant foci
of infection, non-infectious conditions, and factors related to the host response [28].
Inadequate empiric initial antimicrobial treatment is the most frequent reason for
treatment failure. It may be caused by resistant strains or by an unusual pathogen
not covered by the regular antimicrobial treatment approach.

Inappropriate therapy was strongly associated with fatality with a relative OR
of 5.81 when multiple logistic regression analysis was used to study risk factors for
death in ventilated patients in whom pneumonia developed [29]. Similarly, inap-
propriate antibiotic treatment was among six independent risk factors for death,
selected by the multivariate analysis, as the factor having the most impact on
prognosis [30]. In a study that included 113 ventilated patients judged to have a
VAP, a statistically significant increase in related mortality as a result of inappro-
priate early antibiotic therapy was observed, despite a microbially guided change.
In 27 patients (23.6%), therapy was replaced because the antimicrobial agents
prescribed were ineffective against the microorganisms involved, and this group
showed a significantly greater increase in related mortality than did the adequate
initial therapy group (37.0 vs 15.6%, p < 0.05). Crude mortality for both groups of
patients was 63.0 and 41.5% (p = 0.06), respectively. The excess mortality caused
by inappropriate initial therapy was estimated to be greater than 20% [15].

The influence of the adequacy of initial empiric antibiotic therapy on the
outcome of patients with VAP was examined in a prospective multicentre Spanish
study designed to assess the frequency of and the reasons for changing empiric
antibiotics during the treatment of ICU-acquired pneumonia. Although crude
mortality rates of patients receiving adequate and inadequate antibiotic therapy
were 32.5 and 34.9% (NS), respectively, attributable mortality was 16.2% in the
former group and 24.7% in the latter one (p = 0.034). The empiric antibiotic
treatment was modified in 214/565 (43.7%) episodes of pneumonia, in 133 (62.1%)
cases because of isolation of a microorganism not covered by treatment [14].

In a series of 130 mechanically ventilated patients for suspected VAP in a
medical ICU, prior antibiotic administration or its absence remained unchanged
in 51 (39.2%) patients based on the mini-BAL culture results, while in another 51
(39.2%) patients, antibiotic therapy was either begun (n = 7) or the existing
antibiotic regimen was changed (1 = 44), and in the remaining 28 (21.6%) patients,
antibiotic therapy was discontinued altogether. The hospital mortality rates of
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these three groups were statistically different: 33.3, 60.8 and 14.3%, respectively (p
< 0.001) [12]. Luna et al. [13] conducted a prospective observational study in a
15-bed medical and surgical ICU to define how BAL data affected the selection of
antibiotics and outcomes of patients with VAP. A total of 132 intubated and
mechanically ventilated patients who developed an infiltrate after being hospita-
lised for > 72 hours were evaluated. All patients underwent a BAL within 24 hours
of establishing a clinical diagnosis of VAP, and most received antibiotic therapy
before bronchoscopy. Among the 50 BAL-positive patients, therapy was adequate
in 16 of 50 (32%) patients, and the mortality rate among these patients was 38%
(6/16). Among the 34 remaining BAL-positive patients receiving inadequate the-
rapy, the mortality rate was significantly greater (31/34, 91%, p < 0.001). Further-
more, when patients receiving inadequate therapy were switched to adequate
therapy based on BAL data, the mortality rate was comparable with that in patients
who continued receiving inadequate therapy. A reduced mortality rate among
patients receiving adequate therapy was only observed when this therapy was
initiated immediately (i.e. before bronchoscopy). These results show that inade-
quate empirical treatment of infections in critically ill patients is an important
determinant of hospital mortality [13].

The predicted factors of mortality due to postoperative pneumonia (POP) and
the impact of initial antibiotic therapy on outcome were analysed by Dupont et al.
in a study including 200 centres. Polymicrobial pneumonia or non-fermenting
Gram-negative bacteria appeared to be a risk factor for inappropriate antibiotic
therapy. Five independent predictors for mortality of POP were identified. Despite
a trend toward decreased mortality with appropriate initial antimicrobial treat-
ment, no difference was observed between the groups [31].

Recently, a study including 142 patients with bacteriologically confirmed VAP
was conducted in six ICUs to test the hypothesis that inappropriateness of antibio-
tic therapy might play a differential role according to the severity of the illness.
Inadequate empiric treatment was associated with a poor outcome only in patients
with intermediate or low baseline severity (logistic organ dysfunction score < 4).
In this population, the hospital mortality rate was 44 vs 15% in patients receiving
adequate treatment (p = 0.01). For the more severe patients at the first suspicion
of VAP, on the contrary, the adequacy of initial treatment did not influence the
prognosis [32]. Previously, only one other study had tried to evaluate the severity
indices at the time of VAP diagnosis [33]. The authors showed that when pneumo-
niais diagnosed, the severity of illness was the most important predictor of survival,
and that the presence of P. aeruginosa contributed to an excess of mortality,
suggesting the importance of the pathogen in prognosis as well.

Survival in patients with hospital-acquired pneumonia depends above all on
the degree of severity at the moment of pneumonia diagnosis. Indeed, the impact
of hospital-acquired pneumonia on outcome may be greater in some subsets of
patients than in others (and consequently, a similar therapeutic intervention may
have different effects). This also may be the case at lower extremes of severity:
nosocomial infections do not account for significant excess mortality in patients
who present high severity of illness [34]. In contrast, the subgroup of patients with
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‘intermediate’ degrees of severity are likely to suffer the largest ‘attributable’
mortality [35].

The importance of prognostic role played by the adequacy of the initial empiric
antimicrobial therapy appears still to be rather controversial. Some studies [36-40]
failed to find statistical significance, whereas others [13, 41] showed a significantly
higher mortality in patients with inadequate treatment. Additional studies are
needed to determine which patient populations are at greatest risk for harm from
the initial administration of inadequate antimicrobial therapy. There is a general
agreement, however, that inadequate treatment is related to the emergence of
resistant pathogens [42, 43] and to a prolonged ICU stay [44].

Inadequate antimicrobial treatment and bloodstream infections

Bloodstream infections (BSI) are among the most serious infections acquired by
hospitalised patients who require intensive care. The coexistence of a pathogen
population that has an ever-increasing resistance to many antibiotics and a patient
population characterised by increasingly complex clinical problems has contribu-
ted to increase BSI, particularly those caused by antibiotic-resistant bacteria.
Antibiotic resistance may be associated with administration of inadequate antimi-
crobial therapy for BSI, particularly hospital-acquired BSI (which are associated
with higher hospital mortality rates) [45].

The importance of appropriate antimicrobial therapy on the outcome of BSI
has been recognised for more than 20 years. It is intuitively obvious that the
empirical treatment of bacteraemia should be started as soon as possible. After
Kreger’s report [11] in 1980, different studies have demonstrated that the mortality
rate of bacteraemia can be reduced with adequate use of antibiotics [46-49]. Amore
recent study was carried out in a university hospital in Israel during the period
1988-1994 to test whether empirical antibiotic treatment that matches in vitro
susceptibility of the pathogen (i.e., appropriate treatment) improves survival in
patients (n = 3 413) with BSI. Inappropriate antimicrobial therapy was admini-
stered to 1 255 patients (36.8%). The mortality rate in patients with bacteraemia
given appropriate antimicrobial therapy was 20% compared with 34% in patients
given inappropriate treatment (p < 0.0001). On a multivariate logistic regression
analysis, the contribution of inappropriate empirical treatment to fatality was
independent of other risk factors [adjusted odds ratio (AOR) 1.6; 95% CI 1.3-1.9]
[50]. Nevertheless, various studies carried out in critically ill patients with bacte-
raemia could not prove this effectiveness. Rello found that adequate antibiotic
therapy did not reduce mortality rate in 111 episodes of bacteraemia [51]. Among
166 ICU patients with bacteraemia, 39 (23.5%) received inadequate antimicrobial
treatment. The global mortality rate was 56.4% in this group vs 50.3% in the group
given an appropriate antimicrobial treatment (NS) and the related mortality was
30.8 and 22.8%, respectively [52]. In a Spanish multicentre study that enrolled 590
patients with bacteraemia, inadequate antibiotic therapy was not an independent
predictor of fatality [53]. In another study in critically ill patients (n = 492), however,
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hospital mortality rates in patients (n = 345; 61.9%) who received appropriate
antimicrobial treatment were lower than in those (n = 147; 29.9%) who received
inappropriate antimicrobial therapy (28.4% vs 61.9%, respectively; p < 0.001).
Multivariate analysis showed that the administration of inappropriate antimicro-
bial treatment was the most important risk for hospital mortality (AOR 6.86; 95%
CI 5.09-9.24; p < 0.001) [54].

The influence of inappropriate empiric antibiotic treatment and systemic res-
ponse on the outcome was analysed in a population of 339 critically ill patients with
community-acquired BSI. Antibiotic treatment was found to be inappropriate in
14.5% of episodes. Crude mortality was 41.5%. Septic shock was present in 184
patients (55%). Patients in septic shock with inappropriate treatment had a survival
rate below 20%. The survival benefit for patients receiving adequate initial antibio-
tic therapy was estimated to be 10.7% in those with an APACHE II score < 15 points
at admission, 35% in those with an APACHE II score between 15 and 24 points, and
58.2% for those with a score > 24 points. From these data it appears that patients
with BSI at higher risk of death will derive great benefit from therapeutic interven-
tions focusing on survival [55].

Intra-abdominal infections

While there is a clear association between inappropriate initial empiric therapy and
poor clinical outcome in patients with community-acquired pneumonia and hos-
pital-acquired pneumonia or bloodstream infections, few studies have been con-
ducted in patients with intra-abdominal infections.

A previous retrospective chart review of patients with bacterial peritonitis
underlined the importance of covering all likely pathogens [56]. A more recent
retrospective study of intra-abdominal infection found that initial appropriate
antibiotic therapy improved clinical success rates and reduced the length of stay
and overall cost of hospitalisation [57].

Based on the high mortality rates associated with community-acquired intra-
abdominal infection and the need for empiric antibiotic therapy, 425 patients
hospitalised in 20 clinics across Germany were followed for a total of 6 521 patient-
days. Fifty-four (13%) patients received inappropriate initial parenteral therapy not
covering all bacteria isolated. Crude and adjusted analyses showed that appropria-
teness of initial antibiotic therapy was significantly associated with clinical success,
which in turn was associated with reduced length of stay. Patients were more likely
to have clinical success if initial antibiotic therapy was appropriate (78.6%; 95% CI
73.6-83.9) rather than inappropriate (53.4%; 95% CI 41.1-69.3). Inappropriate
initial therapy was associated with the need for second-line antibiotic therapy, or
repeated operation, whereas no association was observed between appropriateness
of initial therapy and total mortality [58].

The impact of empirical antibiotics on the outcome of hospital-acquired peri-
tonitis was evaluated in a study including 100 consecutive patients with postope-
rative peritonitis. The adequacy of empirical treatment was determined by means
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of culture and susceptibility data obtained at the time of re-operation, and the effect
of such treatment on outcome was evaluated. One hundred resistant pathogens
were isolated from the peritoneal fluid or blood of 70 patients (47 multiple resistant
pathogens were cultured from samples from 37/70 patients).

Forty-five per cent of those patients died; by comparison, mortality among
those from whom susceptible organisms were isolated was 16% (p < 0.05). Inade-
quate empirical treatment was administered to 54 patients and was associated with
poorer outcome (mortality 50% vs 26% in the group of patients given appropriate
treatment; p < 0.05). The outcome of postoperative peritonitis was affected by the
choice and adequacy of the initial empirical antibiotic therapy. Late changes in
antibiotic therapy based on culture results did not affect outcome when the initial
regimen was inadequate [16].

Timing of antibacterial treatment

Appropriateness of initial empiric antimicrobial treatment includes early adminis-
trations of agents. The importance of a timely administration of antibiotic treat-
ment was first suggested for community-acquired severe infections such as bacte-
rial meningitis or pneumonia.

Bacterial meningitis

Despite advances in antibiotic therapy, bacterial meningitis continues to cause
significant morbidity and mortality [59]. Whether clinical outcomes are influenced
more by disease severity or delay in initiation of antibiotic therapy remains a
problematic issue [60-62]. Clinical experiences suggest that patient outcome in
bacterial meningitis is a result of multiple factors, since some patients treated
within a few hours of symptoms develop an adverse outcome, whereas others who
are symptomatic for days prior to presentation suffer no adverse sequelae [63].
Standard reference sources have recommended that patients with bacterial menin-
gitis be given antibiotics within 30 minutes of arrival in the emergency department
to prevent many of the long-term sequelae associated with this disorder [64, 65].
However, delay in initiation of antibiotic therapy has not been identified as an
independent risk factor after adjustment for other variables that affect clinical
outcome [66-69]. In alarge retrospective cohort study including 269 persons who,
between 1970 and 1995, had community-acquired bacterial meningitis microbiolo-
gically proven, Aronin et al. [70] stratified patients into three stages of prognostic
severity:low- (I), intermediate- (II) and high-risk (III) subgroups, respectively. The
effect of antibiotic timing on clinical outcome was analysed: for those who remai-
ned in a given prognostic stage, from arrival in the emergency department until
their first dose of antibiotics, the median delay in initiation of antibiotic therapy
was 4.0 hours and did not differ significantly between patients with and those
without an adverse outcome (4.5 hours compared with 3.9 hours; p > 0.2). For this
entire group of patients (n = 227), as well as within each prognostic stage, antibiotic
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delay was not statistically significantly associated with adverse clinical outcome.
Patients who advanced from stage I to stage III before initiation of antibiotic
therapy had a greater proportion of adverse outcomes (3 of 4, 75%) than those who
remained in stage I at the initiation of antibiotic therapy (3 of 35, 9%, p = 0.008).
Similarly, patients who advanced from stage II to stage III before initiation of
antibiotic therapy had a significantly greater proportion of adverse outcomes (20
of32,63%) than those who remained in stage IT at the initiation of antibiotic therapy
(56 of 163, 34%, p = 0.003). In these subgroups of patients a clear association
between antibiotic timing and clinical outcome emerged.

Timing of appropriate antimicrobial therapy, as defined by consciousness level
but not by symptom duration, was found to be a major determinant of survival and
neurological patient outcomes in a study including 109 adult patients with cul-
ture-proven community-acquired bacterial meningitis [71]. Similarly, in a cohort
of 30 patients with Klebsiella pneumoniae meningitis, a Glasgow coma scale (GCS)
score of 7 points or less at the start of appropriate antimicrobial therapy was found
to be a valid predictor of death or permanent vegetative state (sensitivity 82%,
specificity 93%, p = 0.005), even after adjusting for the effect of confounding
variables by logistic regression [72]. According to the authors of the last two studies,
the first dose of an appropriate antibiotic should be administered before a patient’s
consciousness deteriorates to a GCS score of 10 or 7 points, respectively, or less.
Short and Tunkel [63] reviewed the literature to determine if there is a standard of
care for timing of administration of antimicrobial therapy in patients with a
diagnosis of acute bacterial meningitis. Although the clinical data are inconclusive,
they state that it makes intuitive sense to initiate antimicrobial therapy as soon as
possible in any patient with suspected or proven bacterial meningitis, before the
patient’s illness advances to a high level of clinical severity, beyond which antimi-
crobial therapy is less likely to be of benefit.

In a recent retrospective case record study, Proulx et al. [73] reviewed 123 cases
of adult acute bacterial meningitis. Using multivariate regression analysis to assess
the association between meningitis mortality and the time elapsed between emer-
gency room presentation and antibiotic administration (door-to-antibiotic time),
the authors found that there was an independent incremental association between
delays in administrating antibiotics and mortality from adult acute bacterial me-
ningitis [OR for mortality 8.4 (95% CI 1.7-40.9) for door-to-antibiotic time > 6 h].

The effect of antibiotic timing on clinical outcome is complex, and varies with
different levels of disease severity. For patients with confirmed bacterial meningi-
tis, disease severity is the most important predictor of adverse outcome. For those
who arrive in the emergency department with the highest level of clinical severity
(that is, stage IIl according to Aronin, or GCS < 7), the risk for adverse outcome is
influenced more by the severity of illness than the timing of initial antibiotic
therapy. However, treatment of bacterial meningitis before it advances to a high
level of clinical severity may improve clinical outcome.
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Community-acquired pneumonia

The importance of prompt initiation of empirical therapy was demonstrated by
Meehan in a multicentre retrospective cohort study with medical record review
including 14 069 patients at least 65 years old hospitalised with pneumonia. The
aim of the study was to determine the relationships between processes of care for
pneumonia and outcomes: lower 30-day mortality was associated with antibiotic
administration within 8 hours of hospital arrival (OR 0.85; 95% CI 0.75-0.96) and
blood culture collection within 24 hours of arrival (OR 0.90; 95% CI 0.81-1.00). For
every hour sooner that patients received antibiotic therapy, a further reduction in
mortality rate was observed [74].

The relative contribution to variation in length of hospital stay (LOS) of quali-
ty-of-care variables relevant to the treatment of community-acquired pneumonia
was determined in a study examining 100 cases of pneumonia requiring hospitali-
sation from each of seven institutions, selected among 700 cases. In this population,
the process of administering the initial dose of antibiotics in the emergency
department was protective (OR 0.42; 95% CI 0.28-0.61). The LOS for patients
treated initially in the emergency department was 6.3 * 3.5 days, while the LOS for
patients receiving antibiotic therapy that was started when they reached the inpa-
tient floor was 8.4 £ 4.7 days (p < 0.001). On average, patients who received their
initial antibiotic treatment in the emergency department had a door-to-needle time
of 3.5 1.4 hours, while patients who had their initial antibiotic treatment on the
inpatient floor had a door-to-needle time of 9.5 + 3 hours (p < 0.001). Longer
door-to-needle time was strongly associated with prolonged LOS (OR 1.75 per 8
hours; 95% CI 1.34-2.29; p < 0.001) [75].

More recently, a retrospective study using medical records from a US national
random sample of 18 209 Medicare patients older than 65 years who were hospita-
lised with community-acquired pneumonia was performed. Data from 13 771
(75.6%) patients who had not received outpatient antibiotic agents provide signi-
ficant associations between antibiotic administration within 4 hours and reduced
in-hospital mortality (6.8 vs 7.4%; AOR 0.85; 95% CI 0.74-0.98), mortality within
30 days of admission (11.6 vs 12.7%; AOR 0.85; 95% CI 0.76-0.95) and LOS exceeding
5-day median (42.1 vs 45.1%; AOR 0.90; 95% CI 0.83-0.96) [76].

A number of investigators have found that delays in the administration of
appropriate antibacterial treatment are associated with excess hospital mortality
in patients with VAP as well.

The study performed by Luna [13] demonstrated that inadequate empirical
treatment of infections in critically ill patients is an important determinant of
hospital mortality. This underscored the importance for clinicians to select an
effective regimen early in the course of infection potentially to minimise mortality
and to ensure that therapyisinitiated as soon as the clinical diagnosis is established,
since a reduced mortality rate among patients receiving adequate therapy was only
observed when this therapy was initiated immediately. Alvarez-Lerma showed that
among 490 episodes of pneumonia acquired in the ICU setting, attributable mor-
tality from VAP was significantly lower among patients receiving initial, appro-
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priate antibacterial treatment than among those receiving inappropriate treatment
requiring a treatment change (16.2 vs 24.7%; p = 0.034) [14].

Iregui and colleagues especially examined the influence of initially delayed
appropriate antibacterial treatment on the outcomes of 107 patients with VAP who
eventually received all treatment with an antibacterial regimen active in vitro
against the bacterial pathogens isolated from their respiratory secretions. In 33
(30.8%) patients treatment was delayed for = 24 hours after patients initially met
diagnostic criteria for VAP. Patients who received delayed antibacterial treatment
have a statistically greater hospital mortality rate than those without the delay (69.7
vs 28.4%; p 0.001) [77].

Delays in the administration of appropriate antibacterial treatment have most
recently also been associated with greater mortality for patients with severe sepsis
[21, 23].

Ithas become evident that initial antibiotic therapy can influence the outcomes
of patients with serious infections. However, it is equally apparent that excessive
antibiotic use promotes the emergence and spread of antibiotic-resistant bacterial
pathogens frequently isolated from patients in ICUs. There is clearly a need to
eliminate overly broad therapy once culture results become available. Therefore,
the dilemma of current antibiotic management in ICUs is the balance between
providing enough coverage to ensure adequate treatment against likely pathogens
and at the same time minimising selection of antibiotic-resistant organisms [78].
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Chapter 14

Focus on antibiotics: use and misuse in the intensive care
unit, and antibiotics monitoring

E. PEa, F. Pavan, M. FurLANUT

Patients admitted to the intensive care unit (ICU) are frequently treated with
antibiotics because of suspected or documented infections. During the last few
years, several authors have documented that the probability of survival in patients
with ICU-related infections may be significantly decreased in case of inadequate
empiric therapy [1, 2]. Interestingly, most of these studies have usually considered
fixed-dose regimens and have not correlated efficacy with antibiotic concentra-
tions at the infection sites. Therefore, considering that critically ill patients often
present with unique pathophysiological conditions that may significantly alter the
pharmacokinetic behaviour of antibiotics, failure in clinical response could be at
least partially related to inappropriate pharmacodynamic exposure to the antibio-
tic. Accordingly, therapeutic drug monitoring (TDM) may be considered a useful
tool to optimise antibiotic exposure in individual patients, while taking into ac-
count that drug levels of antibiotics after administration of standard fixed dosages
may be unpredictable in the critically ill [3].

Pharmacokinetics/pharmacodynamics of antibiotics and dosing regimens

The question, how often should the dosing regimen of an antibiotic be refracted is
dependent on whether the drug exhibits time or concentration-dependent anti-
bacterial activity (Table 1). Beta-lactams, glycopeptides, and oxazolidinones are
time-dependent agents, in that the time during which concentrations are above the
MIC of the pathogen (¢ > MIC) is considered the major pharmacodynamic deter-
minant of their efficacy. A t> MIC of 50-60% of the dosing interval should be
considered the minimum target for efficacy of time-dependent agents [4]. Conver-
sely, aminoglycosides and fluoroquinolones are concentration-dependent agents,
since peak to MIC ratio (Cmax/MIC) and area under the concentration-time curve
to MIC ratio (AUC/MIC) are considered the most important parameters for their
efficacy [5]. Several authors have shown that a Cmax/MIC of 10-12 and an AUC/MIC
ratio of 100-125 should be considered as valid thresholds for clinical efficacy with
these agents [5-7]. Additionally, beta-lactams exhibit a poor post-antibiotic effect
(PAE), especially against gram-negative pathogens, in contrast to either aminogly-
cosides or fluoroquinolones, which exhibit valid PAE against both gram-negative
and gram-positive pathogens [8]. This means that during infections sustained by
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gram-negative pathogens, whenever the concentrations of beta-lactams fall below
the MIC, the bacteria are able to rapidly resume growth. Therefore, maintaining
trough levels above the MIC (Cmin > MIC) will maximise the efficacy of beta-lac-
tams, and in general with all time-dependent antimicrobial agents. Due to the
efficacious PAE of aminoglycosides and fluoroquinolones, sub-MIC concentra-
tions at the end of the dosing interval may be allowed for some hours.

Table 1. Pharmacokinetic/pharmacodynamic characteristics of antibiotics

Time-dependent agents Concentration-dependent agents
Beta-lactams Aminoglycosides

Glycopeptides Fluoroquinolones

Macrolides

{ {

Maximise t > MIC Maximise Cpax/MIC

Through a multi-refracted regimen Through application of a once daily dose
Until continuous infusion Whenever possible

Based on this information, different schedule regimens of antibiotics must be
chosen according to the time- or concentration-dependency of the particular drug.
The best approach for time-dependent antimicrobials in order to maintain
Cmin > MIC is the choice of a multi-refracted regimen, with the number of the daily
doses depending on the length of the elimination half-life (t,/,). For example, q4h
administration should be chosen for most penicillins (oxacillin, ampicillin, peni-
cillin G) due to a f1/» < 1 h; q6h administration may be suitable for carbapenems,
vancomycin, and most cephalosporins, whose t1/» is longer; qi2h may be appro-
priate for linezolid, teicoplanin, and ceftriaxone. Interestingly, in the ICU setting
the use of intravenous continuous infusion may be a helpful tool with the intent of
maximising pharmacodynamic exposure with time-dependent agents [9], since
under the same total daily dose, this approach may enable the highest Cmin > MIC.
Obviously, the suitability of continuous infusion depends on the chemical stability
of the administered agent in aqueous solution. Although there are convincing data
for administering continuous infusion of ampicillin, oxacillin, piperacillin, cefta-
zidime, cefepime, and vancomycin [10, 11], this might not be the case for amoxicillin
and carbapenems (imipenem and meropenem), which seem to deteriorate quite
rapidly in solution [11, 12] and for which conflicting opinions about this modality
of administration still exist in the literature [13, 14].

Conversely, patients may benefit from concentration-dependent antimicro-
bials administered by once daily dosing, as it ensures, under the same total daily
dose, the highest Cmax/MIC. Although this approach was successfully applied with
aminoglycosides, with interesting results coupling efficacy and safety [15] thanks
to the hydrophilic nature of those antibiotics, by contrast, when administering high
daily dosages of fluoroquinolones, a twice (levofloxacin) to three times (ciproflo-
xacin) daily dosing regimen should be chosen owing to potential CNS toxicity due
to the free diffusion of these drugs across the blood-brain barrier [8].
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Physicochemical characteristics of antibiotics and therapeutic drug
monitoring

It may be clinically useful to split antimicrobial agents into two major groups
according to their hydrophilicity or lipophilicity (Table 2) [16]. Hydrophilic agents,
namely beta-lactams, aminoglycosides, and glycopeptides, are characterised by a
low volume of distribution due to their inability to freely diffuse through the
eukaryotic cell membrane; thus, these drugs are mainly eliminated unchanged by
the renal route. In contrast, lipophilic agents, namely macrolides, fluoroquinolo-
nes, tetracyclines, rifampin, and linezolid, present a high volume of distribution
due to their free penetration into eukaryotic cells, and they often undergo liver
metabolism prior to being eliminated. Notable exceptions to this rule are, among
the hydrophilic agents, oxacillin and ceftriaxone which are biliary eliminated, and
among the lipophilic drugs, levofloxacin and ciprofloxacin, which are totally (le-
vofloxacin) or partially (ciprofloxacin) renally eliminated as unchanged drugs.

Table 2. Physicochemical properties of antibiotics

Hydrophilic agents: Beta-lactams, aminoglycosides, glycopeptides
Lipophilic agents: Macrolides, fluoroquinolones, tetracyclines, linezolid

The TDM of antimicrobial agents may be especially helpful in ICU patients,
considering that several pathophysiological conditions can affect the pharmacoki-
netic behaviour of antibiotics (Table 3). However, a wide range of different, day-
by-day pharmacokinetic changes of antimicrobials, according to their physicoche-
mical properties, is encountered in the critically ill [16]. Hydrophilic and renally
eliminated lipophilic antimicrobials are at the highest risk of significant alterations
of their disposition, considering that continuously changing renal function may
consistently modify renal drug clearance. An additional factor possibly affecting
the pharmacokinetics of hydrophilic agents is an increased extracellular fluid
content, causing antibiotic dilution and therefore potential underexposure.
Although it is well-known that renal impairment due to reduced elimination of
antibiotics may cause drug overexposure, it is less well-perceived that several other
pathophysiological and iatrogenic conditions frequently occur in critically ill pa-
tients that can alter their pharmacokinetic behaviour and may cause underexpo-
sure. Peritonitis, ascites, pleuritis, pericarditis, fluid therapy, oedema, presence of
thoraco-abdominal drainages, and hypoalbuminaemia are conditions that may
increase extracellular fluid content, therefore causing dilution or loss of antibiotic
[16]. Additionally, intravenous drug abuse, extensive burns, hyperdynamic sepsis,
use of haemodynamically active drugs (furosemide, dopapimine, and dobutami-
ne), acute leukaemia and hypoalbuminaemia were shown to increase renal elimi-
nation of several hydrophilic and moderately lipophilic agents, thus potentially
causing underexposure [16]. These conditions, especially when co-existing in the
same patient, should lead ICU physicians to require TDM of antimicrobials with
the intent of ensuring appropriate exposure for each single patient.
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Table 3. Pathophysiological situations potentially affecting drug pharmacokinetics in criti-
cally ill patients

Situations increasing extracellular Effusions in serous cavities, fluid therapy,

fluid contents: hypoalbuminaemia, thoraco-abdominal
drainages, oedema

Situations decreasing renal function: Renal failure

Situations increasing renal function: Extensive burns, intravenous drug abuse,

leukaemia, haemodynamically active drugs,
hyperdynamic sepsis, hypoalbuminaemia

Antibiotic drug monitoring

In the past, the TDM of antibiotics has been proposed, mainly for safety reasons,
for both aminoglycosides and vancomycin. However, over the last few years,
several authors have demonstrated that this tool may be helpful in maximising
pharmacodynamic exposure to antibiotics in critically ill patients [17-23]. The
utility of the TDM-based approach may be maximised by the so-called active TDM,
in which a TDM is performed by a clinical pharmacologist who then takes on the
responsibility of adjusting, in real time, the dosing regimen in each single patient
according to the TDM results and Bayesian forecasting [24, 25]. Our group carried
out several observational studies based on the application of a TDM of antibiotics
in the ICU setting. We showed a relevant role for active TDM in ensuring appro-
priate drug exposure in patients with several different patterns of critical illness,
including unstable renal function [26-28], as well as for those patients undergoing
renal replacement therapies [29, 30], those with acute leukaemia [31-33], and those
co-treated with haemodynamically active drugs [27]. Additionally, it should not be
overlooked that active TDM may have an educational role, by helping clinicians,
through feedback on drug exposure, in decision-making and by deepening their
knowledge of pharmacokinetics. For example, in a retrospective study carried out
over a y-year period in critically ill patients, we demonstrated that appropriate
loading doses of teicoplanin at the commencement of treatment is important in
ensuring the achievement of therapeutically relevant concentrations of drug early
in the treatment period [28].

In conclusion, antibiotic monitoring may be helpful in optimising drug expo-
sure in ICU patients, and in avoiding either inefficacy due to undertreatment or
toxicity due to overtreatment. The use of TDM in the ICU setting should be more
frequent in those patients presenting with unstable renal function or with several
different coexisting pathophysiological conditions that may affect the pharmaco-
kinetic behaviour of drugs.
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CENTRAL NERVOUS SYSTEM



Chapter 15

Clinical significance of monitoring the central nervous
system in the operation room and the intensive care unit

E. FREYE

Electrophysiological monitoring of the central nervous system (CNS) has become
a valuable adjunct, and in selected circumstances, a standard of care for surgical
procedures where there is a possibility of neuronal injury. Electrophysiological
monitoring is made possible by the inborn electrical properties of the human
nervous system, thus assessing both structural and functional aspects of the neural
pathways tested. These methods can be used when the patient is unable to coope-
rate (e.g. traumatic coma) or is rendered unconscious (e.g. anaesthesia, intensive
care unit, ICU). Although limited to specific neural pathways of the central and the
peripheral nervous system, these techniques have become an essential component
of some surgical procedures, where their use provides a matchless contribution to
intraoperative decision making.

Awake testing — is it still necessary?

Since electrophysiological methods are limited to specific neuronal pathways, they
cannot assess the wide variety of functions tested by awake examination. A good
example is awake monitoring during cerebral surgery for the resection of a seizure
focus, where the exact areas of cortical function can be defined prior to resection
of seizure focus. Another good example is carotid endarterectomy conducted
under regional block. Here, awake testing is more sensitive to blood flow reductions
(25 cc/min per 100 g) than the electroencephalogram (EEG) and the somatosensory
evoked potential (SSEP), which are affected only atalower blood flow (15-20 cc/min
per 100 g). Furthermore, awake testing can assess areas of the brain (e.g. speech)
that cannot be judged by electrophysiological methods. Another example of awake
testing is the wake-up test during Harrington rod placement for scoliosis [1].
Unfortunately, advances in surgical methods (especially hardware techniques)
have increased the possibilities of neural risk in these procedures from one identi-
fiable event (distraction) to multiple, potentially deleterious events (sublaminar
wires, multiple hooks, pedicle screws, etc.). Because of such possibilities, a more
continuous method of neural assessment is mandatory. Thus, controversy has
evolved whether a wake-up test alone is sufficient for such surgical procedures [2].
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The electroencephalogram

For CNS monitoring, different techniques nowadays present a high resolution. And
although computer tomography (CT), magnetic resonance imaging (MRI), magnet
resonance tomography (MRT), electromagnetic tomography (EMT) from the EEG,
magnetencephalography (MEG), or positron emission tomography (PET) are avai-
lable for the clinician to gain further insight into cerebral function and metabolism,
these methods cannot be used routinely to monitor the CNS and replace the EEG.
Basically, the EEG is the measurement of spontaneous electrical activity of the
brain, which is produced by inhibitory and excitatory post-synaptic potentials in
the pyramidal layer of the cortex [3]. The EEG is measured from electrode pairs on
the scalp and represents comparative activity in the two cerebral regions immedi-
ately below the electrodes. A variety of methods have been used for monitoring,
including raw and processed EEG. In general, a reduction in amplitude and fre-
quency (delta-dominance) or abnormal distribution of activity of the EEG is
consistent with ischaemia, as well as a variety of other causes including the deepen-
ing of anaesthesia.

EEG monitoring is particularly useful for the detection of electrical seizure
activity and for the detection of cortical ischaemia. The EEG has therefore become
essential for intraoperative mapping of seizure foci that are not associated with any
structural abnormality such as a tumour. Because EEG changes during ischaemia
precede cell death, use of the EEG has been advocated during procedures interfer-
ing with the vascular supply of the brain (e.g. intracranial aneurysm, arterio-venous
malformation and the need for shunting during carotid endarterectomy). In these
procedures the EEG can be used to detect ischaemia from a variety of causes (see
below) and help to guide the anaesthesia and surgical management to reduce the
risk of intraoperative stroke. Several relevant studies have indicated the value of
the EEG in reducing cortical morbidity in carotid endarterectomy. And since
vascular shunting has associated risks, stroke risk can be reduced tenfold when
selective shunting in carotid endarterectomy is based on EEG monitoring [4].
However, its value in reducing overall morbidity remains controversial because
some studies demonstrated a lack of efficacy. Such latter failing may be related to
the fact that many strokes are due to postoperative occlusion by clot formation in
the bare carotid or are a result of emboli of air or atherosclerotic material during
the case, which might be better detected by transcranial Doppler sonography.
Furthermore, the development of stroke is dependent on the interaction of the
degree of reduced cerebral blood flow and the duration of reduction. Thus, patients
with short cross-clamp times (10-15 minutes) have low ischaemic stroke risk.
Advocates of monitoring in carotid endarterectomy suggest that EEG monitoring
may be able to assist the detection of major ischaemia related to cross-clamping
and:

1. Prompt the selective use of a shunt
2. Detect an occluded shunt after it has been placed

3. Assess cerebral tolerance to ischaemia (i.e. judge the adequacy of collateral
blood flow)
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4. Detect unexpected ischaemia in other cerebral regions as a consequence of
vertebral-basilar insufficiency from positioning or inadequacies in collateral
flow through the Circle of Willis.

Although changes in the EEG have long been recognised as a consequence of
deepening anaesthesia, the raw EEG patterns associated with anaesthesia vary
between drugs. Increased interest in EEG monitoring for the adequacy of anaesthe-
sia has been sparked by newer techniques for EEG measurement (e.g. bispectral
index, patient state index). Current studies of the processed EEG, or the EEG
combined with facial muscle activity (e.g. response and state entropy) show pro-
mise for the assessment of anaesthesia depth and the detection of intraoperative
awareness. These techniques utilise mathematical measures to focus the analysis
on EEG parameters, which appear to correlate not only with sedation scores and
the depth of anaesthesia, but in addition can be used to determine the level of
sedation in the ICU [5]. Application of these methods appears to reduce the cost of
anaesthetic drugs, improve awakening times, and reduce recovery costs. Also,
evidence is accumulating suggesting that its use may also reduce intraoperative
awareness, which, according to the ‘Awareness Incidence Multi Trial’ in the USA,
is on average around 0.13%. It should be noted, however, that the EEG in no way is
able to determine the level of analgesia.

Sensory evoked potentials

Evoked potentials are a measurement of electrical potentials evoked by a stimulus
and allow assessment of a specific neuronal tract by observing its reaction to the
stimulus. There is an abundance of literature on their usefulness for diagnostic
testing [6, 7] and intraoperative monitoring [8-12]. Since these evoked electrical
potentials are very small signals, averaging is used to resolve them from the much
larger underlining EEG and electrocardiogram (ECG) activity. This method in-
volves repetitive stimulation of the nervous system and measuring the response
over the corresponding cortex for a set window of time, evoked neural activity being
resolved from other electrical activity. Thus, evoked response becomes apparent
because the unwanted background activity is unrelated to the stimulus and aver-
aged out. The peaks (and valleys) of the evoked response arise from specific neural
generators, often comprising more than one neuronal structure per peak. This
method therefore can be used to follow the response at various points along the
stimulated tract.

The selective application of evoked potentials to surgical procedures has been
successful where they assist in operative decision making so as to reduce, but not
totally eliminate, the risk of neural complications. The most commonly utilised
evoked potentials are those produced by stimulation of the sensory system: sensory
evoked potentials (SEP). Many surgeons have found the SEP indispensable for
procedures where they can demarcate neural structures such as a neuroma-in-situ
or for the identification of the sensory area on the exposed cerebral cortex. Stand-
ards of care have defined monitoring as an essential part of some procedures (e.g.
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spine monitoring in scoliosis and facial nerve monitoring in vestibular schwanno-
ma or acoustic neuroma). The notion is that the reduction in neural risk associated
with monitoring offsets the added cost. This has been underlined by several studies,
which have confirmed the efficacy and cost-effectiveness of intraoperative moni-
toring. The American Academy of Neurology has published a review of intraope-
rative monitoring, concluding that there is considerable evidence favouring the use
of monitoring as a safe and efficacious tool in clinical situations where there is
significant nervous system risk, provided that its limitations are appreciated [13].

Somatosensory evoked potentials

The electrophysiological technique with the widest possible application is the SSEP.
In this technique a peripheral nerve (typically the posterior tibial, the common
peroneal, the ulnar or the median nerve) is stimulated and the neural response
measured over the corresponding sensory area of the cortex. It is currently thought
that the incoming volley of neural activity from the upper extremity represents
primarily the activity in the spinal pathway of proprioception and vibration (po-
sterior columns). The response from the lower extremity more likely includes a
contribution from the antero-lateral spinal cord (spinocerebellar pathways), in
addition to the posterior column activity.

The most common application of the SSEP is for monitoring during spinal
corrective surgery such as during scoliosis or spinal trauma. Several studies in spine
surgery have shown that monitoring is predictive of neural outcome and can reduce
neural morbidity in patients undergoing operation for spinal instability due to
trauma [15] or other pathology [16]. The Scoliosis Research Society and the Euro-
pean Spinal Deformities Society reviewed the effectiveness of monitoring in over
51000 scoliosis cases [17,18]. In this review, the occurrence of a neurological deficit
without SSEP warning (false negative) was 0.63%. SSEP changes were seen in the
remainder of the patients experiencing a deficit. This report also points out that
the surgical teams with the most experience in monitoring had a neurological
complication rate less than half of the rate of less experienced teams. The author
concluded that these results confirm the clinical efficacy of experienced SSEP spinal
cord monitoring. The Scoliosis Research Society developed a position statement
concluding that neurophysiological monitoring can assist in the early detection of
complications and possibly prevent postoperative morbidity in patients under-
going operations on the spine. Therefore electrophysiological monitoring during
scoliosis correction has become a fundamental standard of care.

The SSEP can also be used for monitoring the viability of pathways as they travel
through the brainstem (e.g. posterior fossa surgery) and cerebral cortex [19]. A
good example of SSEP use is the detection of cerebral ischaemia in subarachnoid
haemorrhage associated with intracranial aneurysm rupture. It has also been used
during intraoperative vascular procedures, where it can assist in the detection of:
1. Adequacy of collateral blood flow during temporary vessel clipping (i.e. assess

the tolerance to temporary occlusion)
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Inadvertent vessel occlusion (i.e. improper clip application)

Safety of vessel sacrifice in arterio-venous malformations

Tolerance to deliberate hypotension

Vasospasm.

Of particular interest is the detection of tolerance to multiple factors (e.g.
retractor pressure and hypotension, retractor pressure and temporary clipping,
deliberate hypotension and hyperventilation) to identify ischaemia that otherwise
may be overlooked. And lastly, evoked responses have been used successfully
during neuroradiological procedures such as occlusion of vessels (e.g. arterio-ve-
nous malformations), or during streptokinase dissolution of occluding blood clots.

Some individuals believe that the SSEP may be less useful than the EEG for the
detection of cerebral ischaemia because the SSEP can only assess the specific neural
tract being stimulated. However, as opposed to the EEG, the SSEP can detect ischaemia
in subcortical regions of the neural tracts being monitored. Evoked potentials have also
been termed indispensable during craniotomy for localisation of the sensory-motor
area of the brain [20]. Here, the gyrus separating the motor and sensory strip (rolandic
fissure) is identified by a phase reversal of the evoked response.

Recordings from deep structures can be utilised to identify the location of depth
probes in preparation for lesioning. For example, recordings from the tip of the
lesion probe can assist placement of lesions in the thalamus or the globus pallidus
for Parkinson’s disease and other movement disorders. Similarly, depth recordings
havebeen used duringlesioning for pain syndromes and lesions of dorsal root entry.

One important limitation of the SSEP is the sensitivity of the cortical responses
to anaesthesia. As such, techniques have been developed for stimulation or record-
ing from the spinal cord that are less susceptible to anaesthetic effects. There,
recording electrodes are placed in the spine bony elements, the intraspinous
ligament or the subdural and the epidural space. Epidural electrodes have become
quite popular, particularly in Japan, the UK and in our institution for thoraco-ab-
dominal aneurysm repair, where they can be used for stimulation as well as
recording of neuronal activity within the spinal pathways.

SRS

Monitoring of the peripheral nervous system

Several innovative monitoring techniques similar to the SSEP have been developed
to monitor the peripheral nervous system. In all of these techniques the nervous
system is electrically or mechanically stimulated and a sensory or motor response
recorded. One major area of application has been the monitoring of spinal roots
during spinal disc surgery or vertebral pedicle screw placement. Initially, evoked
responses from dermatome stimulation were used. More recently, monitoring of
muscle activity from intentional or inadvertent mechanical stimulation of the nerve
root has been advocated [21]. This latter technique has also allowed monitoring of
bladder and rectal sphincter innervation during cauda equina procedures. Finally,
assessment of the peripheral nerve and spinal cord can be done using reflex testing.
In these cases the H and F reflex is assessed by peripheral nerve stimulation [22].
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Similar techniques can also be used for selective dorsal rhizotomy conducted to
relieve leg spasticity and thereby improve gait in cerebral palsy where bothersome
dorsal rootlets are sectioned [23]. The advantages of muscle recording have made
continuous electromyography (EMG) commonplace during spinal surgery [24].

The SEP technique is also indispensable for intraoperative evaluation and
monitoring during surgical procedures of the peripheral nerves and plexus regions
[14]. For example, stimulation and recording across neuronal structures allows
identification of the functional integrity of nerves or nerve trunks in injury areas
when peripheral function has been lost. Identification of residual function in
damaged nerves (continuity) and identification of a pre-ganglionic or a post-gan-
glionic injury of a plexus allows selective and focused repair. In addition, evoked
response has been used to detect sciatic nerve injury with hip procedures and
positioning-related nerve compromise.

Motor evoked potentials for motor tract monitoring

Monitoring techniques that include monitoring of spinal motor tracts as well as
sensory tracts have become popular since occasional unpredicted motor deficits
occur with SSEP spine monitoring. These include epidural stimulated techniques
and so-called neurogenic motor evoked potentials. Recording of responses from
peripheral nerves is done following stimulation of the spinal cord by electrodes
placed near or in the vertebral bodies rostral to the region of spinal surgery [23].
Unfortunately, responses recorded following spinal stimulation contain variable
amounts of responses mediated by sensory and motor tracts. Pure motor tract
monitoring is best accomplished by means of motor cortex stimulation using
transcranial electrical [25-28] or magnetic [29-32] stimulation. These responses
can be recorded in the spinal cord or as compound muscle action potentials
(CMAP). When CMAPs are being recorded intraoperatively, a continuous and
controlled level, and at the same time limited muscle relaxation is mandatory in
order not to blunt the response signal.

Several approved transcranial electrical stimulation devices for producing po-
tentials in motor evoked potential monitoring have shown this to be quite safe [33].
However, because they are very sensitive to anaesthetic, resulting in a depression
of the response, newer multi-pulse stimulation techniques are evolving that appear
to be less susceptible to the commonly used anaesthetic agents [34]. Therefore,
transcranial multipulse electrical motor evoked potential monitoring is gaining
more importance in clinical monitoring.

Cranial nerve monitoring

The most common monitoring application for posterior fossa surgery is monitor-
ing of facial nerve function and hearing, since many of the procedures in the
posterior fossa are for benign tumours, which may grow to alarge size (4 cm), which
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obscure or interweave with the cranial nerves. Although the most commonly
involved nerves are VIII (hearing) and VII (facial), several other cranial nerves can
also be monitored when appropriate. Because of the importance of facial nerve
function, extensive experience is available with facial nerve monitoring [35]. This
technique is usually accomplished by placing bipolar recording electrodes in the
orbicularis oris and orbicularis oculi. The muscle recordings (EMG) are presented
on an oscilloscope screen as well as played through a loudspeaker system, which is
being suppressed during cautery. Two basic types of neural activity have been
identified. First are brief phasic bursts of activity usually caused by mechanical
stimulation of the nerve. This serves to indicate to the surgeon that the nerve is in
the immediate vicinity of the surgical field. More injurious stimuli can cause tonic
or train-activity, which is due to continuous, synchronous motor unit discharges
in trains of tonic activity, lasting up to several minutes.

The latter is associated with nerve compression, traction or ischaemia of the nerve,
andisanindication of nerve injury. The surgeon can also utilise facial nerve monitoring
by intentional electrical stimulation using a handheld stimulating probe in the opera-
tive field to locate the facial nerve or to identify the area of nerve injury. Data suggest
that if the anatomic integrity of the nerve can be maintained by monitoring, neural
function is highly likely. Several studies utilising facial nerve monitoring have demons-
trated an improvement in facial nerve and hearing outcome in posterior fossa surgery
[36-37]. There is sufficiently strong evidence for maintenance of facial nerve integrity,
that the benefits of routine intraoperative monitoring of the facial nerve have been
clearly established by a consensus meeting. This technique should be included in all
surgical interventions, where this nerve is at risk, suggesting that routine monitoring
of other cranial nerves should also be considered [38]. Thus, facial nerve monitoring
is an established standard of care during vestibular schwanoma (acoustic neuroma)
surgery in cases where monitoring can be accomplished.

Brainstem auditory evoked potentials

A second widely used sensory evoked response is the brainstem auditory evoked
response (BAER). The BAER is produced when sound activates the cochlea fol-
lowing transmission through the external and the middle ear. The sensory evoked
response is measured as a series of peaks (I-V) produced by the neural pathway of
hearing. Cortical responses to auditory stimulation recorded over the auditory
cortex (mid-latency cortical auditory evoked potential) appear to correlate with the
depth of anaesthesia. The BAER can be used for monitoring of brainstem viability
such as during procedures for microvascular decompression for relief of hemifacial
spasm, trigeminal neuralgia or glossopharyngeal neuralgia and for monitoring to
reduce the risk of surgically induced hearing impairment. It is also used in con-
junction with procedures to relieve tinnitus and disabling positional vertigo, dur-
ing decompression of space-occupying defects in the cerebellum, and for the
removal of cerebellar vascular malformations. Because the cochlear nerve is res-
ponsible for hearing, it can be termed one of the most fragile cranial nerves being



194 E. Freye

frequently involved in tumours of the posterior fossa. Many studies have shown an
improvement in hearing outcome using BAEPs in vestibular schwanoma [39-41].
However, with large tumours, or some other tumour types or locations, the invol-
vement of the cochlear nerve in the tumour makes hearing preservation more
difficult. Several variations of the BAEPs have been developed to monitor the
auditory system more specifically. Cochlear microphonics and cochlear nerve
action potentials and monitoring of the exposed intracranial portion of the eighth
cranial nerve (cochlear nerve action potentials) have also been used, as well as
monitoring of the nerve in the lateral recess of the fourth ventricle.

Other cranial nerves

Monitoring of the motor component of other cranial nerves has been used exten-
sively in surgery on the base of the skull, and cavernous sinus, as well as with surgery
in the posterior fossa [8, 35]. Many other cranial nerves can be monitored by
recording the muscle activity of innervated muscle in response to mechanical or
intentional stimulation of the nerves (Table 1). Methods have been described for
monitoring cranial nerves III-VII and IX-XIII, usually by techniques similar to
those for the facial nerve, as discussed above.

Monitoring of the lower cranial nerves (cranial nerves IX, X, XI and XII) is
important during resection of large low brainstem lesions because injury may cause
airway collapse and inadequate protection from aspiration of gastric contents. Of
particular interest is the monitoring of vagal innervation of the larynx. This can be
done using electrodes placed in the false vocal chords via direct laryngoscopy,
surface electrodes placed in the larynx or by a specially designed endotracheal tube
with electrode contacts on each lateral surface. This monitoring has been advocated
inresection of tumours of the lower brainstem, thyroidectomy, parathyroidectomy
and anterior cervical spine surgery.

Table 1. Cranial nerve monitoring

Type of cranial nerve Technique for monitoring

II Visual evoked potentials (VEPs)

111 Oculomotor inferior rectus (motor)

v Trochlear superior oblique (motor)

A% Trigeminal masseter, temporalis (motor)

VI Abducens lateral rectus (motor)

VII Facial nerve monitoring; orbicularis oculi,
orbicularis oris (motor)

VIII Auditory evoked potentials, BAEPs

IX Glossopharyngeal posterior soft palate
(stylopharyngeus) (motor)

X Vagus-> vocal folds, cricothyroid muscle (motor)

XI Spinal accessory sternocleidomastoid,

trapezius (motor)
XII Hypoglossal tongue, genioglossus (motor)
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Visual evoked potentials

Visual evoked potentials (VEPs) are produced by light stimulation of the eyes and
recorded by electrodes over the corresponding occipital cortex. This classical
monitoring application is in procedures near the anterior visual pathways, such as
transphenoidal pituitary tumour removal or other procedures in which monitoring
allows the identification of surgical infraction on the optic pathways (e.g. lesioning
of the globus pallidus for Parkinson’s disease). Monitoring of typical flash VEPs
appears to have limited application in the operating room. Technical problems
havelimited the application oflarge, bulkylight-emitting diodes (goggles). Because
VEP monitoring consistently could not be correlated with visual outcome, this lack
of consistency has made the VEPs aless effective monitor than the other modalities
[42]. However, other research teams have had better success rates using smaller
stimulators made with contact lenses or scleral caps.

Conclusions

Electrophysiological monitoring has become a valuable adjunct to the clinical
neurological examination, especially in circumstances in which the clinical exami-
nation is hampered by injury or by medications, which do not allow patient
participation such as during surgery, or in an ICU environment. Due to newer
innovative techniques, better operative decision making is possible during certain
procedures where the neuronal system is at risk.
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Chapter 16

Global hypothermia for neuroprotection after cardiac
arrest

‘W. BEHRINGER, M. HOLZER, F. STERZ

Sudden cardiac arrest remains a major unresolved public health problem. It is still
the single leading cause of death and very few cardiopulmonary-cerebral resusci-
tation (CPCR) attempts on cardiac arrest victims lead to neurologically intact
long-term survivors [1, 2].

The pathogenesis of cerebral ischaemia and post-ischaemic encephalopathy are
multifactorial and only partially understood [2-5]. Brain ischaemia results in rapid
loss of high-energy phosphate compounds [6] and generalised membrane depola-
risation, leading to increased intracellular calcium and release of large amounts of
glutamate [4]. These mechanisms initiate multiple independent chemical cascades
and fatal pathways during reperfusion, resulting in neuronal death due to necrosis
and apoptosis [5]. Due to the multifactorial pathogenesis of post-arrest neuronal
death, multifaceted treatment strategies or a combination of single-molecule tar-
geted drugs is required to achieve survival without brain damage [7, 8]. Mild
hypothermia seems to be the perfect therapy for multifaceted treatment in the
postresuscitation period of cardiac arrest.

Resuscitative hypothermia

Hypothermia is ‘a state of body temperature which is below normal in a homoeo-
thermic organism’ [9]. Accidental (uncontrolled) hypothermia is non-therapeuti-
cally altered body temperature in a homoeothermic organism, which results in the
activation of defence mechanisms such as hypermetabolism, increased oxygen
consumption, and shivering, and which is associated with particular complications
and requires specific treatments. In contrast, therapeutic hypothermia, as for
cardiac surgery and neurosurgery, or resuscitation from cardiac arrest, necessitates
controlled conditions to induce poikilothermia by insult or anaesthesia and paraly-
sis. In therapeutic hypothermia, different degrees of cooling are defined: mild
(36-33°C), moderate (32-28°C), deep (27-11°C), profound (10-6°C), and ultra-pro-
found (5-0°C) hypothermia [2].

The benefit of protective-preservative cerebral hypothermia on outcome was
already shown in the 1950s [10-12]. Experimental and clinical trials were compli-
cated by the injurious systemic effects of total body cooling, such as shivering,
vasospasm, increased plasma viscosity, increased haematocrit, hypocoagulation,
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arrhythmias, ventricular fibrillation when temperatures dropped below 30°C, and
lowered resistance to infection during prolonged moderate hypothermia [9, 12-14].
The discovery in the late 1980s that even mild hypothermia is neuroprotective [8,
15, 16], led to renewed interest in this field. Resuscitative and preservative hypo-
thermia for cardiac arrest was documented in a series of clinically reliable dog-out-
come studies with evaluation of brain histology at 3—4 days after the insult. Mode-
rate hypothermia provided some benefit for the brain, but had side-effects on the
heart [17]; mild hypothermia, which is safer and simpler than moderate hypother-
mia, improved function and brain histology after normothermic ventricular fibril-
lation cardiac arrest of 10-12 min of no-flow [18-22]; deep hypothermia via cardio-
pulmonary bypass (CPB) after prolonged normothermic cardiac arrest did not
improve function but worsened brain histology [20]; mild resuscitative hypother-
mia essentially normalised cerebral outcome after 11 min of cardiac arrest no-flow
when prolonged (12 h) and combined with measures promoting cerebral blood flow
[22]; a 15-min delay in the initiation of brief (1-2 h) mild hypothermia after
normothermic reperfusion did not improve functional outcome but did improve
histological damage [21]. Prolonged hypothermia, even if delayed, was effective in
rats [23, 24].

While the benefit of intra-ischaemic hypothermia on neuronal death is regar-
ded as long-lasting [25], results on the long-term benefit of post-ischaemic hypo-
thermia have been more controversial. Brief (4 h) post-arrest mild hypothermia
after normothermic incomplete forebrain ischaemia in rats postponed but did not
permanently salvage hippocampal neurons, while moderate intra-ischaemic
hypothermia, resulted in lasting salvage of neurons at 2 months [26]. Minimal delay
and long duration of mild hypothermia seem to be of critical importance. In gerbils,
a 24-h duration of moderate hypothermia (32°C), even when initiated 1 h after
insult, was highly protective in terms of neurological recovery and histological
damage at 30 days [27], while neuroprotection was less when hypothermia was
initiated 4 h after insult [28]; however, increasing the duration of hypothermia to
48 h resulted in long-lasting protection of neurons at 1 month, even when hypo-
thermia was delayed for 6 h [29]. The long-lasting effect of delayed (6 h), prolonged
(48 h) hypothermia (32-34°C) on functional and histological outcome at 1 month
was confirmed in rats [30].

Clinical trials with hypothermia after cardiac arrest

Therapeutic hypothermia after cardiac arrest in patients was dormant until the late
1990s, when Bernard et al. [31] showed that induced moderate hypothermia in-
creased the number of patients with good outcome (Glasgow Outcome Coma Scale
category 1 or 2) compared to a historic control group (11 of 22 vs 3 of 22; P < 0.05),
and reduced mortality rate (10 of 22 vs 17 of 22; P < 0.05). This was a non-rando-
mised study with a matched historic control group. Cooling was by surface cooling
with ice packs over 12 h.

In the study of Yanagawa et al. [32], cardiac arrest survivors were cooled to a
core temperature between 33 and 34°C over 48 h using water-filled cooling blankets
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in combination with alcohol. Three of 13 patients in the hypothermia group sur-
vived without disabilities as compared to 1 of 15 patients in the historical control
group. A higher rate of pulmonary infection was observed in the hypothermia
group, although pneumonia was not lethal in these patients.

In the pilot study of the European multicentre trial [33], 27 comatose patients
after successful resuscitation of ventricular fibrillation cardiac arrest were enrolled.
Surface cooling was initiated within 62 + 33 min after cardiac arrest with a water-
filled blanket. The target temperature (33 + 1°C) was reached after 287 + 145 min
and was maintained for additional 24 h. Thereafter, patients were allowed to
re-warm passively. The aim of this study was to investigate possible harmful
side-effects of mild therapeutic hypothermia, and no major complications related
to treatment with mild hypothermia were detected. As a secondary outcome
parameter, neurological outcome was evaluated using the cerebral performance
category (CPC) score, which was subdivided into good outcome (CPC 1 or 2), poor
outcome (CPC 3 or 4), or death at 6 months. Good neurological recovery was
achieved in 14 (52%) patients, poor neurological recovery in two (7%) patients, and
11 (41%) patients died before discharge. This was a two-fold improvement in
neurological outcome compared to historic controls.

Encouraged by the positive results of the feasibility studies described above,
prospective randomised clinical trials were conducted, and the results of these
studies were published recently.

The first randomised trial took place in one of the centres also participating in
the European multicentre study [34]. In contrast to the multicentre trial, only
patients with asystole and pulseless electrical activity were included, and therefore
none of the patients were included in more than one trial. A helmet device (Frigi-
cap) containing a solution of aqueous glycerol was placed around the head and
neck and used to induce mild hypothermia in 30 patients. Once a bladder tempe-
rature of 34°C was reached, or if cooling took longer than 4 h, the patient was
allowed to rewarm spontaneously over the next 8 h. Two of 16 patients in the
hypothermia group and none of the 14 patients in the normothermia group had a
favourable neurological recovery (P = 0.49). Three patients in the hypothermia
group survived vs one patient in the normothermia group (p = 0.60). Oliguria
occurred in four hypothermic and in five normothermic patients. There were no
further complications reported.

In the Australian trial [35], 77 patients with return of spontaneous circulation
after cardiacarrest of cardiac origin (ventricular fibrillation or pulseless ventricular
tachycardia) were randomly assigned to treatment with hypothermia (33°C core
temperature over 12 h, cooled with ice packs) or normothermia. The primary
outcome measure was survival to hospital discharge with sufficiently good neuro-
logical function to be discharged to home or to a rehabilitation facility. Good
neurological outcome was achieved in 21 of 43 patients (49%) treated with hypo-
thermia compared to nine of 34 patients (26%) treated with normothermia (P =
0.046). After adjustment for baseline differences, the odds ratio for a good neuro-
logical outcome was 5.25 (95% confidence interval, 1.47-18.76; P= 0.011) for patients
treated with hypothermia compared to patients treated with normothermia. There
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was no difference in the frequency of adverse events but hypothermia was associa-
ted with a lower cardiac index, higher systemic vascular resistance, and hypergly-
caemia.

In the European multicentre trial [36], 273 patients with restoration of sponta-
neous circulation after cardiac arrest of cardiac origin (ventricular fibrillation or
pulseless ventricular tachycardia) were randomly assigned to therapeutic hypo-
thermia (32-34°C bladder temperature, cooled with cold air) over a period of 24 h,
or to standard treatment with normothermia. All patients received standard inten-
sive care according to a detailed protocol, including the use of sedation and muscle
relaxation for 32 h. The primary end point was a favourable neurological outcome
within 6 months after cardiac arrest, defined as CPC 1 or CPC 2; secondary end
points were mortality within 6 months and the rate of complications within 7 days.
Favourable neurological outcome was achieved in 75 of 136 patients (55%) in the
hypothermia group compared to 54 of 137 patients (39%) in the normothermia
group (risk ratio, 1.40; 95% confidence interval 1.08-1.81). Mortality at 6 months
was 41% in the hypothermia group (56 of 137 patients died) compared to 55% in the
normothermia group (76 of 138 patients died; risk ratio, 0.74; 95% confidence
interval 0.58-0.95). No difference in the rate of complications was observed be-
tween the two groups.

In a meta-analysis [37] that included individual patient data of all three rando-
mised trials of therapeutic hypothermia after cardiac arrest, it was shown that more
patients in the hypothermia group were discharged with favourable neurological
recovery (risk ratio, 1.68; 95% confidence interval 1.29-2.07). Furthermore, the 95%
confidence interval of the number-needed-to-treat to allow one additional patient
to leave the hospital with favourable neurological recovery was 4-13. Additionally,
patients were more likely to be alive at 6 months with favourable functional
neurological recovery if they were treated with hypothermia (risk ratio, 1.44; 95%
confidence interval 1.11-1.76).

Future perspectives

Cooling methods

Delay in cooling can negate the beneficial effects of preservative and resuscitative
hypothermia [21]. Therefore, a technique to induce hypothermia, already feasible
in the pre-hospital setting, is required. Surface cooling, as used in the two prospec-
tive randomised clinical trials described above [35, 36], was very slow, and up to 8
h were needed to reach target temperature. However, whether faster cooling results
in even better outcome remains to be determined.

Infusion of a large volume (40 ml/kg) of ice-cold intravenous fluid in healthy
humans changed core temperature only by 0.6°C (SD 0.1) [38], or by 2.5°C (SD 0.4)
[39]. Recently, 30 mlice-cooled saline/kg, administered intravenously over 30 min,
decreased core temperature about 1.6°C in cardiac arrest survivors [40]. More
invasive blood-cooling techniques might be more powerful in inducing hypother-
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mia, but are limited to use by advanced emergency medical personnel, resulting in
delay of initiation. Virkkunen et al. [41] cooled patients already in the pre-hospital
setting. They used ice-cold Ringer’s solution in 13 adult patients after successful
resuscitation from non-traumatic cardiac arrest. After haemodynamic stabilisa-
tion, 30 ml of Ringer’s solution/kg was infused at a rate of 100 ml/min into the
antecubital vein. Of these 13 patients, four (31%) survived to hospital discharge with
favourable neurological recovery.

Veno-venous extra-corporeal pump cooling was shown to be quite efficient in
rapidly inducing hypothermia [42-44], but this cooling technique requires a dou-
ble-lumen venous catheter with portable miniaturised pump, heat-exchanger, and
a cold source, a device not available yet. Other novel endovascular cooling devices,
using cold fluid pumped through a balloon at the tip of the catheter (inserted into
the superior or inferior vena cava), are already in use in the clinic [45-47]. This
approach seems to be safe, with the advantage of no fluid entering the circulation,
although the cooling rate averaged only 0.8 £ 0.3°C/h (range 0.22-1.12°C/h) [47].

Suspended animation

About one half of out-of-hospital resuscitation attempts for sudden cardiac death
fail to restore heartbeat, and these patients are given little chance in the field [1]. It
is suspected that many of these deaths occur in patients with potential for complete
cardiac and cerebral recovery, provided prolonged cardiopulmonary bypass is
induced before loss of cerebral viability, to support the heart until recovery by
stunning, repair, or replacement [48, 49]. Cardiopulmonary bypass is not available
in the field. Therefore preservation of the organismis needed until it can be initiated
in the emergency department. In 1984, Bellamy and Safar introduced the concept
of ‘suspended animation for delayed resuscitation,” in rapidly exsanguinating
trauma patients. Suspended animation was defined as ‘preservation of the orga-
nism during transport and surgical haemostasis, under prolonged controlled cli-
nical death, followed by delayed resuscitation to survival without brain damage’
[50].

Preservative hypothermia, induced and reversed with cardiopulmonary bypass
before cardiac arrest, has been shown to preserve the organism for up to 15 min by
mild hypothermia (34-36°C) [8], for up to 20 min by moderate hypothermia
(28-32°C) [10], for up to 30 min by deep hypothermia (11-27°C) [51, 52], and for up
to 60 min by profound hypothermia (6-10°C) [53]. To rapidly preserve the brain
with mild to moderate hypothermia until more prolonged preservation with pro-
found hypothermic circulatory arrest is induced and reversed by cardiopulmonary
bypass [49, 53, 54], the use of an aortic cold saline flush, via a balloon catheter, was
introduced [55-57]. In a clinically realistic, exsanguination cardiac arrest dog-out-
come model, the induction of suspended animation using cold (4°C) aortic flush
within the first 5 min of cardiac arrest has shown to preserve brain viability for a
cardiac arrest time of 15 min [55], 20 min [56], 30 min [57], and 9o min, perhaps 120
min [58].

This approach of preserving the organism with rapidly induced mild to mode-
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rate cerebral hypothermia to buy time for transport to the hospital needs to be also
explored for normovolaemic cardiac arrest patients who are temporarily resistant
to conventional resuscitation attempts [48, 50]. The clinical scenario would be
(modified after [48]): After cardiac arrest, a bystander will initiate basic life support
and already induce cooling by exposure; ambulance personnel arrives at the scene
and begins conventional advanced life support with hypothermic i.v. infusion with
a vasoconstrictor and defibrillation attempts; if restoration of spontaneous circu-
lation cannot be achieved within 10 min, the emergency physician will further
attempt cooling to achieve systemic temperatures as low as possible to preserve the
brain and heart, leaving the patient in cardiac arrest for transport to the emergency
department, where cardiopulmonary bypass will be initiated.

In preliminary normovolaemic cardiac arrest studies in swine (unpublished
data), suspended animation was shown to be feasible. After 15 min of normother-
mic ventricular fibrillation, the aortic flush decreased brain temperature to appro-
ximately 20°C. Aortic flush was followed by a period of 20 min of hypothermic
no-flow, and then the animals were resuscitated with cardiopulmonary bypass. Five
out of six animals could be resuscitated and all survived to 9 days, with two animals
showing good neurological recovery. In the control group with 20 min resuscitation
attempts before cardiopulmonary bypass, four out of seven animals could be
resuscitated, and only one animal survived, with poor neurological recovery (sur-
vival P = 0.03).
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Chapter 17

Vegetative state

N. LaTRONICO

Consciousness

Historically speaking, the term ‘consciousness’ appeared in relatively recent times,
around the 17th century. Its etymology has Latin roots (cum/with and scio/know)
thatindicate the necessity to share consciousness with someone or oneself. Interes-
tingly, the foremost philosophers of the past from Plato to Aristotle up to Saint
Thomas had never felt the need for such a term, and likely attributed its charac-
teristics to divinity [1, 2].

Today, consciousness is part of everyday language, even if it can have a wide
variety of meanings [3, 4]. According to Zeman [3], consciousness may indicate ‘to
be awake’, or the fundamental condition in order to interact with the surrounding
environment. In this context, consciousness is the behavioural expression of a
normal state of wakefulness [3]. At the other extreme, consciousness can be
considered as experience, or as the knowledge of awareness, meaning the sum of
events that permit an individual to feel himself, and not another. Consciousness
can thus refer not only to the knowledge of oneself and one’s surroundings, which
can be considered as a causal experience of behaviour, but can also be a subjective
quality of experience that is not directly accessible to observation. Consciousness
can be identified as the mind; any mental state with a constructive content is a
mental act (Iam conscious of the fact that I may be boring the reader). Finally, from
an electro-encephalographic standpoint, three states of consciousness can be iden-
tified [5]: a state of wakefulness, sleep with rapid eye movements (REM), and slow
wave sleep (SWS). To each of these states, a particular activity can be attributed,
such as the oneiric behaviour of REM sleep or the loss of muscle tone during SWS.

Self-consciousness and unconscious perception

Self-consciousness and unconscious perception [5] further complicate the defini-
tion of consciousness. Self-consciousness can be interpreted as the appreciation of
one’s limits or as the physical identification of one’s own body, or the self-con-
sciousness that starts at around 18 months after birth, as for chimpanzees or
orangutans (but not apes), which are able to recognise their own reflection in a
mirror [5]. Self-consciousness can also be interpreted as the consciousness of
having consciousness; the lack of this dimension appears to be particularly rele-
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vant, for example, in understanding the causes of autism [5]. Lastly, self-con-
sciousness may be seen as self-awareness, or the consciousness not only of oneself
as body and mind, but also as part of a social group with particular linguistic and
socio-economic characteristics.

Unconscious, implicit or subliminal perception refers to the perception that
arises in the absence of any other conscious perception about perceived informa-
tion: the subject receives new information that is elaborated and assessed. Such
information and the fact that it is new can be demonstrated, although the subject
is not conscious of this fact [6]. The classic example of such a phenomenon is that
of blindsight, or the ability to ‘see’ objects in the absence of vision [7, 8]. Patients
with unilateral lesions of the optical radiation or visual cortex are able to point to
or localise visual stimuli with their eyes when present in the blind half-field. They
can also discriminate the orientation, direction of movement, and colour if forced
to choose or asked to guess. The same is true of monkeys that move freely about
objects placed in a test area, in spite of the fact that they have had bilateral ablation
of the striate cortex years before [7]; they do not touch the objects, indicating that,
even if blind, they nonetheless use some visual information in order to navigate
about. Monkeys subjected to removal of the primary visual cortex of the left
hemisphere and callosotomy can be taught to push two different buttons according
to whether presented with a luminous or non-luminous stimulus in the visual field
[8]. When a luminous visual stimulus is present in the blindfield (right side), the
monkey pushes a button corresponding to a non-luminous stimulus; they are thus
able to recognise the stimulus, but in a different, unconscious manner.

Coma

The above discussion helps to clarify the limits of the following equation: coma =
opposite of consciousness, for which the former can be defined as the absence of
the latter. The question then arises, ‘The absence of what?’ Is coma the absence of
consciousness defined as the state of awareness? Furthermore, is awareness a
purely subjective dimension, internal, and therefore one that cannot be demon-
strated? This latter question is particularly difficult to answer in patients in a
vegetative state (VS). With these limits in mind, and leaping into a clinical context,
the absence of awareness can be defined as the absence of any form of cognitive
activity, even elementary, in patients who have had documented cerebral damage.
The awareness requires a state of wakefulness in order to be fully functional. In
contrast, the state of wakefulness, identified as the opening of the eyes, can be
present in the absence of awareness. Coma is the only condition in human patho-
logy for which both components of consciousness are lost. The patient never opens
his eyes, not even under intense stimulation; moreover, there is no state of even
rudimental awareness and thus no comprehensible sounds are emitted. Even
simple orders cannot be followed and the patient has no intentional movements.
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Anatomical and physiological basis of consciousness: brainstem, thalamus
and basal forebrain

The traditional concept that the ascending reticular activating system (ARAS) is
essential in maintenance of consciousness can be traced to the beginning of the
20th century in studies by Bremer [9], Von Economo [10], Morison and Dempsey
[11], Jasper and Droogelever-Fortuyn [12] and Moruzzi and Magoun [13]. The latter
report, published in 1949, demonstrated that stimulation of the ARAS causes the
appearance of an electro-encephalographic (EEG) tracing characterised by a high
frequency and low amplitude (‘desynchronised’) that is typical of wakefulness,
while lesion of the same areas causes coma and the EEG is characterised by a low
frequency and elevated amplitude (‘synchronised’) [13]. The concept of synchro-
nisation and desynchronisation remains valid, even though it is more complex than
initially believed and only partly understood. For example, the pathological syn-
chronisation induced by generalised epileptic discharge explains why the patholo-
gy leads to alterations in consciousness. Moruzzi and Magoun supposed that the
ARAS present in the most cranial part of the brainstem needed to activate the
cerebral cortex and that it was essential for maintaining consciousness. Successive
studies demonstrated how the ARAS extends dorsally in the pons and mesence-
phalon [14]. The nucleus pontis oralis, the locus ceruleus, the raphe complex, the
latero-dorsal tegmental nucleus and the parabrachial nucleus are the structures of
the brainstem that are most critical for maintaining consciousness. Lesion of these
structures, especially if bilateral, invariably causes coma [14].

The thalamus [15], through the intralaminar nucleus, and the basal forebrain
[5, 16] are the other two structures necessary for the process of diffuse activation
of the cerebral cortex that is believed to be fundamental for consciousness. The
high-frequency oscillatory activity of the thalamic-cortical circuit [17, 18] is consi-
dered strategic in the maintenance of consciousness under physiological condi-
tions, in the sleep-wake transition, as well as in pathological conditions as docu-
mented in some cases of VS, for which the return of function of the circuit is
accompanied by the return of consciousness [19]. At present, the thalamus is
believed to play a role not only in storing sensorial information originating from
external stimuli; it is rather a ‘compact’ version of the cerebral cortex with critical
vascularisation. Bilateral thalamic lesions, in general secondary acute cerebrovas-
cular lesions [20, 21], invariably lead to prolonged coma or even a persistent VS, as
in the famous case of Karen Ann Quinlan, a young woman who went into cardiac
arrest in 1975 and died 10 years later without ever regaining consciousness [22].

Vegetative state

Coma does notlastlonger than 6-8 weeks [23]. After this period the patient recovers
the capacity for wakefulness (the patient opens his eyes), thus passing into a VS.
The VS is characterised by the complete absence of behavioural evidence for self
or environmental awareness, accompanied by the persistence of sleep-wake
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rhythms and complete or partial maintenance of autonomic functions [24, 25]. In
their pivotal publication [1], Jennett and Plum described the clinical characteristics
of vegetative patients: ‘Their eyes are open or they open after an intensely painful
stimulation, possess erratic ocular movements and are incapable of following
objects, have limb movements that are never intentional, sometimes emit sounds
but not words. Grasp reflexes are present as well as grimacing, mastication, and
deglutition’.

Diagnosis of VS is clinical and requires careful and repeated neurological
examination, and especially adequate observation over a lengthy period of time.
The sensory modality assessment and rehabilitation technique (SMART) [26] has
been proposed recently for more accurate and specific assessment of patients in
VS (http://www.rhn.org.uk/institute/cat.asp?catid=1278). Recently, neuroimaging
and activation studies (positron-emission tomography [PET], functional magnetic
resonance imaging [MRI], magnetoencephalography, EEG, event-related poten-
tials) have demonstrated that patients in VS lose connectivity between cerebral
areas that are normally interconnected, allowing an important step in the under-
standing of damage mechanisms [27, 28]; this demonstration also permitted com-
prehension of how evoked potentials (e.g. somatosensory) can be maintained in
these patients [6]. These represent the activation of primary cortical areas without
the transfer of information to higher-order associative cortices, this latter event
being essential for conscious elaboration of the message. At the same time, the
demonstration that the connectivity between cerebral areas is maintained in pa-
tients that are clinically defined as VS has opened new areas of discussion [27-33].
In fact, cases that remain in a vegetative state for years, but that are at least
‘minimally conscious’ are not uncommon [34, 35].

Persistent and permanent vegetative state

The term ‘persistent’ refers to a ‘past condition and a continuous disability with an
uncertain future’ and does not imply that the condition is ‘irreversible’ [24]; the term
‘persistent’ is used when the condition lasts at least one month [24]. This definition,
proposed in 1994 by a North-American Multi-Society Task Force on PVS [24], was
not agreed upon by everyone. In fact, the American Congress of Rehabilitation
Medicine observed how temporal specification is superfluous and suggests that the
term ‘persistent’ be used followed by the actual duration of this condition [36].

To define a VS as permanent is not a diagnosis, but rather, provides prognostic
information. At present, permanent VS is defined as that lasting longer than 3-6
months [25, 37] after anoxia or more than 12 months following brain trauma [25].
Animportantlimitation of this definition is thatit refers to the lack of the possibility
to recover not necessarily awareness, but also function, defined as the ‘capacity to
communicate, comprehend, and have adaptive behaviour, including movement,
autonomy and participation in recreation and professional activities’ [25]. In other
words, after the above-described time interval, a patient should be defined as being
in a permanent VS if unable to carry out a functionally autonomous life, even if
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awareness has been recovered. One inconsistency should be evident, namely that
the fundamental condition of the vegetative patient is that there is no awareness.
This problem was studied by an Italian working group in 2000 [38] and was recently
reconsidered in the updated guidelines of the Royal College of Physicians of
London [39]. In this latter document, it was stressed that the permanent loss of
awareness is crucial to the diagnosis of permanent VS [39].

A further limitation of the definition of ‘permanent’ is that it should indicate
the outcome with 100% certainty. The available data, however, do not consent such
certainty [36, 38, 40]. According to the analysis of the Italian working group, 6-7%
of patients with severe brain trauma recover consciousness even after 1 year
following the trauma [38]. The case reported by Childs et al. in an 18-year-old girl
is emblematic [40]. Fifteen months after trauma, for the first time the rehabilitation
staff noted that the patient followed simple orders. At 17 months, the girl, even
though paralysed and mute, was conscious. She communicated with her mother
by blinking her eyes and had her write ‘Mom, I love you’. Five years later, she can
carry out a conversation and communicate with words and short sentences.

Differential diagnosis: the locked-in syndrome and minimally conscious
state

Alonglist of clinical conditions must be excluded before a diagnosis of VS is made.
An equally long list exists for meaningless, which should not be used (e.g. apallic
state). The reader is referred to other publications for more details [1, 23, 41-43]; in
the present report only the two most important syndromes in the differential
diagnosis will be discussed.

Locked-in syndrome (LIS) is a condition in which the patient is conscious, but
is tetraplegic and anarthric (and therefore mute). The characterisation of the
syndrome was reported by Plum and Posner during the 1960s [23], even though
several descriptions can be found in common literature, such as the splendid
description of Monsieur Noirtier de Villefort in the ‘The Count of Montecristo’ by
Alexandre Dumas [41, 44]. The cause is often a ventral pons infarction that inter-
rupts the cortical-descending motor pathways, but traumatic, infective, and neo-
plastic causes have also been described [45-47]. In some cases, paralysis is secon-
dary to involvement of the peripheral nervous system by acute inflammatory
processes [48]. I have observed on several occasions patients with transitory LIS
secondary to a ‘critical illness myopathy and neuropathy’ that affects nerves and
muscles of the limbs, of the respiratory system, and in parts of the head. Such
patients were functionally mute due to the tracheal intubation necessary for me-
chanical ventilation. In patients with a favourable evolution, LIS is resolved with
the resolution of critical illness myopathy and neuropathy, which is in reality rather
frequent [49-51].

In patients with LIS, generally the only movements possible are raising the
eyelids and vertical eye movements; patients communicate by nictitation (e.g. one
blink is ‘yes’, two blinks mean ‘no’), although the medical literature has described
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various ingenious methods for patient communication (e.g. Morse code). The
advent of computers has obviously revolutionised communicative capacity to the
point that patients have been able to describe their condition and the way in which
they live. One example is the stunning book The Diving Bell and the Butterfly by
Jean-Dominique Bauby. Jean-Dominique, reporter and editor-in-chief of Elle,
founder of an association of patients affected by LIS (http://www.club-inter-
net.fr/alis), will continue to fly, a butterfly from the diving bell, in the two years
since the onset of his disease until his death, describing that his new world is not
always as horrible as observed from healthy eyes: ‘Do you have something to say
to people that move? Go ahead. But be careful to not be devoured by your agitation.
Even immobility is a source of joy’ (from an interview of Bauby by Erik Orsenna in
Elle). Massi is a young patient with LIS, by now a friend, whom I have followed for
over 10 years. By using a sophisticated computerised system, he is able to commu-
nicate with the outside world, write phrases and letters, and can even send e-mail.

The minimally conscious state (MCS) is a condition of severely altered con-
sciousness in which minimal but definite behavioural evidence of self or environ-
mental awareness is demonstrated [52]. MCS is distinguished from the vegetative
state by the partial preservation of awareness. Akinetic mutism is a rare state that
has been described as a subcategory of MCS [36], although other authors suggest
that this term should be avoided [43]. This subject has been described in detail
elsewhere [42]. In order to diagnose MCS, the Aspen Neurobehavioral Conference
Workgroup proposed that limited but clearly discernible evidence of self or envi-
ronmental awareness must be demonstrated on a reproducible or sustained basis
by one or more of the following criteria [52]: (a) following simple commands; (b)
gestures or verbal yes/no responses (regardless of accuracy); (c) intelligible verba-
lisation; (d) purposeful behaviour, including movements or affective behaviours
that occur in relation to relevant environmental stimuli and are not due to reflexive
activity (i.e. appropriate smiling or crying, appropriate vocalisations or gestures,
reaching for objects, pursuit eye movement or sustained fixation, etc.).

The advent of diagnostic techniques such as PET, providing the possibility to
measure variations in cerebral blood flow and cerebral metabolism in response to
various stimuli, has revealed that vegetative patients can have fragments of cerebral
cortex that remain functional [31]. In a patient who has been in VS for 20 years, and
who occasionally emits words that are uncorrelated with events or external stimuli,
PET demonstrated a reduction in cerebral metabolism of over 50% in the majority
of cerebral areas, with the exception of a small area of the left hemisphere where
the metabolism was found to be higher [30]. Magnetoencephalographic responses
to bilateral auditory stimulation were confined to the left hemisphere and localised
to primary auditory areas. These data suggest that the left-sided thalamocorti-
cal-basal ganglia loops that support language are partially preserved. In patients
with brain trauma, in which diffuse axonal injury is prevalent, the possibility to
describe cortical islands, each of which maintains its activity although discon-
nected from the others, is theoretically more frequent than in other pathological
conditions such as the post-anoxic state. Various studies on small patient popula-
tions in VS secondary to diverse pathological conditions have confirmed such a
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possibility [27-33]. The actual significance of this, and in particular whether it can
be considered as mental activity, remains in doubt. Using PET and functional MRI,
respectively, Boly et al. [53] and Schiff et al. [54] demonstrated that patients with
MCS can have activation of hearing mechanisms that are quire similar to those
present in normal subjects, including the activation of areas dedicated to under-
standing of language. As proposed by Laureys et al. [55], the preservation of
large-scale networks in patients with MCS may underlie rare instances of their late
recoveries of verbal fluency [56]. These patients have thus the potential for a series
of cognitive functions in spite of their incapacity to follow simple instruction or
communicate in an efficacious manner. Kotchoubey et al., in an important paper
on event-related brain responses [57], demonstrated the presence of cortical res-
ponsiveness in all patients in VS having an EEG frequency > 4 Hz. This cortical
responsiveness was limited in some cases to the primary cortical areas, without
evidence of diffusion to higher-order integrative cortices. However, more complex
cortical responses were also present. The mismatch negativity was found in about
one half of these patients, an oddball-P3 in about one third, and cortical evidence
for semantic differentiation in about one quarter of cases. The probability of
recording indicators of complex cortical functions such as mismatch negativity,
oddball-P3, and brain responses to semantic stimuli, was not correlated to the
clinical diagnosis of VS or MCS, but rather with a background EEG activity > 4 Hz.
This highlights the importance of the activity of thalamocortical gating systems in
maintenance or in recovery of consciousness [19, 42]. On the other hand, it gives
room for doubts that have already been raised [27-33] on the accuracy of differen-
tial diagnosis of VS and MCS based on clinical examination alone. This differential
diagnosis is extremely important due to its medical and ethical implications.

Conclusions

Vegetative state is an important medical and ethical problem and provides an
extraordinary possibility to study mechanisms at the basis of consciousness. Acti-
vation studies using PET, functional MRI, magnetoencephalography, EEG and
event-related potentials appear to be able to evaluate the functional state of areas
of the cerebral cortex that are distinct in terms of analysis and comprehension of
information. These studies have demonstrated that, in patients in VS, residual
cortical processes are present, but lack proper connections among various cortical
areas. This particularly concerns the primary areas and the higher-order multimo-
dal association cortices, thus impeding integrative processes that are necessary for
awareness. This is the basis for better differentiating patients who are truly vege-
tative from those who maintain variable grades of awareness, although they are
unable to provide direct evidence for this.
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Chapter 18

A personal account from four decades of cardiac care: is
there a case for mechanical heart rhythm management?

J.L. ATLEE

This chapter offers a personal account based on my nearly 40 years of providing
cardiac care in emergency and critical care medicine, and anaesthesiology. First, I
must tell you some of my background, since I was supposed to be a surgeon. Seven
generations of my family have been in medicine, and the previous three generations
were all very prominent surgeons in America. Forty years ago, I was a junior
student at Temple University Medical School in Philadelphia, and had just begun
my clinical clerkships. Strongly urged by my father to pursue a career in surgery, I
decided on training in general and cardiac surgery at the Mayo Clinic. However, all
that changed when my then wife informed me in late 1966 that she would enter
Temple Medical School in the fall of 1967, the year I would began my internship.
Also, Vietnam loomed on the horizon. I was in the Naval Reserves during Medical
School, but was unable to obtain deferment to complete my training in General and
Cardiac Surgery. Also, I feared service in Vietnam as a General Medical Officer just
after my internship, especially in support of a marine combat unit. However, both
the Navy and Marines needed trained anaesthesiologists, so I was able to get the
necessary deferment to complete my Residency in Anaesthesiology and Fellowship
in Pharmacology at Temple. Unfortunately, my first wife was killed in an automo-
bile accident on her way to work at Merck, Sharpe and Dohme in April 1967.
However, by then, I was committed to Anaesthesiology and the Navy deferment.
In those days, we honoured such commitments. There was no turning back.

I am not a cardiologist, much less a certified clinical cardiac electrophysiologist
(i.e. heart-rhythm specialist). However, I have long had a very keen interest in
cardiovascular medicine and management. Also, as many of you know, in addition
to clinical anaesthesiology and teaching, I devoted nearly 30 years to basic research
in cardiac electrophysiology (EP) in animal models, beginning as a graduate student
in the Department of Pharmacology at Temple University (1970-1971) [1]. This led
to the development of a canine model for awake-anaesthetised cardiac EP testing at
the University of Wisconsin, in Madison [2]. This work continued after my move to
the Medical College of Wisconsin (MCW) in 1988, but was expanded to include in
vitro and in vivo methods for canine cardiac EP testing [3, 4]. The in vivo model was
refined at MCW to include excision of the sinoatrial (SA) node or SA node and
subsidiary atrial pacemakers. This was in order to determine the effects of anaesthe-
tics and other drugs on the stability of subsidiary atrial and AV junctional pacema-
kers, and EP mechanisms for escape rhythms (especially, wandering atrial pacema-
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ker or AV junctional rhythm). These were common with the potent inhalation
anaesthetics in use at the time (e.g. halothane, enflurane, isoflurane).

Also, to gain a more complete perspective on perioperative heart rhythm
management, I undertook comprehensive work on this topic in 1984. This dealt
with mechanisms, recognition and clinical management for perioperative dys-
rhythmias [5]. The results of this work were published in textbook form and were
based on then-available basic and clinical research heart rhythm management. This
work was revised for a second edition in 1990, and later condensed to a more
practical version in 1996 [6]. I also published several review articles pertaining to
perioperative heart rhythm management between 1990 and 2001 [7-10]. Thus, I
became recognised as knowledgeable in the perioperative management of patients
with cardiac arrhythmias or implanted cardiac rhythm management devices.

However, there is no longer a need for a book solely devoted to this topic for
anaesthesia and critical care physicians. It is addressed in chapters in more com-
prehensive works in anaesthesia and critical care, including my own work on
complications in anaesthesia and critical care [11]. This now has an Italian version
[12], thanks largely to Professor Gullo and his colleagues in Rome. The second
English edition will appear in late 2006.

So, what have I learned from nearly 40 years of clinical heart rhythm manage-
ment, and is there a case for mechanical heart rhythm management? This is
addressed in the following under three headings: (1) arrhythmia tolerance and
clinical priorities, (2) antiarrhythmic drugs and proarrhythmia, and (3) selection
of antiarrhythmic therapy: drugs vs devices.

Arrhythmia tolerance and clinical priorities

Factors that influence arrhythmia tolerance include: (1) its duration, (2) the status
of atrial transport function, (3) the presence or absence of AV dissociation, (4) the
rate of tachycardia, (5) the presence of structural heart disease (often serves as the
‘substrate’), and (6) cardiac functional status. If not treated immediately, ventricu-
lar fibrillation (VF) or pulseless electrical activity (PEA) are incompatible with life.

Alltachycardias, regardless of mechanism, increase myocardial O, demand and
decrease diastolic time. Tachycardia tolerance depends on its mechanism, but even
sinus tachycardia may be poorly tolerated in patients with structural heart disease
and reduced left ventricular (LV) function (i.e. ejection fraction < 0.40). However,
most tachycardia under 150 beats/min does not cause rate-related signs or symp-
toms [13]. Finally, seemingly benign sinus bradycardia or AV junctional rhythm
may not be tolerated by patients with severely impaired right (RV) or LV diastolic
dysfunction (i.e. impaired RV and/or LV active and/or passive relaxation).

For tachycardias, the clinician should first determine whether the signs or
symptoms are due to tachycardia. If so, the 2000 Guidelines (likely, now being
updated) advise immediate cardioversion rather than a trial of antiarrhythmic
drugs [13]. Since today we are even more aware of the potential dangers of drugs
as primary antiarrhythmic therapy, an update of the existing guidelines will likely
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strongly re-emphasise the foregoing. If cardioversion is not indicated (e.g. ectopic
atrial tachycardia), then the Guidelines emphasise making a specific rhythm dia-
gnosis and identifying patients with impaired cardiac function (ejection fraction <
40%). Furthermore, they discourage the use of adenosine for determining the
origin of wide QRS tachycardias (i.e. ventricular aberration vs ectopy). Not only
does this unnecessarily expose patients to the unpleasant side effects of adenosine,
but also it may provoke worse arrhythmias, as well as destabilise heart rate and
blood pressure. Instead, more attention should be devoted to explicit diagnoses
within the scope of the clinician’s available resources.

Antiarrhythmic drugs and proarrhythmia

Proarrhythmia

Proarrhythmia is the provocation of new or worse arrhythmias by antiarrhythmic
drugs. All antiarrhythmics pose some proarrhythmia risk. This ranges from 1-2%
with amiodarone to 10% or higher with class IC antiarrhythmics (e.g. encainide,
flecainide—withdrawn from the market in the USA). Proarrhythmia may present
as torsades de pointes (TdP) (polymorphic ventricular tachycardia in association
with QT interval prolongation) or incessant monomorphic ventricular tachycardia
without QT prolongation. The latter is more commonly the mechanism for proar-
rhythmia in patients with structural heart disease and severe functional impair-
ment. Also, proarrhythmia is more likely in these patients.

Antiarrhythmics alter the EP properties of both normal and diseased myocar-
dium, usually favourably, to modify the triggers and/or substrates for tachyar-
rhythmias. Use of two or more antiarrhythmic drugs exponentially compounds the
proarrhythmia potential. Therefore, the ACLS Guidelines advise one and only one
antiarrhythmic drug per patient [13, 14].

Causes and management of the acquired long QT syndrome

As discussed above, QT prolongation predisposes to proarrhythmia as possibly fatal
TdP [15-17]. While long QT syndrome (LQTS) is often considered as congenital
(C-LQTS) oracquired (A-LQTS), itlikely involves a gene-environmentinteraction [15].
‘Pure’ C-LQTS is rare, but carries a high risk of sudden death. Several forms are known
(LQT1, LQT2, LQT3), each with different clinical manifestations and outcomes, inclu-
ding factors that trigger arrhythmias to cause sudden death or syncope [15,16]. Physical
activity triggers events in LQT1, auditory stimuli in LQT2, and rest or sleep in
LQT3. Each form involves mutations of genes encoding cardiac ion channels
involved in depolarisation (LQT3) or repolarisation (LQT1 and LQT2). While the
risk for cardiac events is significantly higher with LQT1 or LQT2, that for lethal
events is higher with LQT3. Finally, there can be incomplete penetrance of gene defects
in C-LQTS [17]. Thus, family members of persons with C-LQTS may have gene
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mutations, but near normal QT intervals and no predisposition to lethal arrhythmias.
Drugs that prolong the QT interval and pose proven risk for TdP are listed in
Table 1. A more extensive listing, including drugs with lower risk, can be found at

Table 1. Drugs with potential to cause QT interval prolongation and torsades de pointes (TdP)

Drug Trade name(s) Clinical indication(s) Comments
(USA)
Amiodarone Cordarone Antiarrhythmic TDP risk low (<1-2%)
Pacerone
Arsenic trioxide  Trisenox Anti-neoplastic, Unlikely
leukemia
Bepridil Vasocor Anti-anginal Females > males
Chloroquine Arelan Anti-malarial Unlikely
Clorpromazine = Thorazine Anti-psychotic, Unlikely
schizophrenia, nausea,
anti-emetic
Cisapride Propulsid Prokinetic and reduces Females > males;
gastric secretions cisapride use is
restricted in the USA
Clarithromycin ~ Biaxin Antibiotic TDP risk is high
(< 10%)"
Disopyramide Norpace Antiarrhythmic (class I) Unlikely
Dofetilide Tikosyn Antiarrhythmic (class III) Unlikely
Dromperidone ~ Motilium Antiemetic-antinauseant Unlikely
Droperidol Inapsine Unlikely Unlikely
Erythromycin Erythrosin, E.E.S. Antibiotic, prokinetc Unlikely
Halofantrine Halfan Antimalarial Females > males
Haloperidol Haldol Antipsychotic, agitation or ~ Unlikely
schizophrenia
Ibutilide Covert Antiarrhythmic (class III) Females > males; TdP
risk high (< 10%")
Levomethadyl Orlaam Opiate agonist, pain control, Unlikely
narcotic dependence
Mesoridazine Serentil Antipsychotic, Unlikely
schizophrenia
Methadone Dolophine Opiate agonist, pain control, Females > males
narcotic dependence
Pentamidine NebuPent Antimicrobial, pneumocystis Females > males
pneumonia
Pimozide Orap Antipsychotic/Tourette’s Females > males
Procainamide Pronestyl Antiarrhythmic (class IA) Unlikely
Sotolol Betapace Antiarrhythmic (class II)"  Females > males
Sparfloxacin Zagam Antibiotic Unlikely
Thioridazine Mellaril Antipsychotic Unlikely

*Highest in patients with structural heart disease. Source: http://www.torsades.org.

(accessed 5/7/04).

Also has class IT activity.
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http://www.torsades.org. With baseline QTc prolongation (men > 450 ms; wo-
men > 460 ms), but no interventricular conduction defects, one should avoid any
QT-prolonging medications (Table 1) [15]. Regarding QT-prolonging antiarrhyth-
mic drugs, TdP risk is highest for patients with structural heart disease within the
first few days of beginning therapy. For this reason, it is advised that such patients
be hospitalised to monitor for warning signs of TdP (QTc > 500-520 ms") [15].

When exposed to QT-prolonging drugs or imbalance (e.g. hypokalaemia),
individuals without life-threatening QT prolongation may develop it with or
without TdP, or not develop it at all [15, 17]. Current evidence suggests that 5-10%
of persons in whom TdP develops on exposure to QT-prolonging drugs have gene
mutations associated with LQTS, and are viewed as having a subclinical form of the
congenital syndrome [17]. Another explanation is that common gene polymor-
phisms cause subtle variations in ion-channels generating cardiac action poten-
tials. These defects become apparent only when the person is exposed to drugs that
block K-channels (sotalol, ibutilide, dofetilide, amiodarone) or other stresses (e.g.
hypokalaemia or heart failure) [17]. Such variants may be frequent (~15% in some
populations) and vary among ethnic groups [17].

Predisposing factors for acquired QT prolongation (A-LQTS) and TdP are older
age, female sex, reduced LV ejection fraction, especially when the associated remo-
delling provides a substrate for TdP*. TdP management requires urgent suppressive
measures. Magnesium may suppress it, but it does not shorten the QT interval [16].
Increasing heart rate with atropine or isoproterenol, or preferably in a more con-
trolled fashion with temporary atrial or ventricular pacing, often suppresses TdP.
Fast pacing shortens action potential duration and the QT interval, thereby suppres-
sing early afterdepolarisations. Also, one must correct any electrolyte abnormalities
and remove QT-interval-prolonging drugs. Finally, K-channel openers (pinacidil,
cromakalim) may be useful in both C-LQTS and A-LQTS [18].

Selection of antiarrhythmic therapy: drugs vs devices

The case against drugs

Even IV antiarrhythmic drugs (AD) take some time to act. Also, they may have the
following potent effects on cardiovascular function: (1) depress systolic ventricular
function, 2) dilate the venous capacitance bed to reduce preload, (3) alter ventricu-
lar diastolic function, and (4) cause AV heart block or bradycardia. All AD block

1 There is no clear consensus on the degree of drug-induced QT prolongation that should require
discontinuation of a drug that prolongs the QT interval, although respondents to a survey [15] were
more likely to stop a QT-prolonging medication for a QT of 520 ms vs one of 500 ms.

2 TdP are likely initiated by early afterdepolarisations (EAD). EAD generate ‘triggered’ action
potentials (AP) [17]. Certain cells (e.g. Purkinje fibers, M cells) appear more likely to develop EAD on
exposure to drugs (Table 1). EAD in tissue vulnerable to reentry (i.e. heterogeneity in AP excitation and
duration) likely triggers reentry, the proximate cause for TdP.
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ion channels found in cardiac and vascular smooth muscle, and the central nervous
system. Chronic use may have other untoward effects (e.g. pulmonary fibrosis with
amiodarone, systemic lupus-erythematosus-like syndrome with procainamide).
Also, AD may interact with drugs that affect autonomic or neural function. Impor-
tantly, once an AD is given, there is no turning back. Finally, AD interactions with
abnormal myocardium can be complex, leading to inadequate arrhythmia control
or proarrhythmia [19]. However, having said this, there still is and always will be a
place for AD and other adjunct drug therapy in arrhythmia management (see
below).

The case for devices: pacing, cardioversion, and defibrillation

In contrast to drugs, pacing, cardioversion or defibrillation can be turned on or off
at will. Also, the needed energy can easily be titrated to effect, and the effects are
immediate. Given the widely recognised deficiencies of ADs, it is not surprising
that ‘electricity’ has assumed a more prominent place in the overall management
and prevention of arrhythmias [20, 21].

Concerning drugs or electricity for arrhythmia management, some generalisa-
tions can be made [6, 8-10, 19-22]. First, acute disadvantageous bradycardia,
regardless of origin or cause, is best treated with temporary pacing vs drugs to
accelerate the rate of sinus or lower pacemakers. Positive chronotropes may
provoke untoward tachycardia or arrhythmias or precipitate an acute coronary
syndrome. Also, chronic, symptomatic, disadvantageous bradycardia and lower
escaperhythms are indications for a permanent pacemaker [23]. Second, automatic
tachyarrhythmias are not amenable to cardioversion. Also, cardioversion will not
affect arrhythmia, accelerate it, or provoke far worse arrhythmias, even VF. Third,
if destabilising tachycardia is amenable to cardioversion, use it! However, consider
the use of drugs to prevent recurrences. Fourth, not all wide QRS tachycardia is
ventricular in origin. If destabilising, the origin does not much matter! Early
cardioversion or defibrillation is required [13, 14]. For example, pre-excited atrial
fibrillation (AFB) will probably cause severe impairment due to extremely fast
ventricular rates (250-300 beats/min). Both the haemodynamic effects and appea-
rance will be similar to those of polymorphic ventricular tachycardia (PMVT) or
VE. For preexcited AFB, PMVT and VF, treatment is the same: cardioversion (with
clearly defined R or Swaves) or defibrillation (without clearly defined R or S waves).
Again, drugs are used to prevent recurrences. Fifth, drugs should not be used to
suppress isolated extrasystoles (whether of atrial, atrial with ventricular aberration,
or ventricular origin), unless they trigger recurrences of disadvantageous tachy-
cardia. Finally, often overlooked is the effect of physiologic imbalance to cause or
promote arrhythmias. It is necessary to identify and correct any such imbalance.
Not only may this be sufficient therapy alone, but also it will go along way to prevent
recurrences and will facilitate more specific therapy.
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Amiodarone as adjunct drug therapy

Amiodarone has all four Vaughan-Williams class actions [14], but far lower proar-
rhythmia potential (2-4%) vs other antiarrhythmics (5 < 10%). IV amiodarone is
useful: (1) for ventricular rate control of rapid atrial arrhythmias with severely
impaired ventricular function when digitalis has proved ineffective, (2) for control
of haemodynamically stable wide-QRS complex tachycardia of uncertain origin,
(3) for control of potentially extremely rapid ventricular rates (250-300 beats/min)
with preexcited atrial tachyarrhythmias, and (4) as adjunct therapy to electrical
cardioversion of drug-refractory paroxysmal supraventricular tachycardia (SVT)
or reentrant atrial tachycardia, and for drug conversion of AFB or atrial flutter [2].
Concerning the latter, in 665 patients with persistent AFB and receiving anticoa-
gulants, amiodarone and sotalol were equally effective for converting AFB to sinus
rhythm [24]. However, amiodarone was superior for maintaining sinus rhythm.
The median times to recurrence of AFB were 487, 74 and 6 days for amiodarone,
sotalol, and placebo, respectively, based on intention to treat, and 808, 209, and 13
days, respectively, based on treatment received. Both drugs were superior to
placebo for converting AFB to sinus rhythm. For patients with ischaemic heart
disease (96 of 665), the median time to a recurrence of AFB was 569 (amiodarone)
vs 428 days (sotalol). Thus, both drugs had similar efficacy. Also, in patients with
persistent AFB (likely after failed electrical conversion), it appears that amiodarone
and sotalol are equally efficacious for converting AFB to sinus rhythm, although
amiodarone appears superior for maintaining sinus rhythm in patients without
ischaemic heart disease.

With severely impaired myocardial function, IV amiodarone is preferred to
other IV drugs for atrial and ventricular tachyarrhythmias due to greater efficacy
and less proarrhythmia [2]. Amiodarone is indicated after defibrillation, and
epinephrine or vasopressin for ventricular tachycardia or VF that persists [2,
25-30]. Also, amiodarone may suppress AV junctional tachycardia, especially in
children after open-heart surgery. However, removal of all inciting factors (e.g.
digitalis, catecholamines, or theophylline [14]) is also required. AV junctional
tachycardia (AV]T) is not terminated by electrical cardioversion. However, AV]JT
can be overdriven with temporary atrial pacing (either direct or indirect transoeso-
phageal atrial’), with subsequent gradual weaning from pacing.

Other adjunct therapy

Most life-threatening arrhythmias occur in patients with severe heart disease that
has progressed to NYHA Class IIT or IV (AHA/ACC Stage C or D)*. Despite

3 Author: unpublished observations in patients after cardiopulmonary bypass or with myocardial
ischaemia.

4 NYHA (New York Heart Association) functional classification of heart failure (HF): Class I:
asymptomatic on ordinary physical activity, Class II: symptoms with usual exertion, Class III: symptoms
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convincing evidence that combined diuretics, angiotensin-converting enzyme in-
hibitors, B-blockers, and aldosterone antagonists (i.e. optimal drug therapy) can
reduce hospitalisations and mortality in patients with heart failure, such life-pro-
longing therapy continues to be underutilised [31].

Concluding remarks

When I began practicing medicine nearly 40 years ago, lidocaine followed by
cardioversion or defibrillation was conventional management for malignant ven-
tricular arrhythmias. Also, in patients with acute myocardial infarction, lidocaine
or procainamide were used as prophylaxis for recurrences of malignant ventricular
arrhythmias, and lidocaine for suppression of ventricular extrasystoles or non-sus-
tained VT (NSVT). The latter was due to the widely held belief (1960s and 1970s)
that ventricular extrasystoles (VES) were the harbingers for more dangerous ar-
rhythmias. This idea carried over into the 1980s, and was extended to use of Class
IC oral antiarrhythmic drugs (e.g. encainide, flecainide, moricizine) for chronic
suppression of frequent VES or NSVT in patients after acute myocardial infarction.
However, the unanticipated results of both CAST I [32] and CASTII [ 33]°, of actually
increased mortality from ventricular arrhythmias, cast a new light on the use of
antiarrhythmic drugs for secondary or primary arrhythmia prevention due to
increased risk for fatal proarrhythmic events. Extension of this practice to
anaesthesiology and critical care settings has never been tested in a properly
controlled, large prospective trial. However, given that the myocardial substrate
(often, ischaemic, dilated or hypertrophic cardiomyopathy) that is conducive to
VES or NSVT is affected by other drugs the patient may be receiving (including
anaesthetics) or co-existing physiologic imbalance, presumably the risk for proar-
rhythmia is increased in these settings as well. Thus, it is my firm belief that
electricity (mechanical) heart rhythm management is preferred to drugs, at least
as initial therapy. Then, after correction of any obvious imbalance, and when
indicated, drugs may be used cautiously to prevent recurrences.

with < ordinary exertion, and Class IV: symptoms at rest. The ACC/AHA (American College of
Cardiology/American Heart Association) emphasises the evolution and progression of HF: Stage A: high
risk for HF, but without evident structural heart disease (SHD); Stage B: with SHD, but without HF
symptoms; Stage C: with SHD and past or current symptoms of HF; Stage D: with end-stage SHD and
need for advanced therapy (i.e. positive inotropes, mechanical circulatory support, cardiac
transplantation, or hospice care).

5 CAST I and II: Cardiac Arrhythmia Suppression Trial
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Chapter 19

Oesophageal pacing and cardioversion—defibrillation

J.L. ATLEE

Overview of the evolution of pacing, cardioversion, and defibrillation
technology

Indirect oesophageal cardiac pacing evolved from indirect (transcutaneous pacing)
and direct (thoracotomy epicardial; transvenous endocardial) approaches to car-
diac pacing [1]. Similarly, indirect oesophageal cardioversion and defibrillation
(CV and DF) were developed for definitive or ‘rescue’ CV and DF, with the latter
for failed transcutaneous CV or DF.

CV and DF differ. With CV, shocks are synchronised to electrocardiographic
(ECG) R or S waves, depending on the lead selected and whichever has a higher
amplitude. Generally, lower energies are required for CV. CV is effective against
reentry tachyarrhythmias with organised ventricular activity, while DF is used for
those without (Table 1). Ventricular activity may be considered organised if there
are distinct ventricular (QRS) complexes. If so, an ECG isoelectric interval will
separate the QRS complexes.

Table 1. Reentry tachyarrhythmias with organised or disorganised ventricular activity. SVT
Supraventricular tachycardia, SAN sinoatrial or sinus node, AVN atrioventricular (AV)
node, AP accessory AVN bypass pathway, ECG electrocardiogram, AFT or AFB atrial flutter
or atrial fibrillation, VT ventricular tachycardia, WPW Wolff-Parkinson-White syndrome

Organised ventricular activity Disorganised ventricular activity
(terminated by cardioversion®) (terminated by deﬁbrillationb)
« Paroxysmal SVT (SAN, atrial, AVN, « AFT or AFB™

or AP with AVN reentry) « Polymorphic VT (indistinct R or S waves)
« AFT (type 1 0r 2)°
+ AFB (except with WPWd) * Ventricular flutter
* Monomorphic and polymorphic VT « Ventricular fibrillation

(with distinct R or S waves)

“Lower energy shocks that are synchronised with the R or S waves on the ECG

bHigher energy shocks that are not synchronised to R or S waves, since these are indistinct
ZWith type 1 AFT, the atrial rate is < 340 beats/min. With type 2 AFT, it is > 40 beats/min

With WPW, there may be 1:1 AV conduction with AFT or AFB, and ventricular rates may
exceed 250 beats/min (even > 300 beats/min). If so, R or S waves may be indistinct. If so,
lower energy, defibrillation shocks are used for termination
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Epicardial direct CV or DF, was pioneered in the 1950s. Epicardial electrodes
were used for pacing during and after cardiac surgery, and then in patients with
complete atrioventricular (AV) heart block. By the early 1960s, transcutaneous
indirect DF or CV had become available for the management of cardiac arrest in
hospitals, and shortly thereafter for elective conversion of atrial or ventricular
tachyarrhythmias with distinct ECG R or S waves. By the early 1970s, paramedics
used DF or CV in the out-of-hospital setting to terminate ventricular fibrillation
(VF) in cardiac arrest or ventricular tachycardia (VT) with cardiovascular col-
lapse. The pioneering work of Mirowski’s group at John Hopkins in 1980 [2] led
to clinical implantation of the first internal cardioverter-defibrillators in the early
1980s [3, 4].

The first lead systems used with implantable (internal) cardioverter-defibrilla-
tors (ICD) were epicardial. These required formal thoracotomy for implantation.
Next, transvenous endocardial leads were developed for CV or DF with ICD. Today,
except in infants and very small children, ICD lead systems are transvenous, and
deployed under radiographic guidance. By the late 1980s and early 1990s, transve-
nous (direct) and oesophageal (indirect) electrodes began to be used with cutaneous
patch (indirect) electrodes as rescue therapy for failed transcutaneous CV or DF.

Access, lead and electrode configuration, and pulse waveform polarity

The distinction between direct (epicardial or transvenous endocardial) and indi-
rect access (transcutaneous or oesophageal) for pacing or CV and DF is clinically
relevant. Direct pacing CV and DF are more efficient and reliable for pacing or
tachyarrhythmia termination. Furthermore, less energy is required due to lower
impedances with direct pacing. Yet, indirect oesophageal pacing CV and DF are
still more efficient than transcutaneous indirect pacing CV or DF. Because the
oesophagus is quite proximate to the left atrium and base of the left ventricle (Fig.
1), tissue impedance is lower than with transcutaneous pacing CV or DF. This
proximity also has implications for oesophageal echocardiography. Reputedly,
Cremer (1906) was the first to record an oesophageal ECG—in a human sword-
swallower. However, the first definitive work on the subject was that of WH Brown
in 1936. Brown was the first to describe the application of oesophageal ECG leads
for observing atrial T waves (Ta), bundle-branch block, and disorders of atrial
rhythm [5, 6]. The technique was further refined, especially bipolar oesophageal
ECG, by Brody and Copeland’s group in the 1950s [7, 8]. Highly amplified bipolar
oesophageal ECG P waves (Fig. 2) are invaluable for determining the origin of wide
QRS tachycardias, especially when distinguishing supraventricular tachycardia
(SVT) with ventricular aberration from ventricular tachycardia.

Electrodes vary by type (e.g. discreet bands or rings, coils, spring- or J-wires),
and leads by configuration. With unipolar configurations, the ICD and/or pacing
pulse generator serve as the anode, and electrodes as the cathode. With bipolar
configurations, electrodes are located within (endocardial) or on (epicardial) the
heart. When used for sensing, bipolar lead configurations are far less subject to
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Fig. 1. Left. Mediastinal sections from a frozen human cadaver at the closest approximation
of esophagus (Es) to the left atrium (LA, top) and left ventricular base (LV, bottom). A aorta,
RA/RV right atrium/ventricle. Right. Saggital section of head and thorax depicting a quadri-
polar oesophageal electrode catheter positioned for simultaneous atrial ECG or pacing and
ventricular ECG. Ventricular pacing is not feasible with electrodes configured as shown. The
LA and LV base are 0.5-1.0 cm and 1.5-3.0 cm from the oesophagus, respectively, when the
atrial electrodes (proximal electrode pair) are positioned at Pmax ( see Fig. 2)

Pmax

bl

Fig. 2. Surface ECG lead II (top) and bipolar oesophageal ECG (bottom) recorded at the
position of maximal amplitude P waves (Pmax), and 1 cm proximal and distal. Note that P
waves at Pmax have a higher amplitude than the QRS complexes. Such amplified P waves aid
in the diagnosis of wide QRS tachycardias, especially if P waves are nonapparent on surface
ECG
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detecting biologic or electromechanical interference (EMI). Also, less energy is
needed for pacing capture and/or shocks.

Finally, distinction is made between monophasic and biphasic shock wave-
forms for CV or DF. First- and second-generation ICDs, and most external cardio-
verter—defibrillators (ECDs) until the 1990s provided monophasic shock wave-
forms. The transition from monophasic to biphasic shocks occurred with the third
and subsequent generation ICDs. Furthermore, today, automatic ECDs provide
biphasic shock waveforms.

Evolution of oesophageal indirect pacing, cardioversion, and
defibrillation

Indirect oesophageal pacing and CV or DF have not enjoyed anywhere near the
technological evolution that has affected direct (invasive) endocardial or epicardial
pacing and CV-DF or ECDs. As noted above, the pioneering work in this field was
that of Brown in relation to oesophageal ECG in the 1930s [5, 6], and later that of
Body and Copeland in the late 1950s [7]. Burack and Furman first showed the
feasibility of oesophageal indirect atrial pacing in 1969 [8]. Andersen and Pless
extended on this work, including the development of electrodes for dual-chamber
pacing in 1983 [9, 10]. In the early 1990s, Atlee’s group developed and used an atrial
(indirect) pacing oesophageal stethoscope to treat bradycardia and overdrive
escape rhythms in anaesthetised patients [11-13]. Atlee and Bilof subsequently
modified the pacing oesophageal stethoscope for indirect ventricular pacing [14,
15]. Cohen first tested oesophageal DF in dogs [16], and then used it as rescue
therapy in patients in 1993 [17]. Oesophageal indirect atrial and ventricular pacing
require further technological refinements to make the technique an acceptable
alternative to transcutaneous or transvenous endocardial pacing. At first, high-
energy monophasic shock waveforms were used for oesophageal indirect CV or
DF. Today, in parallel with refinements to ICD and automatic ECD technology,
low-energy monophasic shock waveforms are used for oesophageal CV or DF.

Transoesophageal indirect atrial pacing for bradyarrhythmias

Sinus bradycardia and AV junctional or idioventricular escape rhythms were