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Cellular response to mechanical stress

C.S.N.B. GARCIA, P.R.M. ROCCO, M.M. MORALES

Acute respiratory distress syndrome (ARDS), the most severe form of acute lung
injury, is a common severe inflammatory disease of the lungs and has a mortality
rate of at least 30% [1–4]. Mechanical ventilation is a critical component of the
treatment of patients with ARDS and is often lifesaving for these patients. However,
its improper use can worsen, or even cause lung injury, in a condition referred to
as ventilator-induced lung injury (VILI).

There are four basic mechanisms that can lead to the development of VILI,
including gross air leaks (barotrauma) [5], diffuse alveolar injury due to overdis-
tension (volutrauma) [6–8], injury to repeated cycles of recruitment/derecruit-
ment of distal lung units (atelectrauma) [9, 10], and the most subtle form of injury,
due to release of mediators from the lung (biotrauma). VILI is determined by the
dynamic and continuous interaction between the morphologic and mechanical
characteristics of the lung and the ventilator settings. Lungs of patients with ARDS
are heterogeneously damaged; hence, mechanical ventilation with normal or even
low tidal volumes [11, 12] and application of positive end-expiratory pressure
(PEEP) levels can lead to regional lung injury.

Cells comprising the lung parenchyma, airways, and pulmonary and bronchial
vascular system are normally subjected to a variety of passive and active mechani-
cal forces associated with lung inflation and vascular perfusion as a result of the
dynamic nature of lung function. Abnormal physical forces applied on lung tissues
play a critical role in many pathological situations, such as ARDS and VILI.
However, how mechanical forces induce their deleterious effects needs to be
clarified. Over the past few years, interest in mechanical stimulation and its role in
the regulation of cell structure, function, and metabolism has been increased. In
vitro studies have shown that cells subjected to stress or strain exhibit a diverse and
extensive range of responses, including proliferation, differentiation, gene expres-
sion, and synthesis and secretion of proteins. Furthermore, both the pattern and
the degree of stretch are important in determining cellular responses.

In the present review, the current basic and clinical status of the mechanisms
of sensing and converting inappropriate mechanical stretch into cytotoxic and
inflammatory mediators, and extracellular matrix (ECM) remodelling are dis-
cussed, giving emphasis to VILI and ARDS. The focus of the discussion is the
modulation of intracellular pathways by mechanical forces. A better understanding
of the key players at the cellular and molecular levels may allow identification of
targets for the treatment of patients with ARDS and for the prevention of VILI.
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Mechanical stimulus

Although physical forces are often designated by imprecise terms, such as ‘stretch’
or ‘distension,’ they are more accurately defined as follows: ‘stress’ (force per unit
of area) or ‘strain’ (any forced change in length in relation to the initial length).
When the forces are parallel to the plane, the stress is called ‘shear stress;’ when the
stress is directed toward the part on which it acts it is called ‘compressive stress,’
whereas when it is directed away from the part on which it acts it is called ‘tensile
stress.’ Shear, compressive, and tensile stresses, respectively, resist the tendency of
the parts to slide, approach, or separate under the action of applied forces. A stretch
is a ‘tensile strain,’ a shortening is a ‘compressive strain,’ and an angular distortion
is a ‘shear strain’ [13].

In the lung, strain may be more prominent in cells of the alveolar epithelium
during breathing. In pathophysiological states, such as ARDS, as a consequence of
increased lung elastic recoil and the heterogeneity of alveolar ventilation, the
magnitude of the mechanical strain is altered and cell distortion is increased [14].
Shear stress mainly occurs in conducting airways due to airflow, and in the vascular
system as a consequence of blood flow [14, 20]. However, the endothelium may also
be subjected to strain and hydrostatic pressure. Elevated transmural pressure in
extra-alveolar vessels can result from an increase in lung volume, as a consequence
of lung interdependence—assuming that the luminal pressure remains constant
[15–17]—whereas increased filtration across alveolar microvessels may be conse-
quent to surfactant inactivation [18, 19]. Additionally, shear stress may act in other
cells, e.g. the effects of pleural fluid on pleural mesothelial cells and the fluid layer
on airway and alveolar epithelial cells [20]. Shearing forces can also potentially
occur in alveoli under pathophysiological conditions, such as in ARDS in which
oedema fluids flood the air space. The repetitive opening of distal lung units during
inspiration and their collapse again during expiration also results in high shear
stress [9, 10]. High inspiratory airflow enhances tensile stress across alveolar
surfaces, resulting in greater transmission of kinetic energy to underlying struc-
tures [21]. Elevated airflows also increase the shear stress parallel to the surface of
the airways and alveolar walls [21, 22]. Finally, strain can be generated by cytoske-
letal rearrangements (such as actin contraction), leading to the transmission of
tension throughout the cell, including the nucleus [20].

In addition, the types of physical forces also differ depending on the part of the
cell where they act. For example, the fluid layer applies pressure on the airway and
alveoli, and fluid shear stress applies pressure on the apical surface of epithelium,
whereas distension of the basement membrane results in stretching of the basola-
teral surface of epithelial cells. These different types of physical forces acting on the
same cell may activate different signal transduction pathways that mediate diverse
biological functions.
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Putative mechanisms for mechanotransduction

Mechanotransduction means the conversion of mechanical stimuli into intracel-
lular biochemical and biomolecular alterations. How cells sense (mechanosensors)
and convert mechanical forces into biological and biochemical signals to cause
changes in gene expression and cell metabolism remains poorly understood.
Common mechanosensors include stretch-sensitive ion channels [23], integrin
receptors and focal adhesion complexes [24–27], and growth factor receptors.
These mechanosensors subsequently activate and interact with various intracellu-
lar events, including: (1) generation of second-messenger molecules; (2) activation
of specific protein kinases; (3) phosphorylation and activation of participating
signalling molecules; (4) amplification through enzymatic cascades; and (5) modu-
lation of gene expression. In the nucleus, physical forces can exert their effects by
influencing expression of immediate early-response genes [c-fos, c-jun, c-myc, JE,
ETS-like protein (ELK)-1, activation protein (AP)-1, specificity protein (SP)-1,
nuclear factor (NF)-kB, and early growth response (Egr)-1], which encode proteins
related to transcriptional factors and signal transduction [28]. Transcriptional
factors are DNA-binding proteins that regulate gene expression. Of these, NF-kB
has received especial attention. Several in vivo and in vitro studies have shown that
lung-tissue stretching up-regulates NF-kB [29–32]. Current evidence suggests that
the activation and control of NF-kB play a critical role in the generation and
propagation of the cytokine response in VILI. NF-kB itself contains a DNA shear-
stress response element at its promoter region, and NF-kB protein binds to several
inflammatory mediators, such as interleukin (IL)-6, IL-8, IL1-b, and tumour necro-
sis factor (TNF)-a [33], thereby perpetuating inflammatory processes. NF-kB is
likely important in the generation of inflammatory responses that occur in patients
with ARDS [34].

Due to the complexity of the pulmonary structure, the possible mechanisms of
mechanical stimulation and the potential cellular responses may vary extensively.
There are a diversity of cell types and physical forces to which cells are exposed.
Furthermore, different types of stimuli may use the same signalling pathway to
coordinate cell activity.

Mechanically activated ion-channels pathway

Calcium represents one of the most common molecules that mediate the intracel-
lular signalling initiated by mechanical stress. Mechanical stretch increases Ca2+

influx via a mechanosensitive cation channel that might be inhibited by gadolinium
(a nonselective inhibitor of stretch-activated ion channels) and verapamil (a bloc-
ker of Ca2+ channels) [35–37]. This stretch-induced change in Ca2+ homeostasis has
been demonstrated in cultured pulmonary arterial smooth muscle cells [35], arte-
rial endothelial cells [38], airway epithelial cells [39], and foetal rat lung cells [36].
Mechanical stretch also commandeers protein tyrosine kinases (PTK), which acti-
vate phospholipase C-g (PLC-g) via tyrosine phosphorylation. PLC-g mediates the
hydrolysis of phosphatidylinositol 4,5-bisphosphate (PIP2) to produce inositol
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1,4,5-trisphosphate (IP3) and diacylglycerol (DAG). IP3 mobilises Ca2+ from intra-
cellular storage. DAG, in the presence of intracellular and extracellular Ca2+,
activates protein kinase C (PKC). PKC and other signals are able to activate
transcriptional factors (c-fos) that bind to special response elements, such as
stretch response elements (SRE), shear-stress response elements (SSRE) [40] and
12-O-tetradecanoylphorbol 13-acetate (TPA)-responsive elements (TRE) [41], thus
increasing gene expression (Fig. 1). A 6-bp element, sensitive to various types of
mechanical forces, constitutes the SSRE core. The shear TRE, a divergent phorbo-
lester tissue-responsive element, exhibits the ability to transduce mechanical sig-
nals to transcriptional events. Amplified gene expression and other pro- and
anti-inflammatory molecules control the pathogenesis of VILI and ARDS (Fig. 1).

Fig. 1. Summary of the mechanically activated ion-channel pathway. Mechanical forces
induce Ca2+ influx via a mechanically activated ion channel. Mechanical stretch also
activates protein tyrosine kinases (PTK) that activates phospholipase C-g (PLC-g) via
tyrosine phosphorylation. PLC-g mediates the hydrolysis of phosphatidylinositol 4,5-bi-
sphosphate (PIP2) to produce inositol 1,4,5-trisphosphate (IP3) and diacylglycerol (DAG).
IP3 mobilises Ca2+ from intracellular storage sites. DAG, in the presence of intracellular and
extracellular Ca2+, activates protein kinase C (PKC). PKC and other signals activate trans-
cription factors (c-fos) that bind to special response elements, such as stretch response
elements (SRE), shear-stress response elements (SSRE), and the shear TRE element, thereby
boosting gene expression
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Plasma membrane stress-disruption pathway

Plasma membrane disruption has been demonstrated by a number of mechanisms,
including laser confocal microscopy, electron microscopy, and up-take of high-
molecular-weight fluorescent dextran [42–44]. The maintenance of plasma mem-
brane integrity undoubtedly plays an important role in intracellular signalling
pathways. Structural damage to cells leads to an elevation in intracellular free Ca2+

concentrations, leading to the influx of extracellular Ca2+ and to the release of
intracellular Ca2+ stores [45]. Changes in Ca2+ homeostasis can affect signalling
pathways and induce PKC activation. Traumatic breaks in the plasma membrane
in response to mechanical stress [46] and changes in Ca2+ concentration [47] can
induce an increase in c-fos expression. Plasma-membrane stress disruption also
induces the translocation and activation of NF-kB into the nucleus [46]. PKC,
activated NF-kB, and c-fos can induce transcription of early-response genes and
bind to SRE to activate gene transcription [48].

Matrix-integrin-cytoskeleton pathway

Cells are attached to neighbouring cells and to the ECM via transmembrane
receptors of the cadherin and integrin families, respectively. On the cytoplasmic
face of the cell membrane, these receptors are coupled, either directly or indirectly,
to a large number of cytoskeletal plaque proteins, which, as a group, form the focal
adhesion complex (FAC). This complex provides a structural connection to al-
lowing signal transmission from the ECM to cells [49]. The tensegrity model,
proposed by Ingber [50], predicts that cells are hard-wired to respond immediately
to mechanical stresses transmitted over cell-surface receptors that physically cou-
ple cytoskeleton to extracellular matrix (e.g. integrins). The FAC serves as a
macromolecular scaffold that mechanically couples the cytoplasmic portion of
integrins to the actin cytoskeleton. The FAC contains various types of molecules,
including those associated with actin (e.g. vinculin, talin, paxilin, and a-actin),
focal adhesion kinase (FAK), kinases of the Src family, oncogene products, signall-
ing molecules (e.g. tyrosine and serine protein kinases, and inositol lipid kinases),
and some growth factor receptors. These molecules represent key candidates for
transforming mechanical stimuli into biochemical signals. Cell stretch increases
total protein tyrosine kinase activity, and induces an association of the activated
signalling intermediate pp60src with the cytoskeleton [51]. Mechanical stimulation
may also directly alter the activity of receptor tyrosine kinases, such as Flk-1,
thereby changing the association of integrins with Shc, activating Ras and
downstream extracellular-signal-regulated protein kinase (ERK) and c-Jun amino-
terminal kinase (JNK) pathways, which in turn lead to transcriptional activation of
AP1-TRE-mediated gene expression [52]. A series of non-identified pathways acti-
vate subgroups of the mitogen-activating protein kinases [(MAPK), p38 kinase,
stress-activated protein kinase (SAPK), JNK, and ERK ½] [53], and transcription
factors, such as Egr-1 and SP-1 [54, 55]. Subsequently, this diversity of molecules
may activate NF-kB and/or, through other mechanisms, gene transcription. Mem-
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bers of the integrin family can also regulate NF-kB action through activation of an
inhibitor of NF-kB kinase (IKK). This, in turn, mediates the release of NF-kB from
an inhibitor of NF-kB (IkB) by phosphorylation, and the subsequent translocation
of NF-kB to the nucleus. Activation of members of the MAPK family and NF-kB
induces transcription of early-response genes and binding to SRE to activate
transcription [48]. Thus, amplified gene expression and other pro- and anti-in-
flammatory molecules control the pathogenesis of VILI and ARDS (Fig. 2).

Fig. 2. Extracellular matrix (ECM)-integrin-cytoskeleton pathway. Integrins maintain a close
relationship with ECM, actin-associated molecules (e.g. vinculin, talin, paxilin, and a-actin),
focal adhesion kinase (FAK), kinases from Src family, oncogene products, signalling mole-
cules (e.g. tyrosine and serine protein kinases, and inositol lipid kinases), and some growth
factor receptors. Mechanical forces may alter the activity of receptor tyrosine kinases (Flk-1),
changing the association of integrins with Shc, activating Ras and downstream ERK and JNK
pathways. These events, in turn, lead to gene expression mediated by TPA-responsive
elements (TRE). Through a series of non-identified pathways, MAPK, p38 kinase, stress-ac-
tivated protein kinase (SAPK), c-Jun amino-terminal kinase (JNK), and transcription factors
[early growth response (Egr)-1, specificity protein (SP)-1] are activated. Subsequently, these
molecules may activate nuclear factor (NF)-kB and/or, through other mechanisms, gene
expression. Members of the integrin family can also regulate NF-kB action by means of the
activation of an inhibitor of NF-kB kinase (IKK) that mediates the release of NF-kB from
the inhibitor of NF-kB (IkB), and the subsequent translocation of NF-kB to the nucleus.
Activation of members of the MAPK family and NF-kB can induce transcription of early-
response genes and bind to stretch response elements (SRE) to activate transcription
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The cytoskeleton elements can be reorganised to increase the efficiency of
transmitting signals from ECM into the cell interior. The pulling of integrins by
micropipettes reoriented cytoskeleton filaments, distorted nuclei, and redistribu-
ted nucleoli along the axis of the applied tension [56]. Mechanical-stress-induced
changes in the cytoskeleton may alter the function of structural molecules that
comprise the cytoskeleton and nucleus, including some critical regulatory proteins
[57]. Changing structural arrangements within the cytoskeleton and nuclear matrix
may expose or obscure internal molecular binding sites, release mechanical cons-
traints for molecular remodelling, or change the porosity of the network [57]. This
ECM-integrin-cytoskeleton interconnectedness could be very important for cells
adapting to changes in their external environment.

Cell-cell interaction

Mechanical-force-initiated intercellular signalling is transmitted through several
types of intercellular communication, which may involve autocrine, paracrine, and
juxtacrine interactions. Cells commonly use cytokines, growth factors, and other
small soluble factors for communication [58–63]. Messages can also be transmitted
directly from one cell to another through cellular junctions [64–67] or by cell-ma-
trix interaction [68–70].

Soluble factors

Autocrine and paracrine mechanisms of cell-cell interactions are important for
mechanical-force-initiated signalling. There is evidence of hormone production by
lung cells under mechanical stimulation. Mechanical stretch applied to cultured
foetal lung epithelial cells stimulates the expression and production of a differen-
tiation factor, parathyroid hormone-related peptide (PTHrP). Torday et al. [58]
observed an increased responsiveness of foetal lung fibroblasts to PTHrP. PTHrP
is released by type II cells and specifically bind to its receptor on contiguous
fibroblasts, stimulating cAMP as a second messenger, which subsequently induces
specific functions of foetal lung fibroblasts. This paracrine mechanism is putatively
involved in augmenting glucocorticoid binding, increasing metabolic activities
(such as lipoprotein lipase elaboration and triglyceride uptake), and stimulating
production of cytokines (such as IL-6 and IL-11). These cytokines molecules can
act as intercellular mediators, thereby increasing the synthesis of surfactant phos-
pholipids and surfactant proteins from alveolar epithelial cells.

Growth factors constitute another type of commonly used soluble factors for
intercellular communication. The strain-induced growth-promoting effect on foe-
tal lung cells appears to be mediated by increased production of endogenous
growth factors, including platelet-derived growth factor (PDGF)-B [59]. Mechani-
cal strain increases both gene and protein expression of PDGF-B and its receptor
(PDGFR). Additionally, blockade of the receptor by a PTK inhibitor or with
antisense PDGF-B oligonucleotides abolishes the strain-induced stimulatory effect
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on foetal lung cell proliferation [59]. Another evidence of strain-induced growth-
promoting effect is the reduction of insulin-like growth factor gene expression, the
abolition of foetal lung breathing movements [60], and changes in foetal sheep lung
volume owing to either tracheal obstruction or liquid drainage [61]. These findings
agree with foetal breathing movements controlling foetal lung growth via activation
of growth factor expression.

As previously reported, many studies using cultured lung cells have focused on
the activation of MAPKs, ERK, JNK, and p38 by stretch [30, 62, 71–73]. One
interesting pathway that might lead to activation of MAPK is autocrine activation
of the epidermal growth factor (EGF) receptor [62, 63].

Intercellular junctions

Tight-junction barrier formation and gap-junctional communication represent
two functions directly attributable to cell-cell contact sites. Epithelial and endothe-
lial tight junctions constitute critical elements of the permeability barrier required
to maintain discrete compartments in the lung. Gap junctions also enable a tissue
to act as a cohesive unit by permitting metabolic coupling and facilitating the direct
transmission of small cytosolic signalling molecules from one cell to another.
Secondary messengers are probably transmitted across epithelial-cell gap junc-
tions and perhaps between different cell types [64]. Additionally, the intracellular
cytoskeleton interconnects neighbouring cells through FACs at specialised junc-
tional complexes [26]. Tight and gap junctions do not act individually, like other
junctional elements; instead, adherens junctions and desmosomes help to regulate
barrier function and intercellular communication [65]. Intercellular adhesions in
alveoli transmit force by connecting epithelial cells in a sheet, with the help of
intermediate filaments. Adherens junctions probably act as mechanosensors. The
mechanical stimulation of n-cadherin in intercellular adherens junctions in fibro-
blasts causes gadolinium-sensitive calcium influx and induces actin polymerisa-
tion at those sites where force was applied [66]. Additionally, the expression of
connexin proteins, the constituents of gap junctions in rat type-2 cells, is modulated
by the matrix protein fibronectin, which is abundant in the airspace after alveolar
injury [67].

Cell-matrix interaction

The importance of cell-ECM interactions was demonstrated by stretching cells
cultured on different ECM substrata [68, 69]. ECM modifies the ability of the cell
to adhere to a surface and influences cell shape. For example, contact with various
ECM proteins modulates the ability of a mechanical signal to alter type I procolla-
gen gene expression [68]. Strained fibroblasts cultured on laminin or elastin, but
not on fibronectin, expressed type I procollagen. These three ECM molecules form
some of the main support structures in the lung that could represent load-bearing
elements resistant to tissue stretch.
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Glycosaminoglycans (GAGs) also participate in cell-matrix interactions by
effectively modulating the cellular phenotype via high-affinity binding sites. GAGs
interact with other ECM proteins influencing the macromolecular organisation and
also regulate collagen fibrillogenesis. GAGs modulate steady-state mRNA expres-
sion levels: (1) in a cell-type-specific manner; and (2) in that different GAGs
selectively modulate cell-matrix interactions [70].

As previously reported, specific focal adhesions at the cell surface allow mecha-
nical stretch generated in the system to be transduced to the cytoskeletal network.
Thus, the cell constitutes an integrated system in terms of mechanical force trans-
duction. A change in the cytsokeletal architecture is transmitted to the nuclear
matrix, ultimately allowing the expression of a subset of gene products [56].

Mechanical-force-induced production of inflammatory mediators

The inflammatory response seems to depend on the type of injurious stimulus and
follows different molecular pathways. During the past several years, considerable
attention has focused on the release of inflammatory mediators from lung cells
exposed to mechanical forces. In this context, cell culture models have been
employed to examine the stretch-induced inflammatory response [30, 71, 74–76].

Cytokine release in vitro

The pivotal role of IL-8 as an early mediator of the inflammatory cascade was
confirmed in vitro by stretching lung cell cultures. Human macrophages, under a
strain induced by a 12% increase in surface area at 20 cycles/min, produce IL-8 via
NF-kB [30]. However, the same stretch regimen applied to human lung epithelial
A549 cells did not elevate IL-8 content. In contrast, A549 lung epithelial cells
submitted to a strain of 30% at a frequency of 20 or 40 cycles/min augmented IL-8
after 12–48 h [71]. IL-8 content also rose when A549 epithelial cells were exposed to
40% strain [76]. Thus, the release of IL-8 depends on the magnitude of the cyclic
strain on alveolar cells.

Additional in vitro studies have emphasised the importance of the association
of a subjacent inflammatory injury and a mechanical deformation to induce the
release of cytokines. In this context, Tsuda et al. observed that stretch alone did not
affect IL-8 production after 8 h; however, in the presence of glass fibres or crocido-
lite asbestos, stretch significantly increases IL-8 production in cultured A549 cells
[74]. Similarly, mechanical stretch applied to primary cultured foetal rat lung cells
increases mRNA levels of macrophage inflammatory protein-2 (MIP-2, the rodent
equivalent of human IL-8) only after LPS stimulation [75].
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Cytokine release in vivo

Experimental studies have concluded that injurious ventilation results in the
production of many cytokines. An ex vivo rat lung ventilation model demonstrated
that injurious ventilation regimens increase the bronchoalveolar fluid concentra-
tions of several cytokines, including TNF-a, IL1-b, IL-6, IL-10, MIP-2, and interfe-
ron-g [77]. An isolated-perfused mouse lung model demonstrated hyperventila-
tion-induced release of TNF-a and IL-6 from the lung into to the perfusate [78].

However, the concept that overinflation induces proinflammatory cytokines
has been challenged by others. Using the same ELISA kit and the same modality of
lung ventilation, Ricard et al. [79] failed to observe any significant release of TNF-a
or IL-8 in the absence of lipopolysaccharide (LPS) challenge in an attempt to
reproduce the findings of Tremblay et al. [77]. These different results might be
related to different initial steady states in the lung, such as the presence of an
underlying injury caused by a pathogen [77].

It was recently shown that only 30 min of injurious ventilation (tidal volume of
25 ml/kg body weight) were sufficient to specifically up-regulate ten genes encoding
transcriptional factors, stress proteins, and inflammatory mediators, and to speci-
fically down-regulate 12 genes mainly encoding metabolic enzymes [80]. Such early
activation took place in the absence of any histological or mechanical signs of
injury. Thus, the occurrence of phenotypic activation, even of short duration,
should be emphasised. In this context, interventions of very short duration, such
as recruitment manoeuvres, could be potentially dangerous.

Prostaglandin synthesis

The alteration of physical forces represents an important factor in lung inflamma-
tory diseases. The synthesis of biologically active eicosanoids by lung cells contri-
butes to the regulation of smooth muscle tone and inflammatory responses. Pros-
taglandin synthesis in response to mechanical forces may vary with the type of cell
and stimuli. For example, cyclic stretch down-regulates the synthesis of prostaglan-
dins (PGs), including PGE2, prostacyclin (PGI2), and thromboxane A2 in cat and
human airway epithelial cells [81]. This inhibitory effect seems to result from the
inactivation of cyclooxygenase. In contrast, shear stress increases the production
of PGI2 by lung endothelial cells [82] and mechanical strain induces a rapid release
of PGI2 by foetal rat lung cells [83].

Mechanical-force-induced extracellular matrix expression

The ECM transmits essential information to pulmonary cells, thereby regulating
their proliferation, differentiation, and organisation [84]. ECM components can be
divided into four broad categories: collagen, noncollagenous glycoproteins (such
as fibronectin and laminin), GAGs, and proteoglycans, and elastic fibres [84]. Cells
continuously remodel their microenvironment by changing the components and
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structure of the ECM. Most cell types in lung tissue contribute to bringing about
dynamic changes in the ECM. Regulation of ECM dynamics is complicated, involv-
ing a balance between synthesis and deposition of ECM molecules as well as their
degradation. A family of secreted proteases, matrix metalloproteinases (MMPs),
plays a role in ECM turnover [85, 86]. Hanseneen et al. [87] demonstrated the
existence of a relation between stretched endothelial cells and lung remodelling by
release of MMP-1 and MMP-2, both of which are activated through a membrane
type-1 MMP (MT1-MMP) pathway. MMP activity is regulated by a variety of
mechanisms, including synthesis, secretion, and inhibition by a stoichiometrically
complex array of tissue inhibitors of metalloproteinases (TIMPs) [86, 88].

In the past two decades, it has been well-established that cells are sensitive to
mechanical forces and can change their phenotype and surrounding ECM in
response to changes in their mechanical environment. Mechanical forces alter gene
expression and protein synthesis of several lung ECM molecules, such as collagen,
GAGs and proteoglycans. Cells can directly remodel their local matrix in response
to mechanical stress [89, 90]. An intermittent mechanical strain may diversely
regulate gene and protein expression of lung ECM molecules [91]. Differences in
the regional distribution of mechanical stress or in the extent of injury generate
diverse patterns of matrix protein expression [92]. Epithelial-fibroblast communi-
cation is also critical in the regulation of matrix production in the lung [93, 94].
Moreover, the increase in matrix accumulation seems to be mainly related to a
higher rate of ECM synthesis, instead of to the activities of degradative enzymes
[91].

Mechanical forces increase procollagen fibre expression [68, 91, 92], and the
exact role of physical forces on type III procollagen expression has been recently
elucidated. In this context, Garcia et al. analysed lung mechanical stretch induced
by different levels of stress and strains. They observed that there is a threshold stress
above which lung cells express mRNA for procollagen type III [95].

Intermittent mechanical strain, simulating foetal breathing movements, also
induces the secretion of GAGs and proteoglycans. Mechanical strain appears
mainly to affect the distal part of the secretory pathway, i.e. GAGs and proteogly-
cans trafficking from trans-Golgi to the cell-surface membrane. Strain-enhanced
GAG release was partially blocked by BAPTA/AM (an intracellular calcium chela-
tor) and completely abolished by gadolinium (a stretch-activated ion channel
blocker). These results suggest that calcium influx, rather than calcium mobilisa-
tion from intracellular stores, represents the most important trigger for mechani-
cal-strain-induced GAG exocytosis in foetal lung cells [96].

Stretch-induced synthesis of hyaluronan, a component of the ECM, increases
proinflammatory cytokines in VILI [97]. IL-8 production may be stimulated by
stretch-induced release of hyaluronan from fibroblasts; a pathway probably me-
diated by Janus-activated kinase 2 (JAK-2)-dependent transcription of hyaluronan
synthase 3 [97]. Hyaluronan released after lung injury can stimulate endothelial
cells to produce cytokines by activation of a Toll-like-receptor-4-dependent me-
chanism [98].
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Conclusions

Although mechanical ventilation is lifesaving for patients with ARDS, it can cause
VILI. Physical forces provided by mechanical ventilation affect both the function
and phenotype of cells in the lung. Impropriate mechanical forces observed during
mechanical ventilation of heterogeneously damaged lungs, such as occurs in ARDS,
might result in the expression and secretion of inflammatory mediators as well as
remodelling of the ECM. The cellular to mechanical forces are a result of the cell’s
ability to sense and transduce these stimuli. Many studies have focussed on the
molecular mechanisms implicated in mechanotransduction. A better under-
standing of the mechanisms by which lung cells transduce physical forces into
biochemical and biological signals is of key importance for identifying targets for
the treatment of acute lung injury and for prevention of VILI.
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Molecular biology: from the bench to clinical application

M.M. MORALES

Many centuries passed without an understanding of why children resembled their
parents. People were able to cross animals or plants in order to generate more
resistant or stronger offspring without knowing how information could pass from
one generation to the other. It took almost 100 years after Gregor Mendel revealed
the concept of phenotype inheritance [1] to convince the scientific community that
DNA was the molecule responsible for carrying heredity information [2], and to
unravel its double-helix structure [3, 4]. Fifty-two years after Watson and Crick’s
finding, the study of the molecular basis of life, including the role of genes and their
evolution, is progressing much faster, which has led to a wider understanding of
how organisms function.

Molecular genetics technology has made astonishing advances during the last
20 years. As a result, many genes involved in a wide variety of disorders have been
identified and many other diseases have been characterised at the molecular level.
Nonetheless, the impact on medicine of all these discoveries has been minimal,
although scientists continue to predict that molecular biology will dominate clini-
cal studies and revolutionise their present concepts and treatment strategies.

Molecular biology is sustained by the concept that all living creatures depend
on the production of proteins codified by genes contained within DNA. The genes
are transcribed into messenger ribonucleic acid (mRNA) by a RNA polymerase that
binds to DNA at a nucleotide promoter sequence, located in close proximity to the
gene. The promoter can be regulated in order to allow or inhibit gene expression.
mRNA is processed inside the nucleus, and then exported to the cytoplasm, where
a complex involving ribosomes, transporter RNA, and free amino acids give origin
to a new protein.

From the sum of this information arises the ‘central dogma’ of molecular
biology: DNA is transcribed into mRNA which is translated into protein. Know-
ledge of this chain of events has guided careful study of the participating molecules
and of its variance under different conditions and in a large number of species.
Analysis of each of the molecules involved in transcription and translation has
offered new perspectives on the central dogma. In this article, we provide an
overview of the importance of each of these molecules, the most common methods
employed in molecular studies of respiratory physiology, and potential molecular
genetic strategies in the treatment of lung disease.

Chapter 2



Deoxyribonucleic acid

DNA is located in the cell nucleus and contains the genetic information. It is
composed of nucleotide subunits, each of which is made up of a sugar, a phosphate,
and a nitrogen-containing base. Four different bases can be found in a DNA
molecule: the purines adenine and guanine, and the pyrimidines cytosine and
thymine. It is well-known that in DNA the number of purine bases equals the
number of pyrimidine bases [5]. The structure of DNA is two helical chains, each
coiled around the same axis and running in opposite directions. The bases are
located on the inside of the helix and the phosphates on the outside [3].

DNA sequencing

The molecular biology technique of DNA sequencing was responsible for the first
step made by the scientific community to reveal the genetic code. Nowadays, the
complete genome of many species has been totally mapped, including that of
humans. DNA sequencing is a simple reaction based on the addition of either
radiolabelled or fluorescently labelled dideoxynucleotides [6] (adenosine, guanine,
cytosine, and thymine) to a single-stranded DNA replication reaction. These di-
deoxynucleotides are modified nucleotides, also called terminators, that prevent
the addition by a DNA polymerase of new nucleotides to the DNA strand. This
results in the generation of DNA fragments of different sizes, which can be separa-
ted by gel electrophoresis to reveal the DNA sequence. Nowadays, DNA automatic
sequencing is available, in which a fluorescence reader provides the results of these
reactions in a rapid and dynamic fashion.

DNA sequencing led to insights into many genetic disorders, by determining
mutations or nucleotide deletions in certain genes. For example, cystic fibrosis
(CF), which is the most common lethal genetic disease in the Caucasian population,
is caused by the failure of the CFTR (cystic fibrosis transmembrane conductance
regulator) chloride channel to function properly, resulting in general, exocrine
pancreatic dysfunction, gastrointestinal disorders, infertility. In the lungs, there is
reduced fluid secretion, which leads to accumulation of thick, dehydrated mucus
in the airways and thus high susceptibility to bacterial lung infections, mainly by
Pseudomonas aeruginosa and Staphylococcus aureus [7], which ultimately causes
pulmonary fibrosis. The autosomal genetic defect is in the CFTR gene is the
consequence in 70% of patients of a deletion of three nucleotides that code for
phenylalanine at position 508 (DF508) of the CFTR sequence. This information
could only be revealed by DNA sequencing of tissue samples from many CF
patients. The DF508 mutation leads to misprocessing and subsequent degradation
of the mutant protein in the endoplasmatic reticulum, preventing CFTR from
reaching the cell membrane [8–11].
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Knockout animal models

After the whole genome has been sequenced, the second step is to identify the exact
functions of the component genes. For this purpose, molecular biology uses an
important tool, called the knockout technique, which allows manipulation of the
genotype of animals either by removal of a gene or by mutation of a target genes.
The absence or mutation of a gene makes possible an understanding of its functions
inside the organisms, or produces a model for studying mutations that occur
frequently in humans, such as those giving rise to genetic diseases. The process of
homologous recombination, which is the basis of the knockout technique, allows
scientists to trade a whole gene in its locus for an engineered construct, which can
also be the same gene but in mutated form (gene targeting). By mechanisms that
are poorly understood but are similar to what occurs during meiosis and mitosis,
when homologous chromosomes align along the metaphase plane, the engineered
construct, which includes flanking DNA identical in sequence to that of the targeted
locus, finds the targeted gene and recombination takes place within the homolo-
gous sequence. Embryonic stem cells that suffered ablation or targeted mutation
of the gene of interest are selected and injected into blastocysts, producing chime-
ras. These are crossed with each other to yield knockout or targeted homozygous
offspring.

In the long-living CFTR knockout mouse model constructed by Durie et al., the
animals have symptoms similar to those found in the human form of cystic fibrosis,
such as lung interstitial thickening and fibrosis, liver disease with hepatosteatosis,
pancreatic acinar atrophy, and adherent fibrillar material in ileal lumen and crypts.
These animals could be used for testing drugs and therapies for their safety and
efficacy in CF patients [12]. Another example, in lung is the work that described the
importance of surfactant protein-D (SP-D), which also used SP-D knockout mice
model. In those animals, delayed clearance of Pneumocystis carinii infection,
increased lung inflammation, and altered metabolism of nitric oxide were observed
[13]. These are some examples of how powerful molecular biology knowledge can
be and how much it can add to understanding lung physiology and the origin of
diseases in other organs.

Gene transfection

Another common instrument to study gene function is cloning, which allows the
expression of a gene product outside the genome. Cloning begins with the insertion
of a gene in small circular molecules of DNA called plasmids, which are found in
bacteria and are separate from the bacterial chromosome. Plasmids usually carry
only one or a few genes, have a single origin of replication, and are used as vectors
to deliver the studied gene. Other vectors, such as cosmids or retroviruses, can be
used for the same purpose. Plasmids are a very interesting tool due to their ability
to be overexpressed in bacteria and transfected into cells lines in vitro or into
organisms in vivo, permitting the expression of foreign genes. Wild-type CFTR and
CFTR genes containing mutations frequently found in CF patients (DF508, G551D,
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R334W, R347P, A455E) were transfected into IB3 cells (a human bronchial epithelial
cell line derived from a CF patient) and into Xenopus oocytes. Expression of the
wild-type and foreign genes allowed the characteristics of the mutated chloride
channels to be compared with those of wild-type CFTR using electrophysiological
methods [14, 15].

Polymerase chain reaction

The polymerase chain reaction (PCR) revolutionised molecular biology and greatly
facilitated the study of DNA. A pair of oligonucleotides, called primers, each one
complementary to a strand of DNA and comprising a known portion of DNA, are
incubated with the DNA samples of interest, free nucleotides, and DNA polymerase
in a thermal cycler. Repeated cycles of 1 min or less at 94°C denatures the DNA
strands, while a temperature in the range of 50–60°C is used for primer annealing,
and extension of the new formed strands by DNA polymerase is carried out at 72°C.
PCR results in the exponential amplification of the known portion of the DNA. The
technique made it possible to amplify genes specifically and to use the amplified
samples for sequencing, and further research, including of genetic disorders. The
amplified PCR products can also be inserted into vectors, such as plasmids, for
cloning, sequencing, or gene targeting. PCR is very useful in the detection of
mutations and of infectious agents, such as human cytomegalovirus (HCMV), in
different diseases. For example, low levels of HCMV were identified in idiopathic
interstitial pneumonia, which occurred after allogenic bone marrow transplanta-
tion [16].

Currently, research advances have produced real-time PCR, which uses fluore-
scently labelled primers or nucleotides that, once incorporated into the new strand,
release their fluorescence. This allows the amplification to be followed cycle by
cycle, and is a more accurate technique. The diagnostic application of this tech-
nique has brought about the rapid identification of organisms of clinical and
epidemiological importance. Streptococcus pneumoniae, the leading cause of com-
munity-acquired pneumonia, is a lung infectious agent that can be specifically and
rapidly identified using real-time fluorescence PCR [17].

Ribonucleic acid

Besides DNA, other molecules can be studied in order to understand the molecular
basis of life. mRNA differs from DNA mainly in its structure and composition: (a)
a single-stranded polymer of ribonucleic acids, instead of deoxyribonucleic acids;
(b) uracil instead of thymine. mRNA levels reflect cellular gene expression patterns,
which allows the different expression characteristics of a cell, tissue, or organism
under different conditions to be analysed. Such studies yield insight into the events
taking place at the molecular level that are responsible for generating a specific
phenotype.
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Reverse transcription followed by PCR

Reverse transcription followed by PCR (RT-PCR) is the most frequently used tool
to study mRNA expression. Basically, in order to carry out PCR, mRNA needs to
be converted into a DNA strand. The addition to the reaction of reverse transcrip-
tase, which is a retroviral DNA polymerase capable of using RNA templates, results
in the transformation mRNA into complementary single-stranded DNA (cDNA).
The mRNA is primed with oligonucleotide dTs (oligo-dTs) that bind to the poly-A
tail (only present in mRNA). cDNAs can subsequently be used in PCRs with specific
primers of the studied gene to amplify the mRNA of interest.

RT-PCR can, in fact, indirectly identify the expression of specific genes, as was
the case for verifying placental growth factor (PGF) expression in small-cell lung
cancers (SCLC) and non-small-cell lung cancers (NSCLC). PGF gene expression
was identified in these cell lines and was higher in SCLC than in NSCLC cell lines
[18], demonstrating the medical importance of this gene as a tumour marker.

Other molecules can also signal the presence of lung disease. In the airway
epithelia of CF patients, an increase in IL-8 mRNA expression, early in the disease,
was demonstrated using real time RT-PCR, showing the importance of this method
as a diagnostic instrument [19].

RNase protection assay

Another important technique to quantify RNA is the RNase protection assay
(RPA), which consists of the in vitro transcription of radiolabelled antisense RNA
probe complementary to the mRNA of interest. The reaction consists of free
nucleotides, including labeled UTP or CTP, RNA polymerase, and a plasmid
carrying the template DNA fragment needed to synthesise the RNA probe. After
purification of the newly generated antisense RNA probes, they are incubated with
the RNA samples for 12–16 h, during which time complementary RNA anneals to
the probe. Subsequently, the samples are digested with RNase, which cleaves
single-stranded molecules, while target mRNA is protected from degradation by
probe annealing. The nondigested samples are separated by denaturating urea gel
electrophoresis and exposed to autoradiographic films, where the intensity of the
signal from the labeled probe will be relative to the quantities of target mRNA. This
technique was used by Murray et al. to elucidate the role of the CLC-2 chloride
channel in lung embryology. The gene was shown to be highly expressed in foetal
lung and down-regulated after birth [20].

RNA interference

A very recent technique used to study the role of gene expression is RNA interfe-
rence (RNAi), which allows the silencing of specific genes. RNAi consists of the
cellular delivery of long double-stranded RNAs (dsRNAs ~200 nt) that are pro-
cessed into small interfering RNAs (siRNAs), 20–25 nucleotides long, by an enzyme
called DICER (RNase III-like enzyme). The siRNAs are assembled into complexes
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called RNA-induced silencing complexes (RISCs), which are responsible for the
cleavage of complementary mRNA molecules. Since the presence within cells of
long dsRNA initiates a potent antiviral response, which leads to the inhibition of
protein synthesis and RNA degradation, siRNAs are now introduced directly into
cells. Antisense oligonucleotides are commonly used to anneal to their comple-
mentary mRNAs. This causes degradation of the complex, and thus silencing of
the target gene. This technique can be adjusted for gene therapy in the lung. For
example, it was already shown that ZEB1 (a transcription repressor) suppression
by RNAi leads to E-cadherin induction in different lung cancer cell lines. The loss
of E-cadherin is associated with cancer de-differentiation, invasion, and metasta-
sis [21].

DNA arrays

Most experiments in molecular biology involve the analysis of one gene in one
experiment. A recent technique, called DNA array, uses chips to screen a biological
sample for the presence of many genetic sequences at once. The principle of this
tool is simple base-pairing or hybridisation. Arrays simultaneously show interac-
tions among thousands of genes, and allow researchers to identify specific sequen-
ces (for example, genes) or to determine the expression levels of genes.

The construction of a DNA array consists, first, of immobilisation of known
DNA onto a solid surface, such as glass or nylon substrates, using automated
spotting. Arrays are used to detect the presence of mRNAs transcribed from
different genes. cDNA labeled with fluorescent tags pairs to the spot at which the
complementary DNA is affixed. The spot can then be visualised, indicating that
cells in the sample had recently transcribed a gene that contained the probed
sequence. The intensity of the fluorescence depends on how many copies of a
particular mRNA were present in the sample, and thus roughly indicates the
expression level of that gene. Arrays also show which genes in the genome are active
in a particular cell type under a particular condition. Two cDNA samples tagged
with different fluorochromes can reveal which genes were transcribed in two
different situations.

DNA array has been very important in the detection of different expression
patterns in many situations and in the identification of mutations. In a study by
Sougakoff et al., various rpoB (associated with antibiotic resistance) gene mutations
were detected in clinical isolates of Mycobacterium tuberculosis conferring rifam-
picim resistance [22]. Another important aspect of DNA array is that it can be used
to widely screen for expression of a certain gene, as observed in a gene expression
study in the small intestine of CF mice. The results of the DNA array analysis
revealed up-regulation of innate immune response genes and down-regulation of
transport and lipid metabolism genes [23].
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Protein

mRNA levels do not always directly reflect the translation activity of a cell, since
processing can lead to a minor quantity of translated protein, even with initially
high levels of mRNA. That is why it is necessary to also study the protein products
of genes.

Western blotting

Many techniques have been developed to study protein expression, the most
common being Western blotting, which is an adaptation of one of the first approa-
ches to studying DNA and RNA, i.e. Southern and Northern blotting, respectively.
Western blotting involves the separation of sample proteins by size on a polyacry-
lamide gel and then transferring those proteins to a nitrocellulose membrane,
which is then incubated with a primary antibody against the target protein and a
secondary antibody that recognises the primary antibody and is conjugated to a
detection molecule, for example alkaline phosphatase or peroxidase. This tech-
nique allows researchers to detect specific proteins in different tissues or cells,
and/or evaluate protein expression under a variety of conditions.

Western blots have proven to be a useful tool in establishing or excluding the
diagnosis of bacterial or fungal pneumonia. Expression of the soluble protein
TREM-1 by phagocytes is specifically up-regulated by microbial products [24];
thus, the presence of soluble TREM-1 protein (triggering receptor expressed in
myeloid cells) in bronchoalveolar lavage fluid, especially from patients receiving
mechanical ventilation, may be an indicator of pneumonia.

Immunolocalisation

Fixation of tissues or of a cell monolayer allows the in situ localisation of proteins,
and their traffic in the cytoplasm or inside organelles. This approach provides an
accurate picture of what is happening inside the cell. Immunohistochemistry (for
tissues analysis) and immunocytochemistry (for cells analyses) involve incubating
cryostat or paraffin sections of tissue or cells with primary antibodies raised against
the target proteins and then with a second antibody conjugated to flourophores or
enzymes, such as peroxidase or alkaline phosphatase. The primary antibody can
be conjugated to the detection molecules as well.

Diagnosis can be facilitated by immunohistochemistry, since it shows protein
markers in their exact location throughout the tissue, as was the case in distin-
guishing between mesothelioma and renal cell carcinoma [25]. Studies using these
techniques have also increased our understanding of the physiology of lung disease.
Lauredo et al. found that monocytes, neutrophils and alveolar macrophages con-
tribute to increasing the activity of lung tissue kallikrein (TK), which is a serine
protease important in the pathophysiology of asthma, and responsible for the
generation of kallidin and bradykinin, mediators that contribute to airway hyper-
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responsiveness. Identification of the cell types responsible for the production of
TK in the airways could be important in elucidating the mechanisms of inflamma-
tion that contribute to the pathophysiology of asthma, and may help in the deve-
lopment of new therapies to control the disease [26].

Protein array

A recently developed technique in protein detection is protein array, which allows
the detection of target proteins, monitoring of their expression levels, and analysis
of their interactions and functions. Together with DNA array, efficient and sensitive
high-throughput protein analysis is possible, based on the ability to carry out a
large number of determinations in parallel using automated means. Protein array
is central to proteomics technology, since the human proteome is much more
complex than the genome, considering that many proteins can be derived from the
same gene by alternative gene splicing, and that proteins can undergo posttransla-
tional modifications.

Protein array consists of assay systems using proteins immobilised on surfaces
such as glass and membranes. Binding reagents, which may be antibodies, proteins,
or nucleic acids, are incubated with chips to reveal affinity spots. Proteins other
than the specific binders can be used for in vitro functional interaction screenings
between two proteins, protein and DNA, protein and drugs, etc. The software for
data analysis, as well as the hardware and detection system, can be easily adapted
from that used for analysing DNA arrays. With this technology, the expression of
several proteins and a large number of samples from different source can be
evaluated at the same time, avoiding the time-consuming limitations of individual
analysis.

Many diagnoses are made using blood or urine samples and immunoassays
such as ELISA (enzyme-linked immunosorbent assay), which is capable of iden-
tifying proteins in complex protein samples by using antibodies specific to the
target protein. This kind of diagnosis can be done, for example, for HIV, pregnancy
(chorionic gonadotrophin), or even pulmonary tuberculosis [27]. It is expected that
microarray ELISA-style assays will accelerate immunodiagnostics significantly.

Regarding lung physiology, there have been very few studies using protein
array, since this technique is very recent. Nonetheless, Chen et al. used protein array
to identify proteins associated with the survival of patients with lung adenocarci-
noma. Morphologic assessment of lung tumours is informative but insufficient to
adequately predict patient outcome. These studies identified new prognostic bio-
markers and indicated that protein expression profiles can predict the outcome of
patients with early-stage lung cancer [28].

Gene therapy

The most promising application of molecular biology is gene therapy, in which
defective genes responsible for disease development are corrected or compensated
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for. The most common approach is the insertion of a normal gene into a nonspecific
location within the genome to replace a nonfunctional gene, but there are other
approaches, such as exchanging the abnormal gene for a normal one by homolo-
gous recombination, repairing the abnormal gene by selective reverse mutation, or
even altering the regulation (degree of transcription) of certain genes. The vectors
used to deliver the gene targeted for insertion into the patients’ cells also vary. The
most commonly used vectors are viruses, which have developed a way of encapsu-
lating their genes and delivering them to human cells, often with pathologic
consequences. By manipulating the viral genome, scientists can remove disease-
causing genes and insert therapeutic genes. Many strains of viruses can be used in
gene therapy: retroviruses, e.g. HIV, can create double-stranded DNA copies of
their RNA genomes that are subsequently integrated into the chromosomes of host
cells [29]. Adenoviruses have double-stranded DNA genomes [30] and cause
respiratory, intestinal, and eye infections in humans. Adeno-associated viruses are
small, single-stranded DNA viruses that can insert their genetic material at a
specific site on chromosome 19 [31]. Herpes simplex viruses are double-stranded
DNA viruses that mainly infect neurons [32]. The major problem in using viruses
is that they present a variety of potential problems to the patient, like toxicity and
immune and inflammatory responses [33]. In addition, there is always the fear that
the viral vector, once inside the patient, will recover its ability to cause disease.
Thus, as an alternative to virus-mediated gene-delivery systems, several non-viral
vectors have been developed. The simplest method of vector delivery is the direct
introduction of therapeutic DNA into target cells [34], or insertion of oligonucleo-
tide complexes capable of correcting the abnormal gene into cells containing
deletion mutations, thereby restoring the normal cell genotype [35]. In addition, it
is also possible to create artificial lipid spheres, with an aqueous core [36], that
carried the therapeutic DNA (liposome/DNA complex) and is capable of passing
the DNA through the target cell membrane. Despite being less immunogenic
vectors, liposome/DNA complexes have a low-level correction component and
their survival in the cells is extremely transient.

Besides the immune system barrier, there are also physical barriers that influ-
ence the effectiveness of gene therapy. For instance, the normal human airway
surface reduces liposomal/DNA-complex-mediated gene delivery more than 25-
fold [37], while thick inflammatory secretions from CF patients block and/or
inactivate the transduction of recombinant adenoviruses (rAV), liposome/DNA
complexes [37–39], and recombinant adeno-associated virus (rAAV) in cells in vitro
[40]. Gene therapy also has other limitations, such as: a) the short lived nature of the
therapeutic effect, because integrating therapeutic DNA into the genome together
with the rapidly dividing nature of many cells prevent gene therapy from achieving
any long-term benefits; b) multigene disorders, since some of the most commonly
occurring disorders, such as heart disease, high blood pressure, Alzheimer’s disease,
arthritis, and diabetes, are caused by the combined effects of variations in many
genes, making the respective diseases especially difficult to treat effectively using
gene therapy.

Among lung genetic disorders, CF has been one of the most extensively studied
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regarding the success of gene therapy. Clinical trials started in 1993, using rAV
delivered to the nasal epithelium of CF patients. The transduced gene partially
corrected transient chloride transport defects [41], but other authors found that
rAV-mediated delivery of CFTR to the nasal epithelium of CF patients failed to
produce functional correction [42]. Adenoviral-mediated delivery to the airways
seems to result in low-level gene transfer (~1%), while high doses are associated
with inflammatory responses to rAV [33, 43, 44]. Liposome/DNA complex vectors
have also been tested in CF patients, and the first clinical trial demonstrated 20%
restoration of transepithelial potential difference (PD) [45]. However, four of eight
patients developed reactions such as fever, myalgias and anthralgia, which were
associated with increased IL-6 expression [46].

rAAV type-2, delivered by aerosol administration, lacked toxicity. Vector ge-
nomes were quantified at 0.6 and 1 copy per cell at 14 and 30 days, respectively.
Despite these promising results, no vector-derived mRNA could be detected at any
time point [47], similar to previous in vitro studies of human airway epithelium
[48]. More recent clinical trials revealed advances in the tolerance to rAAV-2-me-
diated CFTR gene therapy and improvement in the pulmonary function of patients
with CF [49].

Conclusions

As discussed in this article, molecular biology has already played a major role in
several fields of medicine, such as disease characterisation, identification, and
diagnosis. Advances in gene therapy suggest that the molecular biology provides
information that can radically change medical treatment of genetic disorders. The
improvements that studies of the molecular basis of life can bring to medical
science are enormous, which justifies that these two areas of science continue to
interact closely in order to improve the quality of life.
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Autologous bone marrow cells transplantation in
ischaemic cardiomyopathy: initial clinical results

S. ALMEIDA DE OLIVEIRA, L. HENRIQUE, W. GOWDAK, J.E. KRIEGER

During the past few years, tremendous advances have been made in surgical and
interventional revascularisation in the treatment of atherosclerotic coronary artery
disease (CAD). Additionally, life-style modifications and new pharmacological
agents have been added to the therapeutic arsenal to relieve patients from angina
pectoris. Still, there is an increasing number of patients with CAD whose symptoms
are unresponsive to conventional medical therapy and revascularisation proce-
dures, a condition frequently referred to as refractory angina [1]. The severity and
extent of the disease preclude complete myocardial revascularisation. Instead,
affected patients undergo ‘incomplete’ coronary artery bypass grafting (CABG), in
which one or more diseased vessels are left without being grafted. Although there
is usually improvement in the symptoms for variable periods of time after surgery,
many patients continue to experience angina in their daily activities, thus rendering
this approach only partially effective. Alternative therapies for refractory angina
include transcutaneous electrical nerve stimulation [2], enhanced external coun-
terpulsation [3], and transmyocardial laser revascularisation [4]. In the last decade,
gene therapy for ischaemic vascular disease has slowly made its way to the clinical
stage, with promising results [5].

Cell therapy represents a novel therapeutic strategy for treating cardiac diseases
including ischaemic heart disease (IHD) and heart failure. As our understanding
of the biology of stem cells grows, new opportunities for tissue repair are being
created. It is widely accepted now that bone-marrow-derived cells functionally play
a role in the induction of angiogenesis in different conditions, such as wound
healing and limb ischaemia [6, 7], postmyocardial infarction [8, 9], and endothe-
lialisation of vascular grafts [10]. Results from animal models of IHD have shown
that pluripotent stem cells have the potential to differentiate in both contractile
tissue and blood vessels in ischaemic tissues [11, 12]. Early reports of improvement
in myocardial perfusion and segmental contractility in acute [13] and chronic [14]
IHD in small series of patients have initially established the safety and feasibility
of transplantation of bone marrow cells (BMC) for treating IHD.

This study was designed to test the hypothesis that intramyocardial injection
of autologous BMC combined with CABG for treating severe IHD is safe and
well-tolerated, and may help to increase perfusion as well as the number of viable
cells in the ischaemic myocardium of patients undergoing ‘incomplete’ myocardial
revascularisation for diffuse CAD.
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Methods

This prospective, nonrandomised, open-label, phase I clinical study was approved
by the Institutional Ethics Committee (Heart Institute, InCor, University of São
Paulo Medical School, São Paulo, Brazil) and was conducted in accordance with the
federal guidelines of the Brazilian National Research Ethics Council.

Patient selection

From August 2002 to July 2003, ten patients were enrolled after providing written
informed consent. Patients had to meet all of the following criteria for enrolment:
(1) age between 18 and 80 years; (2) presence of limiting angina (class III–IV as
defined by the CCS [15]) despite maximally tolerated medical therapy; (3) multi-
vessel CAD as assessed by angiography; (4) not to be an optimal candidate for a
complete CABG due to the extent and severity of the obstructive lesions, as assessed
by an expert panel; (5) to have at least one non-bypassable coronary artery asso-
ciated with an area of viable ischaemic myocardium. Patients were excluded if any
of the following criteria was met: (1) the presence of any medical condition asso-
ciated with a life expectancy below 1 year; (2) past or current history of neoplasia;
(3) no objective evidence of myocardial ischaemia even in the presence of severe
CAD; (4) primary haematological disease; (5) associated cardiomyopathy of other
aetiologies. Table 1 shows the selected population demographics.

Table 1. Patient population demographics

Patients (n = 10)

Age (years) 59 ± 6
Males (n) 8
Diabetes (n) 6
Hypertension (n) 9
Hypercholesterolemia (n) 6
Smoking (n) 3
Previous myocardial infarction (n) 10
Previous percutaneous coronary intervention (n) 1
Previous CABG (n) 0

Study protocol

At baseline and 30 and 90 days after surgery, all patients were subjected to a clinical
evaluation (history/physical), laboratory tests (biochemical/haematological), res-
ting and 24-h ambulatory ECG, and dobutamine stress echocardiography; myocar-
dial perfusion was assessed (at rest and after pharmacological vasodilatation) with
201Tl scintigraphy with single photon emission computed tomography (SPECT),
and magnetic resonance imaging (MRI).
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Dobutamine stress echocardiography

Dobutamine stress echocardiography was carried out as previously described [16],
with an infusion of intravenous atropine at intermediate doses of dobutamine
(20 mg kg-1 min-1). Tests were administered and reviewed by the same blinded
observer. A 16-segment left ventricular (LV) wall motion model was used; images
were displayed side-by-side in a quad-screen format to compare resting, low-dose
dobutamine, peak, and recovery stages. Commercial equipment (Hewlett Packard
5500, equipped with 2.5- and 3.5-MHz transducers, Andover, MA, USA) was em-
ployed and all echocardiograms were recorded on standard VHS tape for ‘off-line’
analysis. Wall motion was assessed by visual interpretation for each myocardial
segment and scored as described elsewhere [17].

201Tl scintigraphy (gated SPECT)

At baseline and at 30 days after surgery, dipyridamole stress and SPECT imaging
were carried out using the same protocol. Studies were read by two blinded
observers. After the patient had fasted for 3 h, approximately 111 MBq of 201Tl were
injected at peak pharmacological stress with dipyridamole. Stress SPECT images
were acquired within 10 min, and redistribution images were obtained 3–4 h later.
After reinjection of 55 MBq of 201Tl at rest, images were acquired 12 h later.

SPECT studies were acquired with the use of a dual-head camera (Adac Vertex-
Plus, Phillips Medical Systems, Andover, MA, USA), with rectangular detectors,
equipped with a low-energy general purpose collimators (Rembrandt Low Energy
Vertex General Purpose, Phillips Medical Systems). Images were acquired using a
64 × 64 matrix, 32 projections, and 180° circumferential orbit from right anterior
to left-posterior oblique views for classical orthogonal tomography slice construc-
tion.

For assessment of segmental wall motion, gated perfusion images were dis-
played in cine mode, and a qualitative wall motion score was attributed. In addition,
left ventricular ejection fraction (LVEF) was estimated by automatic processing
with Quantitative Gated SPECT (QGS) software.

Magnetic resonance imaging

All patients were subjected to MRI using a 1.5 T GE CV/i System (GE Medical
Systems, Waukesha, WI, USA). Patients were placed in the supine position, with a
surface phased array (four elements) cardiac coil applied at the left thoracic wall
(two posterior and two anterior elements). ECG triggering was obtained by four
leads placed at the left anterior thoracic wall. Eight to ten short-axis slices, enough
to cover the entire LV from apex to base, and four long-axis slices were acquired.
Three pulse sequences were used for data acquisition. A gradient-echo in steady-state
acquisition (FIESTA, fast imaging employing steady-state acquisition) was done for
LV function evaluation. End-diastolic volume and systolic volumes and LVEF were
calculated on the FIESTA images using Simpson’s rule on short-axis cine images.
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A fast-gradient-echo-EPI pulse sequence was used to assess myocardial perfu-
sion during stress with dipyridamole and at rest, after injection of gadolinium
(0.05 mM kg-1). A gradient-echo with an inversion-recovery preparatory pulse was
used to determine myocardial delayed enhancement, 10–20 min after bolus injec-
tion of 0.2 mM gadolinium kg-1. For comparison, short and long-axis slices were
acquired precisely at the same locations by both pulse sequences.

Preparation of BMC

After induction of anaesthesia and immediately prior to surgery, 100 ml of bone
marrow from the patient’s right posterior iliac crest were aspirated and heparini-
sed. Mononuclear cells were isolated by density gradient centrifugation on Ficoll-
Paque Plus (Amersham Biosciences, Piscataway, NJ, USA). These cells were washed
with heparinised saline, resuspended in 5 ml normal saline, and placed in five 1-ml
syringes ready for injection. A 1-ml sample of the cell suspension was used for cell
counting and sorting by flow cytometry using leukocyte differentiation markers.
Trypan blue exclusion test showed viability to be more than 90% in the cell
suspension.

The BMC suspension was treated with human IgG polyclonal antibody and incu-
bated with the following monoclonal antibodies conjugated with fluorescein
isothiocyanate (Pharmigen, San Diego, CA, USA), phycoerythrin (PE), PerCP or
CyChrome: anti-CD19 (clone HD-37) as a pan-B cell marker (Pharmigen); anti-CD10
(clone HI10a), CALLA marker (Becton Dickson, BD, USA); anti-CD4 (clone MT310) as
a T-helper cell marker (Pharmigen); anti-CD8 (clone DK25) as a T-supressor cell
marker (Pharmigen); anti-CD3 (clone HI3a) as a pan-T-cell marker (Pharmigen);
anti-CD56 (clone BI59) as a NK-cell marker (Pharmigen); anti-CD13 (clone WM-47)
as a myeloid cell marker (DAKO); anti-CD15 (clone BI59) as a myeloid cell marker
(Pharmigen); anti-CD14 (clone TUK-4) as a monocyte marker (Pharmigen); anti-
CD45 (clone 2D1) as a pan-leukocyte marker (BD); anti-CD34 (clone HPCA-2) as a
haematopoietic progenitor marker (BD); and anti-CD38 (clone HB27) as an activa-
ted lymphocyte and plasma cell marker (BD). Erythrocytes were lysed after staining
with Becton Dickinson lysis buffer according to the manufacturer’s instructions.
Data acquisition and analyses were done on a three-colour immunofluorescent
fluorescent-activated cell sorter (FACS SCAN) with CellQuest 3.1 software (BD).

Coronary artery bypass grafting and injection of BMC

CABG was done during cardiopulmonary bypass and warm blood cardioplegic
arrest. Once all bypasses had been completed, the BMC were implanted into the
myocardial tissue. Approximately 25 samples of cell suspension (0.2ml each) were
injected into the ischaemic non-bypassable area of myocardium using a 22-gauge
hypodermic needle. After the injections were done, the heart was reperfused, and
the operation completed as usual. Patients were transferred to and stayed at the
Cardiac Surgery Recovery Unit for 1 ± 1 day.
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Statistical analysis

Results are shown as mean ± standard deviation. The paired Student’s t test was
used for comparisons between time points (before and 30 days after surgery).
Statistical significance was set at P <0.05.

Results

Procedural data

The total procedural time for the operation and intramyocardial injection was 5 h
and 30 min ± 30min and the ‘on-pump’ time was 64 ± 5 min. Patients received an
average of 2.6 ± 0.2 grafts and were injected with approximately 13 ± 2 × 107 cells.
Selected cell populations are shown in Table 2. Injected segments included the
inferior (n = 7), anterior (n = 2), septal (n = 1), apical (n = 1), and lateral (n = 1)
walls. Note that two patients were injected in two different myocardial segments,
so that 12 segments were injected in ten patients.

Table 2. Selected cell population (%) after flow cytometry

CD14+ CD38+CD34+ CD38—CD34+ CD34+
4.87 ± 0.50 1.41 ± 0.19 0.19 ± 0.05 1.30 ± 0.13

In-hospital morbidity and mortality: clinical follow-up

All patients survived the procedure. Complications not related to the intramyocar-
dial injection included pulmonary infection (n = 2) and acute decompensation of
heart failure (n = 1). Those complications were managed clinically and resolved
within a few days. No significant abnormalities were seen in biochemical/haema-
tological tests. No changes in hepatic or renal function were observed. Mean
in-hospital period was 11 ± 2 days. During the first month of follow-up, all patients
remained free of angina.

Cardiac arrhythmias

The mean heart rate significantly increased from 69 ± 3 bpm in the baseline to
78 ± 4 bpm 30 days after surgery (P 0.02), which is a frequent finding in patients
after cardiac surgery. However, there was no increase in the number of supraven-
tricular (6 ± 4/h vs 5 ± 2/h; P = ns) or ventricular (6 ± 5/h vs 8 ± 3/h; P = ns) pre-
mature beats. No patient presented life-threatening arrhythmias, such as sustained
ventricular tachycardia.
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Transthoracic stress-echocardiogram

No structural abnormalities were seen on 2D Doppler echocardiograms at any time
point after the procedure. As expected, LV function analysis showed that, compa-
red to baseline, there was a significant decrease in the mean LV end-diastolic
diameter (B = 52.6 ± 1.8 vs 30D = 50.5 ± 1.4 mm vs 90D = 47.3 ± 1.3 mm; P < 0.0001)
and in the mean end-diastolic volume (B = 150.3 ± 16.6 vs 30D = 131.7 ± 11.1 vs
90D = 107.3 ± 8.6 ml; P <0.0001). Overall, there was a significant increase in the
mean LVEF (B =0.53 ± 0.05 vs 30D = 0.60 ± 0.04 vs 90D = 0.61 ± 0.04; P < 0.0001).
The ischaemic score as assessed by stress-echo significantly decreased in all pa-
tients from an average of 1.7 ± 0.12 at baseline to 1.43 ± 0.07 after 30 days.

201Tl scintigraphy

At baseline, myocardial perfusion defects were seen in 31 segments by 201Tl scinti-
graphy, including the 12 segments injected with BMC. Overall, a comparison of the
results at 30 days with the baseline values showed that perfusional defects were
improved in 16 (52%), normalised in eight (26%) and unchanged in seven (22%)
myocardial segments. Specifically, in the 12 injected segments, there was either
improvement (n = 6; 50%) or normalisation (n = 3; 25%) of perfusional defects
compared to baseline. In three (25%) of the injected segments, there was no
evidence of improvement in myocardial perfusion.

Magnetic resonance imaging

As expected after CABG, the LV ischaemic score significantly decreased from
0.64 ± 0.14 (baseline) to 0.15 ± 0.08 (30 days) to 0.22 ± 0.09 (90 days) (P = 0.0013)
(Fig. 1a). More interestingly, the ischaemic score of the injected area also signifi-
cantly decreased from 1.16 ± 0.17 (baseline) to 0.29 ± 0.21 (30 days) to 0.42 ± 0.25
(90 days) (P = 0.0001) (Fig. 1b). No structural abnormalities were seen on MRI after
the procedure.

Discussion

The results of the present study show the feasibility and safety of intramyocardial
injection of autologous BMC combined with CABG in patients suffering from
diffuse CAD who were not optimal candidates for complete surgical myocardial
revascularisation.

The majority of patients with mild to moderate angina can be treated adequately
with anti-anginal medications [18]. However, as life expectancy increases and the
mortality rate due to acute coronary syndromes decreases, there is a growing
population of patients with CAD for whom medical therapy is only partially
effective. Many of them have already undergone multiple percutaneous coronary
interventions (PCIs) or previous surgical revascularisation and hence are not ‘ideal’
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candidates for additional procedures. It is clear that new therapeutic strategies
must be sought to treat those patients.

In chronic IHD, privation of oxygen and nutrients to myocytes might be an
important factor in the death of otherwise viable myocardium, which could lead to
cell replacement by fibrous tissue deposition and further impairment of LV func-
tion. Neoangiogenesis, a multifactorial process involving complex interactions
between inflammatory cells, cytokines, and many extracellular matrix proteins, is
a crucial step in preserving cardiomyocytes from death [19]. Usually, when exten-
sive myocardial ischaemic injury occurs, the contribution of neoangiogenesis to
the ischaemic capillary network is insufficient to keep pace with the tissue demands

Fig. 1. Total (A) and regional (B) left ventricular (LV) ischaemic score as assessed by MRI at
baseline, 30 days, and 90 days after injection of BMC
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and, therefore, normal contractility of ischaemic but viable myocardium cannot be
sustained [20].

Experimental evidence suggests that bone-marrow-derived elements have the
potential to induce therapeutic angiogenesis of ischaemic tissues [21]. It has been
shown that, after vascular injury, endothelial progenitor cells are naturally mobi-
lised from the bone marrow to the circulation, along with haematopoietic stem cells
and haematopoietic progenitor cells. The physiological role of co-recruitment of
haematopoietic stem and progenitor cells in the formation of long-lasting functio-
nal neovessels remains to be determined [22].

Based on the initial reports of successful transplantation of progenitor cells in
patients with acute or chronic coronary artery disease [12–14], we conducted this
phase-1, open-label, nonrandomised trial and were able to show that intramyocar-
dial injection of autologous BMC combined with CABG is feasible, safe and well-
tolerated. Moreover, there is preliminary evidence that significant improvement in
perfusion and contractility occurred in the injected myocardial segments.

Regarding the safety issues of the protocol within the first 30 days, we observed
no deaths or other major complications related to the procedure. The duration of
surgery, ‘on-pump’ time, and hospitalisation were not increased compared to
isolated CABG. There was a small but significant increase in heart rate 30 days after
surgery compared to baseline. This is not unusual after cardiac surgery and may
reflect sympathetic hyperactivity related to incisional pain, anxiety, anaemia, or
even mild pericarditis. There was no detectable increase in the number of ectopic
beats, either supraventricular or ventricular. No life-threatening arrhythmias were
detected. In the clinical follow-up, all patients remained free of angina. Cardiac
imaging showed neither evidence of scar tissue formation in the injection sites nor
structural abnormalities related to the procedure, such as pericardial effusion.

Although this was basically a safety study, we also collected functional data
especially regarding myocardial perfusion and contractility. Analysis of echocar-
diogram showed that, following the procedure, there was a significant decrease in
the mean LV end-diastolic diameter and volume, with a corresponding significant
increase in the mean LVEF. The overall improvement in LV function reflects the
recovery of ischaemic viable (hibernating) myocardium normally seen after CABG.
Corroborating that, there was a significant decrease in the mean LV ischaemic score
as assessed by stress-echo. Therefore, as perfusion in ischaemic viable myocardium
is restored, myocardial function improves.

Cardiac scintigraphy showed that there was an overall improvement or norma-
lisation of perfusional defects in the majority (78%) of the segments analysed after
CABG. Specifically, in the injected and non-revascularised myocardial segments,
there was a similar pattern of either improvement or normalisation (75%) seen
30 days after the procedure.

Additionally, MRI showed a significant decrease in the LV ischaemic score after
the procedure, similar to what was seen with echo. Interestingly, the ischaemic score
in the injected and non-revascularised areas also significantly decreased. Taken
together, these data suggest that there was improvement in myocardial perfusion in
the injected but non-grafted areas. Even though an indirect effect for this improve-
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ment from the grafts placed in the adjacent areas cannot be ruled out, it is tempting
to speculate that the transplanted cells may have contributed to this response.

Angiogenesis may be the main mechanism by which myocardial perfusion was
improved in the injected areas. In this study, we purposefully injected BMC in areas
of myocardium defined as hibernating, in which restoration of myocardial function
is possible once ischaemia is reverted. The presence of a sustained ischaemic
background may play an important role in cell engraftment (homing) necessary
for the therapeutic effect of any cell-based strategy [23]. Currently, we can only
speculate that angiogenesis is the result not only of transdifferentiation of tran-
splanted cells [24] but also the action of cytokines and growth factors [25]. In this
regard, an additional contribution to myocardial perfusion and cell survival in
injected sites could have arisen from the distant grafted coronary arteries, in which
blood flow was restored. Finally, an inflammatory response caused by the in-
tramyocardial injections per se could have stimulated the release of angiogenic
factors that ultimately led to blood vessel growth. Identification of the specific
mechanisms underlying the improvement in myocardial perfusion observed in the
study patients was beyond the scope of this study. An alternative or additional
explanation for improvement in contractility could be differentiation of the in-
jected cells into cardiomyocytes. Further studies are obviously needed to answer
this question.

Recently, a work by Kocher et al. [9] showed that bone marrow from adult
humans contains endothelial precursors with phenotypic and functional charac-
teristics of embryonic haemangioblasts, and that these can be used to directly
induce new blood vessel formation in the infarct bed (vasculogenesis) as well as
proliferation of preexisting vasculature (angiogenesis) after experimental in-
farction. Neoangiogenesis resulted in decreased apoptosis of hypertrophied
myocytes in the peri-infarct region, long-term salvage and survival of viable myo-
cardium, reduction in collagen deposition, and sustained improvement in cardiac
function. Similarly, Orlic et al. [8] demonstrated that locally delivered BMC can
lead to myocyte and vasculature proliferation, thus generating de novo myocar-
dium and ameliorating the outcome of CAD.

In a study similar to ours, Stamm et al. [26] injected BMC into the infarct border
zone in six patients who had experienced myocardial infarction and undergone
CABG. Their work showed that, 3–9 months after surgery, LV function was enhan-
ced in four patients, and infarct tissue perfusion had improved strikingly in five
patients.

The major limitations of our study include the small number of patients
enrolled, the short period of follow-up, and the study protocol itself, which was
designed for safety and did not allow any definite conclusion about the efficacy of
cell transplantation, although there was evidence for myocardial perfusion im-
provement in injected segments.

The effectiveness of cell transplantation in improving myocardial perfusion and
contractility in patients with advanced CAD is a question to be addressed in
controlled studies with a larger series of patients and longer follow-up. The initial
reports of successful and safe transplantation of stem and progenitor cells are
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encouraging, and further efforts to develop this alternative therapeutic approach
are merited. We are now conducting a prospective, randomised, double-blind,
placebo-controlled trial in a large number of patients (60 patients). This study will
permit more detailed observations about the efficiency of BMC transplantation into
the ischaemic myocardium.
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Haemorrhagic shock

J. BOLDT

Bleeding resulting in (severe) hypovolaemia is often present in surgical, trauma,
and intensive care patients. Adequate volume restoration in this situation appears
to be essential to stave off noncompensatory, irreversible shock and subsequently
to avoid development of multiple organ dysfunction syndrome (MODS). In a
prospective review of more than 100 consecutive patients who died in hospital after
admission for treatment of injuries, the most common defects in patient manage-
ment were related to inadequate volume resuscitation [1]. Thus, vigorous optimi-
sation of the circulation is a prerequisite in managing these patients. This ma-
noeuvre is aimed at guaranteeing stable macro- and microhaemodynamics while
avoiding excessive fluid accumulation in the interstitial tissue. The choice of fluid
for this purpose engenders the most controversy and there is still a dispute over
the beneficial and adverse effects of each type of volume replacement strategy. In
recent years, the crystalloid/colloid dispute has been enlarged to a colloid/colloid
debate because aside from the natural colloid albumin, several synthetic colloids
are increasingly used as plasma substitutes in the haemorrhagic shock patient.

Haemorrhagic shock and the trauma patient

Aggressive prehospital volume administration (‘in the field’) has been common
practice for more than 25 years in trauma patients. Some recent studies, however,
have shown that early volume restoration before definite haemostasis has been
performed may result in accelerated blood loss, hypothermia, and dilutional coagu-
lopathy in certain types of trauma [2]. Thus, it has been recommended that volume
replacement should not be started early(concept of ‘permissive hypotension’; ‘scoop
and run’ principle) [3]. The present article does not intend to intensify the contro-
versy between delayed volume resuscitation and early (field) volume replacement.

Trauma is often associated with blood loss. Management of haemorrhage-rela-
ted hypovolaemic shock after trauma can be divided into three phases [4]:
– Phase I: The period from injury to surgery for control of bleeding (pre-definite

care)
– Phase II: The period immediately during and after the operation
– Phase III: The period during which the trauma patient is on the intensive care

unit (post-definite care).
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General considerations of hypovolaemic shock

Hypovolaemia secondary to bleeding may be associated with flow alterations that
are inadequate to fulfil the nutritive role of the circulation. Many of the manifes-
tations of organ failure after successful primary resuscitation may result from
peripheral (micro-) circulatory derangements. In spite of achieving ‘normal’
systemic haemodynamics, it is not guaranteed that perfusion in all organs and
tissues is maintained as well. During low-output syndrome (LOS), the organism
tries to compensate perfusion deficits by redistribution of flow to vital organs (e.g.
heart, brain), resulting in an underperfusion of other organs (splanchnic bed,
kidney). Various inflammatory mediators and vasopressors are released in this
situation and are of particular importance for the development of impaired
perfusion.

Recent evidence suggests that the endothelium is not only a passive barrier
between the circulating blood and the tissue, but may also be markedly involved in
the regulation of microcirculatory blood flow by producing important regulators
of vascular tone (e.g. prostaglandins, nitric oxide, endothelins, angiotensin II). The
regional regulation of blood flow is likely to reflect a balance between systemic
mechanisms (e.g. the autonomous nervous system) and other, more locally active
blood flow regulators. One important approach to improve perfusion in this
situation is the use of sufficient amounts of volume.

Principles of volume replacement in the hypovolaemic patient

The primary goal of volume administration is to guarantee stable systemic hae-
modynamics and microcirculation by rapidly restoring the volume of the intrava-
scular compartment. Excessive fluid accumulation, particularly in the interstitial
tissue, should be avoided. The infused fluid may stay in the intravascular compart-
ment or equilibrate with the interstitial/intracellular fluid compartments (Fig. 1).
Different mechanisms are involved in the control of volume and composition of
each compartment, including the antidiuretic hormone (ADH) system and the
renin–angiotensin system (RAS). The principal action of these systems is to retain
water in order to restore water or intravascular volume deficits, to retain sodium
in order to restore the intravascular volume, and to increase hydrostatic perfusion
pressure by vasoconstriction. Enhanced activity of these systems is known to occur
in stress situations, e.g. during haemorrhage. If water or intravascular volume
deficits and the stress-related stimuli are additive, volume therapy may inhibit this
process through counter-regulatory mechanisms. ADH production is dependent
on maintenance of the extracellular volume, especially in the intravascular com-
partment. Administration of a restricted amount of crystalloids may replace a
previous water deficit, but replacement of an intravascular volume deficit would
require much more volume to inhibit activation of this system. Thus, it can be
expected that replacement of only water will not inhibit the normal responses of
the ADH system and of the RAS, whereas administering a combination of crystal-
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loids and colloids (replacement of the water deficit and simultaneous guarantee of
a sufficient intravascular volume) may achieve this goal.

One important aspect of volume therapy in the haemorrhagic shock patient is
the risk of inducing interstitial oedema. Tissue oedema is related to an imbalance
in the sum of the Starling forces across capillary membranes or an increase in
protein permeability, by which an increase in fluid flux to the interstitial space is
promoted. A decrease in membrane integrity, an increase in hydrostatic pressure,
and a decrease in intravascular colloid oncotic pressure (COP) will induce fluid
movement across the microvascular membrane and may produce interstitial tissue
fluid accumulation (e.g. pulmonary oedema). Moreover, endothelial swelling may
also occur, by which tissue perfusion is further disturbed in association with the
risk of developing organ dysfunction (Fig. 2).

Fig. 1. Changes of the different volume compartments by the different volume replacement
strategies

Fig. 2. Endothelial swelling secondary to haemorrhagic shock
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Volume replacement strategies for treating haemorrhagic shock

Due to their different physicochemical characteristics, the various volume-replace-
ment solutions differ in their haemodynamic efficacy. After infusion, crystalloids
rapidly shift from the intravascular to the interstitial compartment and sub-
sequently possess only a limited volume-replacing capability. Consequently, if
haemodynamic stability is to be guaranteed, crystalloids have to be administered
at three to five times the volume lost. Due to the subsequent interstitial dilution,
the interstitial COP decreases, resulting in the formation of interstitial oedema.
According to their widely differing colloid oncotic pressures, colloids are separated
into hypooncotic (e.g. 3.5% gelatin and 4% albumin), isooncotic (e.g. all 6%
hydroxyethyl starch preparations) and hyperoncotic (e.g. 10% hydroxyethyl
starch, 10% dextran, and 20% human albumin).

Allogenic blood/blood components

The inherent risk of transmission of viral and immunological diseases has forced
us to reduce the use of allogenic blood and blood products. As shown by various
studies, the reduction in haematocrit and in arterial oxygen content is not delete-
rious since compensating mechanisms are able to guarantee tissue oxygenation
and systemic oxygen transport. When non-blood plasma substitutes are used to
replace volume deficits, the margin of safety may become compromised, especially
in patients with significant coronary obstruction. There is an increasing risk of a
discrepancy between myocardial oxygen requirements and available subendocar-
dial oxygen supply, which may result in deterioration of myocardial performance.
The ‘optimal’ haemoglobin level for patients with sepsis or septic shock is still
undetermined. Transfusion of allogenic blood in the patient with a haemoglobin
level of 8–10 g/dl appears to be without benefit with regard to tissue perfusion or
oxygenation [5]. Elevating haemoglobin levels higher than 7–10 mg/d has also been
shown to be without any benefit in outcome [5]. Blood transfusions may even have
detrimental effects on organ perfusion, oxygenation (e.g. of the splanchnic circu-
lation), and immune function [6, 7]. Thus, it is generally accepted that the use of
allogenic blood should be restricted to those patients requiring augmentation of
their haemoglobin level. Fresh frozen plasma (FFP) should be used only for treating
the bleeding patient showing coagulopathy.

Crystalloids

Hypotonic (e.g. dextrose in water), isotonic (e.g. Ringer’s solution), and hypertonic
(e.g. 7.5% saline solution) crystalloids have to be distinguished when using crystal-
loids for volume replacement. Crystalloids are freely permeable to the vascular
membrane and are therefore distributed mainly in the interstitial and/or intercel-
lular compartments. Only 25% of the infused crystalloid solution remains in the
intravascular space, whereas 75% extravasates into the interstitium [8, 9]. Dilution
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of plasma protein concentration may also be accompanied by a reduction in plasma
COP, leading to tissue oedema. It has been shown in animal experiments that even
a massive crystalloid resuscitation is less likely to achieve adequate restoration of
microcirculatory blood flow compared to a colloidal-based volume replacement
strategy [10]. In an experimental trauma–haemorrhage model, either colloids
(dextran) or crystalloids (Ringer’s acetate) were used to replace blood loss after
surgical trauma [11]. The crystalloid group showed significantly larger amounts of
tissue water in muscle and jejunum than the colloid-treated group of animals.
Administration of large amounts of normal saline should be avoid because of
producing hyperchloraemic acidosis [12, 13].

Colloids

Albumin

Albumin is a naturally occurring plasma protein. The molecular mass of albumin
is approximately 69 kDa. Albumin is derived from pooled human plasma, heated,
and sterilised by ultrafiltration. Thus, albumin is generally accepted to be safe in
terms of transmission of infectious diseases. Albumin may have some additional
specific effects aside from its volume-replacing properties. The importance of
albumin may be related to its transport function for various drugs and endogenous
substances, e.g. bilirubin, free fatty acids. Albumin has also been reported to
possess beneficial effects on membrane permeability secondary to free-radical
scavenging. These effects, however, have only been shown experimentally, and no
clinical study has demonstrated any of these beneficial effects in comparison with
synthetic plasma substitutes. There appears to be no reason to treat haemorrhage-
related hypovolaemia with albumin, because albumin can easily be replaced by
other, less expensive plasma substitutes.

Dextran

Dextran is a glucose polymer that is available in two preparations of different
molecular masses and concentrations: 6% dextran 70 (average molecular mass 70
kDa) and 10% dextran 40 (average molecular mass 40 kDa). Increases of plasma
volume after infusion of 1000 ml of dextran 70 ranged from 600 to 800 ml. Negative
side effects of dextrans have been well-described and include severe coagulation
abnormalities resulting in increased bleeding tendency and severe life-threatening
hypersensitivity reactions.

Gelatins

Gelatins are modified beef collagens. Due to their low average molecular mass
(approximately 35 kDa), the intravascular half-life of infused gelatin is short (ap-
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proximately 2 h) and gelatins are thus the least effective colloids. This disadvantage
is balanced by the absence of a dose-limitation with gelatins, which are listed by
the World Health Organisation as an essential drug. In the USA, however, gelatins
were abandoned in 1978 due to a high incidence of hypersensitivity reactions.

Hydroxyethyl starch

Hydroxyethyl starch (HES) is a high polymeric glucose compound that is manu-
factured through hydrolysis and hydroxyethylation from the highly branched
starch amylopectin. Polymerised d-glucose units are joined primarily by 1–4 link-
ages with occasional 1–6 branching linkages. The degree of branching is approxi-
mately 1:20, which means that there is one 1–6 branch for every 20 glucose mono-
mer units. Natural starches cannot be used as plasma substitutes because they are
unstable and rapidly hydrolysed by circulating amylase. Substituting hydroxyethyl
for hydroxyl groups results in a highly increased solubility and retards enzymatic
hydrolysis of the compound, thereby delaying its breakdown and elimination from
the blood. The hydroxyethyl groups are introduced mainly at carbon positions C2,
C3, and C6 of the anhydroglucose residues. The pharmacokinetics of HES prepara-
tions are further characterised by the pattern of hydroxyethylation, in particular
by the molar substitution and by the degree of substitution. The molar substitution
(MS) is computed by counting the total number of hydroxyethyl groups present
and dividing the number by the quantity of glucose molecules. The available HES
preparations are characterised by concentration (low: 3%; medium: 6%; high: 10%),
degree of substitution (DS) (low: 0.4; medium: 0.5; high: 0.62 and 0.7), and the mean
molecular mass [low-molecular mass (LMM)-HES: 70 kDa; medium-molecular
mass (MMM)-HES: 130–260 kDa; high-molecular mass (HMM)-HES: > 450 kDa].
Current evidence indicates that the ratio of C2:C6 hydroxyethylation is another
important aspect for pharmacokinetic effects as well as side-effects (e.g. accumu-
lation, bleeding complications). Several different HES preparations are available
commercially in Europe, whereas in the USA only the first generation HMM-HES
(Hetastarch; concentration: 6%; 450 kDa; DS: 0.7) is approved for volume replace-
ment.

Hypertonic solutions

Enthusiasm has been expressed for hypertonic solutions (HS) or hypertonic-hype-
roncotic solutions (HHS) especially in the treatment of severe haemorrhagic shock
in trauma patients. HS appear to improve cardiovascular function on multiple
levels:
– Displacement of tissue fluid into the blood compartment
– Direct vasodilatory effects in the systemic and pulmonary circulation
– Reduction in venous capacitance
– Positive inotropic effects through direct actions on myocardial cells

The main mechanism of action of hypertonic solutions is the rapid mobilisation
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of endogenous fluid and subsequent plasma volume expansion. Due to the hyper-
tonicity of the solutions, only a small volume of fluid (approximately 4ml/kg) is
necessary to effectively restore cardiovascular function (‘small volume resuscita-
tion’). The initial improvement in cardiovascular function (e.g. increase in cardiac
output) seems to be mediated by the hypertonicity of the solution, whereas the
solute composition does not seem to be important. Since the beneficial effects of
hypertonic saline solution have been reported to be rather transient, hypertonic
solutions are often mixed with colloids (dextran or HES); these solutions showed
a significant prolongation of efficacy (Fig. 3). Several studies using HS for treating
hypovolaemia reported beneficial effects on microcirculation or organ perfusion.
Hypertonic volume replacement may additionally correct perfusion deficits due to
a significant increase in perfusion pressure, improvement in capillary flow distri-
bution, endothelial de-swelling effects, and concomitant haemodilution [14, 15]. As
endothelial swelling aggravates microvascular function in low perfusion states, the
de-swelling effects of hypertonic fluid therapy can be beneficial in this situation
(Fig. 4). Shrinkage of the endothelium increases the inner diameter of the capilla-
ries, resulting in decreased resistance [16]. The fluid shift into the intravascular
space secondary to hypertonic volume replacement also induces haemodilution
and a decrease in viscosity—beneficial effects for microcirculatory perfusion.
Animal studies have supported improvement in renal, intestinal, pancreatic, and
myocardial flows after administration of hypertonic solutions [14–19], whereas
standard colloid or crystalloid volume therapy failed to achieve these effects [14].

Fig. 3. Characteristics of the two available hypertonic solutions
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Guiding volume therapy

Evaluation of volume deficit and guiding adequate volume therapy remain a
challenge. The aim of appropriate monitoring is to avoid insufficient fluid infusion
as well as fluid overload. Standard haemodynamic monitoring, such as measuring
blood pressure and heart rate (HR), are often inaccurate to detect volume deficits
or to guide volume therapy. In spite of negative data on the value of pulmonary
artery catheters (PAC) in the critically ill, PAC are still widely used for this purpose.
However, cardiac filling pressures (e.g. central venous pressure and pulmonary
artery occlusion pressure) are often misleading surrogates for assessing optimal
left-ventricular loading conditions. Cardiac filling pressures are influenced by
several factors other than blood volume, including alterations in vascular or
ventricular compliance and intrathoracic pressure.

Measurement of intrathoracic blood volume (ITBV) has been reported to be a
more reliable method to monitor volume therapy in this situation [20]. ITBV
monitoring was associated with a reduction in ICU and hospital stay, and even
mortality was demonstrated to be reduced [21].

Echocardiography, especially transoesophageal echocardiography (TEE), is the
most specific monitoring instrument to evaluate cardiac filling. However, due to
its high costs it is not available to every ICU patient. Moreover, TEE is an intermit-
tent rather than a continuous monitoring device and thus may be unreliable to
guide volume therapy.

Perturbations of organ perfusion are thought to be of fundamental importance
in the pathogenesis of organ dysfunction in the critically ill [22]. The importance
of occult hypovolaemia for the development of organ perfusion deficits has been

Fig. 4. Hypertonic solutions reduce endothelial swelling and thus improve tissue perfusion
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supported by several studies [23, 24]. There still does not exist an optimal protocol
for routine clinical monitoring to detect perfusion deficits. Haemodynamic para-
meters, such as cardiac output, VO2, and DO2, are not regarded as optimal measu-
res for assessing the adequacy of regional or microcirculatory perfusion [25]. The
haemorrhagic shock patient is at risk of experiencing splanchnic hypoperfusion
with subsequent development of translocation and systemic inflammatory respon-
se syndrome (SIRS) [26]. Abnormalities of splanchnic perfusion may coexist with
normal systemic haemodynamic and metabolic parameters. Non-invasive, conti-
nuous tonometry measuring gastric mucosal partial pressure of carbon dioxide
(gastric pCO2) may be an attractive option for diagnosis and monitoring of
splanchnic hypoperfusion. In patients undergoing major non-cardiac surgery,
maintaining haemodynamic stability was no guarantee of an adequate splanchnic
perfusion and could not definitely protect against significant postoperative com-
plications [27]. Although this monitoring instrument has produced some promis-
ing results, it is far from being the new ‘gold standard’ for guiding volume mana-
gement of the critically ill [28].

Conclusions

In the severely hypovolaemic (haemorrhagic) patient, adequate volume restoration
is essential to treat noncompensatory, irreversible shock. Lengthy uncorrected
hypovolaemia will jeopardise survival by the continuous stimulation of various
vasopressive and immune cascades, and prolonged underresuscitation of the hypo-
volaemic patient may have fatal consequences for organ function. Thus, vigorous
optimisation of the circulating volume is a prerequisite to avoid development of
MODS in the haemorrhagic patient. It is time to leave emotions aside when
discussing the most appropriate volume replacement strategy in the haemorrhagic
patient and to concentrate on the available scientific evidence. What have we
learned from the past concerning the management of the haemorrhagic shock
patient?
– Allogenic blood should be avoided as far as possible; it cannot, however, be

completely eliminated from our strategy to manage the haemorrhagic shock
patient (Fig. 5).

– There is convincing evidence that blood volume is restored more rapidly with
colloids than with crystalloids. In addition, colloids are more efficient resusci-
tative fluids than crystalloids, and offer a more efficient regimen to guarantee
microcirculatory flow. However, crystalloids are often recommended as the
first choice to treat haemorrhage: The American College of Surgeons Classes of
Acute Haemorrhages specified four classes of acute haemorrhage using a blood
loss ranging from up to 750 ml to 2000 ml [29]. Fluid replacement should be
performed with crystalloids exclusively (3:1 rule)—there is no place for infusing
(synthetic) colloids (Tab. 1).

– Certain colloids (e.g. HES) are associated with beneficial effects on microper-
fusion, capillary integrity, inflammatory response, and endothelial activa-
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tion/integrity, but they are still underused in the severely ill haemorrhagic
patient.

– The most beneficial effects in animals have been shown with the use of hyper-
tonic solutions, but this strategy is far from being widely accepted in treating
the haemorrhagic shock patient.
What endpoints should be chosen when guiding volume replacement?

Although often used, ‘clinical signs’ of hypovolaemia are non-specific and insen-
sitive. Most studies on volume replacement were not focused on outcome. It
remains unclear whether mortality is an appropriate endpoint when assessing the
benefit of different volume replacement strategies [30, 31]. New insights into

Fig. 5. Management of severe haemorrhage

Table 1. Management of the bleeding patients according to the American College of Surgeons
Classes of Acute Haemorrhage (modified from [33])

Factors I II III IV

Blood loss, ml < 750 750-1500 1500-2000 > 2000
Blood loss, %BV < 15 15-30 30-40 > 40
Puls, BPM > 100 > 100 > 120 > 140
Blood pressure Normal Normal Decreased Decreased
Puls pressure (mmHg) Normal/ Decreased Decreased Decreased

increased
Capillary refill test Normal Positive Positive Positive
Respiration per min 14-20 20-30 30-40 > 35
Urine output, ml/hr 30 or more 20-30 5-15 Negligible
CNS (mental status) Slightly Midly Anxious Confused

anxious anxious confused lethargic
Fluid replacement Crystalloid Crystalloid Crystalloid Crystalloid

+blood +blood (3:1 rule)

58 J. Boldt



treating hypovolaemia, such as the risk of development of systemic inflammatory
response syndrome (SIRS) and post-haemorrhagic organ dysfunction (e.g. renal
or pulmonary insufficiency), should change this point of view. We need improved
monitoring technologies that will help us to better guide volume therapy and
improved ‘point-of-care’ markers that will help us to better assess whether volume
therapy is appropriate to sufficiently restore hypovolaemia-associated alterations.
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Microdialysis: principles and techniques

C.-H. NORDSTRÖM, U. UNGERSTEDT

The technique of microdialysis provides the opportunity for continuous monitor-
ing of metabolic changes in the tissue before they are reflected in peripheral blood
chemistry or in systemic physiological parameters. The method was developed
more than 30 years ago for monitoring chemical events in the animal brain [1, 2]
and has become an accepted scientific standard technique. Altogether there have
been about 10 000 published studies reporting the use of microdialysis. In the late
1980s, the possibilities for monitoring the human brain were first explored [3], and
microdialysis has since then been used for biochemical monitoring of most human
tissues. Clinical application of the technique was, however, delayed due to lack of
instruments suitable for clinical routine use, including bedside monitoring of
relevant biochemical variables.

In 1995, CMA Microdialysis (Stockholm, Sweden) introduced a sterile micro-
dialysis catheter, a simple microdialysis pump, and a bedside biochemical analyser.
The instrumentation was originally intended for subcutaneous and intramuscular
use but with slight modification of the microdialysis catheter it has been used also
intracerebrally as an integrated part of routine multi-modality monitoring. In this
short review, some of the principles and limitations of the microdialysis technique
will be discussed and data from experimental studies in animals and clinical
experiences from various human tissues will be presented.

The microdialysis technique

The basic idea of microdialysis is to mimic the function of a blood capillary by
positioning a thin dialysis tube in the tissue (Fig. 1). The membranous wall of the tube
allows free diffusion of water and solutes between the surrounding interstitial fluid and
the perfused solution (perfusate). The concentration gradients between the interstitial
fluid and the perfusate constitute the driving force for diffusion. The molecular masses
of the molecules being sampled is limited by the pore size of the dialysis membrane
(cut-off). The perfusate flows along the dialysis membrane slowly and at a constant
speed and the sample (dialysate) is collected and analysed biochemically.

The achieved concentration of the analytes in the dialysate is dependent upon
the degree of equilibration between the perfusate and the interstitial fluid. This is
termed relative recovery (recovery) and is defined as the dialysate/interstitial
concentration ratio, expressed as a percentage [4]:
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Accordingly, the microdialysis technique does not usually give the absolute
concentration of the studied biochemical variables unless it is calibrated in vivo.
When clinical microdialysis is performed as a standardised routine technique, this
limitation is mostly without significance. However, some of the factors determining
the recovery are important to recognise.

Factors affecting recovery in vivo

The three most important factors affecting recovery in vivo are: the area of the
semi-permeable membrane, the perfusion flow rate, and the diffusion in the
surrounding interstitial fluid. A schematic illustration of the effects of changes in
perfusion flow rate and the length of the microdialysis membrane is given in Fig.
2. Recovery increases in proportion to the dialysis membrane area [5]. Compared
to dialysis membranes used in most experimental studies, the microdialysis cathe-
ters intended for clinical purposes are very large. The CMA/60 catheter, which is
used, for example, in subcutaneous tissue, has a 30-mm-long dialysis membrane,
and the CMA/70 catheter used in the brain has a membrane length of 10 mm. The

Fig. 1. The microdialysis technique mimics the function of a blood capillary by positioning
a thin dialysis tube in the tissue

Recovery =
Conctissue

Concdialysate
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diameter of both probes is about 0.6 mm and the standard cut-off of the dialysis
membrane (during clinical routine) is 20 kDa. For special purposes (monitoring
of large molecules, e.g. cytokines) microdialysis catheters with 100-kDa cut-off are
available for clinical routine applications [6].

The standard perfusion flow rate employed during clinical routine is
0.3 ml/min, which allows sampling every 30 min. Due to the slow perfusion rate
and the large dialysis membrane, recovery is high: the in vivo recovery for the
intracerebral (CMA/70) catheter is approximately 70% for the biochemical vari-
ables used routinely (see below) [7] while for the longer CMA/catheter recovery
approaches 90%. If the perfusion rate is increased to permit more frequent sam-
pling, recovery decreases to about 30% at 1 ml/min [7].

The diffusion rate in the surrounding interstitial space is of importance and
varies with the molecular masses of the studied analytes and the size and tortuosity
of the interstitium (prolongation of diffusion pathways due to cell membranes).
Recovery may thus vary between tissues and changes with the pathophysiological
conditions. The problem is without significance for clinical routine but is very
relevant, for example, when microdialysis is used for quantitative pharmacokinetic
studies [8, 9]. The importance of the diffusion limitation of the surrounding
interstitial space also explains why it is useless to perform in vitro calibration to
compensate for the recovery in vivo.

Fig. 2. The effects of changes in perfusion flow rate and length of the dialysis membrane on
(relative) recovery. For intracerebral routine use, a 10-mm microdialysis microdialysis
catheter is perfused at 0.3 ml/h, which gives a (relative) recovery of approximately 70 %
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Biochemical variables monitored during clinical routine

The biochemical variables used for routine monitoring during clinical conditions
were chosen to cover important aspects of cerebral energy metabolism and to
indicate the extent of degradation of cellular membranes (Fig. 3). In Fig. 3, reference
levels for normal human brain (during wakefulness) and piglet brain (during
general anaesthesia) are given [10, 11].

Under normal conditions, glucose is the sole substrate for cerebral energy
metabolism. In the cytosol it is degraded to pyruvate (glycolysis) with a net yield
of 2 ATP for each molecule of glucose. Due to the redox conditions, part of the
pyruvate (py) is converted to lactate (la). The la/py ratio reflects the cytoplasmic
redox state, which can be expressed in terms of the lactate dehydrogenase equili-
brium:

Fig. 3. Simplified diagram of intermediary metabolism of the glycolytic chain and its relation
to the formation of glycerol and glycerophospholipids and to the citric acid cycle. Fructo-
se-1,6-diphosphate (F-1,6-DP), dihydroxyacetone-phosphate (DHAP), glyceraldehyde-3-
phosphate (GA-3P), glycerol-3-phosphate (G-3-P), free fatty acids (FFA), triglycerides (TG),
a-ketoglutarate (�-KG). Underlined metabolites are measured at the bedside with enzymatic
techniques. Reference levels for normal human brain (during wakefulness) and piglet brain
(during general anaesthesia) are also given [10, 11]

[NADH] [H+]

[NAD+]

[Lactate]

[Pyruvate]
x KLDH=
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The la/py ratio thus gives information about tissue oxygenation. The major part
of pyruvate enters the citric acid cycle in the mitochondria with a net yield of
another 36 ATP. The relation between the citric acid cycle and the important
excitatory transmitter glutamate is shown in Fig. 3. However, the glutamate level
obtained by microdialysis does not exclusively reflect liberation of the transmitter.
The intracellular concentration of glutamate is high and the concentration in the
interstitial fluid probably often reflects release from leaky cells.

Since the brain does not contain any triglycerides (TG), a high level of intrace-
rebral glycerol is considered to be a reliable indicator of degradation of the glyce-
rophospholipids of cellular membranes and thus of cell damage [12, 13]. In other
tissues, and in particular in fat tissue, glycerol is mainly obtained from the degra-
dation of TG. Lipolysis is under sympathetic control through catecholamine recep-
tors on adipocytes, which are stimulated by circulating catecholamines as well as
by local noradrenergic nerve endings. The glycerol level in subcutaneous fat tissue
may be used as an indicator of physical as well as mental stress [14].

During clinical routine, biochemical variables are analysed with a CMA 600
Microdialysis Analyser (CMA Microdialysis, Stockholm, Sweden). This analyser
uses enzymatic and colorimetric techniques. The reagent enzymatically oxidises
the substrate, and hydrogen peroxide is formed. Peroxidase then catalyses the
reaction between hydrogen peroxide, 4-amino-antipyrine, and either phenol 3,5-
dichloro-2-hydroxy-benzene sulfonic acid (in the case of glycerol) or N-ethyl-N-
(2-hydroxy-3-sulfonylpropyl)-m-toluidine (in the case of pyruvate) to form red-
violet quinoneimine or quinonediimine. The rate of coloured substance formation
is proportional to the substrate concentration, which is photometrically measured
at 546-nm wavelength.

Clinical microdialysis

The microdialysis technique has been used in most human tissues. In the following,
a brief review of data from the tissues shown in bold in Fig. 4 is provided. Since
microdialysis is an invasive technique, tissue damage caused by the catheter and
the possible complications are of special importance. These risks may be most
obvious during intracerebral microdialysis, and the brain is also the organ where
we have most clinical experience.

It is essential that the blood–brain barrier (BBB) remains intact during micro-
dialysis, and many experimental studies have shown that this is the case [15, 16].
The initial tissue damage causes a disruption of the BBB that is visible ~ 10 min after
probe insertion but the BBB appears to again be intact after 30 min [17]. Histological
examinations have described the tissue reactions in the rat brain surrounding the
microdialysis probe [18]. Within the first 2 days the neuropil was normal and only
occasional haemorrhage surrounded the probe. On the third day, an astrocytic
reaction was seen using antiserum against glial fibrillary acidic protein. Fourteen
days after implantation, layers of reticulin-positive fibres surrounded the dialysis
membrane. Similar reactions may occur in the human brain but it should be
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underlined that, in contrast to the experimental situation, during clinical condi-
tions the catheters and all surgical procedures are performed under sterile condi-
tions. In addition, the relation between the size of the brain and the probe is very
different for the rat and the human brain, and large species variations exist, e.g.
regarding the proportions of neurons to astrocytes.

We have used intracerebral microdialysis as a clinical routine monitoring
technique in more than 300 patients (most of them with multiple intracerebral
catheters) and we have not noted any complications caused by the microdialysis
technique.

Subcutaneous and myocutaneous microdialysis

Since the glucose concentration in the extracellular space of the subcutaneous
adipose tissue closely mirrors the blood glucose concentration, microdialysis
might be an ideal technique for frequent analysis of the glucose level. Subcutaneous
or myocutaneous microdialysis may also be used for tissue monitoring after plastic
surgery.

Fig. 4. Human tissues that have been studied using the microdialysis technique. Tissues
shown in bold are discussed in the text
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Subcutaneous microdialysis

A reliable method for long-term, continuous in vivo monitoring of blood glucose
concentrations in insulin-dependent diabetes has been sought for several decades.
In 1993, Bolinder et al. [19] suggested subcutaneous microdialysis as a solution to
this problem. Their studies showed that microdialysis could be used for continuous,
long-term monitoring in diabetic patients during ordinary daily life and that the
daily glucose profiles could be used for tailoring insulin therapy. In a follow-up
study, it was shown that the true diurnal variability was too great to be accurately
reflected even by frequent self-monitoring of the blood glucose level [20].

The importance of careful control of the blood glucose level was recently
emphasised by the observation that maintenance of a blood glucose level below 6
mmol/l significantly reduced mortality in intensive care patients [21, 22]. To
investigate whether the subcutaneous glucose level accurately reflected blood
glucose levels also during intensive care, we performed a study in 62 severely
head-injured patients (2434 simultaneous analyses of glucose concentration in
arterial blood and subcutaneous adipose tissue) [23]. With the techniques used in
the study (perfusion flow 0.3 ml/min; membrane length 30 mm), the recovery for
glucose from subcutaneous adipose tissue has been shown to be between 0.79 [24]
and 0.9 [25]. Since the ratio blood/plasma glucose concentration is approximately
0.9, we would expect that under ideal circumstances the interstitial glucose con-
centration is equal to blood glucose concentration divided by 0.9 and, since
recovery for glucose with the present technique is approximately 0.8, the obtained
ratio glucose s.c./glucose blood would be close to 0.9.

In many patients, a very good correlation was obtained, as illustrated by the two
cases shown in Fig. 5. However, when comparing the average glucose concentration
in blood (mean value ± SEM) and in the interstitial fluid of subcutaneous adipose
tissue (mean value ± SEM) in all 62 patients during the first 24 h after start of
intensive care (Fig. 6), the glucose s.c. was significantly higher (P ~ 0.001) during
the period 6–7 h after start than at 1–2 h, although the blood glucose concentration
did not change significantly. The ratio glucose s.c./glucose blood increased slowly
during the first hours and was approximately 0.85 6–7 h after start of treatment.
The ratio continued to increase slowly and was above 0.90 about 60 h after start of
treatment.

During the first hours after trauma, many patients were probably under sym-
pathetic stress with peripheral vasoconstriction although their vital functions had
been secured. We assume that our anti-stress/anti-hypertensive treatment protocol
[26] affected the balance between local consumption rate and delivery of glucose.
A close correlation between glucose s.c. and glucose blood, similar to that obtained
in diabetic humans under normal conditions [19, 20], was not obtained until the
initial stress reaction had been treated, as revealed by the decreases in MAP, lactate
s.c., and glycerol s.c. (see [23]).
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Fig. 5. Comparison of glucose level in subcutaneous fat tissue as measured by microdialysis
and the simultaneous blood glucose levels in two patients during intensive care after severe
traumatic brain injury [23]

Fig. 6. Average glucose concentration (mean value ± SEM) in blood (B-glucose) and inter-
stitial fluid of subcutaneous adipose tissue (glucose s.c.) in 62 patients during the first 24 h
after start of pharmacological treatment to counteract stress reaction and increased intra-
cranial pressure [23]
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Myocutaneous microdialysis

Myocutaneous flaps have been increasingly used in reconstructive surgery. Despite
technical advances and improved surgical skills, 1–10% of the free flaps are lost,
commonly due to postoperative thrombosis of the vascular pedicle. Röjdmark et
al. [27] used microdialysis to study the biochemical changes induced during flap
transfer. They defined the biochemical changes observed during ischaemia and
suggested that the technique might be useful for postoperative flap surveillance.
They also conducted a post-operative study of ten women previously treated for
breast cancer who underwent reconstruction with transverse rectus abdominis or
latissimus dorsi flaps [28]. The postoperative biochemical changes were monitored
for 24 h, and the authors concluded that the microdialysis technique seemed to be
well-suited for continuous monitoring of tissue metabolism in myocutaneous flaps
of different origin.

Recently, a microdialysis study demonstrated the changes of glucose, lactate,
and pyruvate in an experimental model of microvascular flap during ischaemia and
reperfusion [29]. The authors concluded that decreasing glucose levels and increa-
sing lactate concentrations were associated with arterial and venous occlusions
from the first hour of ischaemia. In venous ischaemia, lactate concentrations
remained lower than those in arterial ischaemia. The increases in the la/py and
lactate/glucose ratios were related to ischaemia and also discriminated arterial
occlusion from venous occlusion.

Microdialysis of the liver

After liver transplantation some degree of clinical and biochemical dysfunction
invariably occurs. Early detection of vascular complications, such as arterial and
portal vein thrombosis, are especially important in the early transplantation pe-
riod. In an experimental study in the pig, Nowak et al. [30] used intrahepatic
microdialysis to study the levels of glucose, pyruvate, lactate, and glycerol before
surgery, during cold storage of the liver, and during implantation and recirculation.
After cold perfusion, glucose, lactate, and glycerol levels increased whereas pyru-
vate rapidly decreased. During cold storage, glucose and glycerol levels increased,
lactate remained stable, and pyruvate levels were undetectable. After portal reper-
fusion glucose, lactate, and glycerol continued to increase for about 60 min, there-
after they slowly normalised. The calculated la/py ratio initially increased but
remained stable during cold storage. During rewarming, it showed and accelerated
increase but after reperfusion the la/py ratio rapidly normalised.

Knowledge of these metabolic patterns during experimental conditions was
used to interpret changes observed in ten consecutive patients undergoing whole-
organ orthopic liver transplantation [31]. The authors concluded that the micro-
dialysis procedure was easy to perform and safe, and described the metabolic
profiles reflecting recovery of the liver graft from ischaemia-reperfusion injury.
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Intraperitoneal microdialysis

The intestinal tract and the intra-peritoneal cavity are of considerable interest
during intensive care, and a suitable monitoring technique would be valuable not
only for diagnosis of disorders of the visceral organs but also for post-surgical
surveillance. Also, during shock and multi-organ failure, splanchnic ischaemia is
as a major contributing component. Microdialysis of the intestinal wall has been
performed in many experimental studies. Most of these experiences were recently
reviewed and the data extended in a doctoral thesis [32]. However, microdialysis
of the intestinal wall would probably be difficult to perform during clinical condi-
tions.

Based on experimental studies, intraperitoneal microdialysis (IPM) was recent-
ly suggested as a possible clinical method [33]. In a pig model, intestinal ischaemia
was induced either by occlusion of the superior mesenteric artery or occlusion of
arcus vessels supplying a 30-cm-long small bowel segment. The authors concluded
that IPM might be a good monitoring technique for the early detection of intestinal
ischaemia also under clinical conditions.

The IPM technique was subsequently introduced for biochemical monitoring
after major abdominal surgery and the results were presented in a series of publi-
cations [34–37]. Although the number of studied patients is still limited and the
data must be regarded as preliminary, IPM seems to have the possibility of becom-
ing an important technique for clinical routine monitoring and further clinical
scientific investigations.

Intracerebral microdialysis

The majority of clinical studies involving microdialysis have been done in the brain.
As mentioned above, the biochemical variables used during routine monitoring
were chosen to cover important aspects of cerebral energy metabolism (glucose,
pyruvate, lactate), to indicate excessive interstitial levels of excitatory transmitter
substance (glutamate), and to give indications of degradation of cellular membra-
nes (glycerol). Most of the basic principles regarding cerebral energy have been
known since decades [38]. However, it might be useful to review how the levels of
these measured biochemical variables vary during experimental, transient cerebral
ischaemia when the microdialysis technique is used for sampling.

Figure 7A shows changes in the intracerebral levels of glucose and lactate as well
as the la/py ratio after induction of cerebral ischaemia. In Fig. 7B, changes in the
la/py ratio are compared to simultaneous changes in the levels of glutamate and
glycerol. In this experimental study, transient brain ischaemia was induced in foetal
lambs in utero by occlusion of the umbilical cord followed by resuscitation after
cardiac standstill (data from Amer-Wåhlin et al.). The microdialysis technique
was identical to that used during clinical conditions but the perfusion rate was
increased (1.0 ml/min) to allow frequent sampling (which explains the basal levels
of the biochemical variables). Induction of ischaemia caused an almost instanta-
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neous increase in the la/py ratio, followed shortly afterwards by an increase of the
glutamate level. Glucose, pyruvate, and glutamate rapidly recovered after resusci-
tation but the levels of lactate and glycerol continued to be elevated.

These data are of importance for the interpretation of our clinical findings. The
la/py ratio, reflecting the redox state of the cytoplasm, will increase immediately
when delivery of oxygen is insufficient and will rapidly return to close to normal
upon re-oxygenation. The lactate level rapidly increases during ischaemia but
remains elevated when circulation is restituted. Glycerol, the indicator of degrada-
tion of cellular membranes, increases relatively slowly during energy failure and
remains elevated for some time when energy metabolism is normalised. The
interstitial glucose level, finally, reflects the balance between delivery from the
blood capillaries and cellular uptake.

It is important to realise that the microdialysis technique gives biochemical
information only concerning a small volume surrounding the catheter. However,
the regional differences in blood flow and energy metabolism are considerable in
most pathophysiological conditions. The fact that microdialysis is a regional tech-
nique may thus be regarded as an advantage, provided the positioning of the
catheters can be visualised in relation to the focal injuries. Since the CMA/70
catheter has a thin gold thread placed in the tip of the probe, it may be visualised
on routine CT scanning (see Fig. 3). This gold thread does not interfere with MR

Fig. 7A, B. Changes in intracerebral biochemistry during transient global cerebral ischaemia.
A Glucose and lactate levels (mean ± SD), and the lactate/pyruvate (la/py) ratio. B The la/py
ratio, as well as the levels of glutamate and glycerol (mean ± SD) are shown
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scanning (but the perfusion pumps must naturally be disconnected and removed
during scanning).

It has been possible to identify the metabolic pattern in various parts of the
injured brain by inserting multiple intracerebral microdialysis catheters in patients
with severe traumatic brain lesions (Fig. 8). The studies have shown that ‘bioche-

mical penumbra zones’ surround focal brain lesions and that most adverse secon-
dary events primarily affect these sensitive zones (Fig. 9) [39, 40]. These observa-
tions have direct clinical implications. By performing intracerebral microdialysis
with bedside biochemical analysis, it will be possible to detect adverse events and
to treat them before they have caused cellular degradation or deterioration detected
by general physiological variables.

Intracerebral microdialysis has also been used to determine the optimal level
of cerebral perfusion pressure (CPP) for the individual patient [41, 42]. This level
is of particular importance in patients with an increased intracranial pressure (ICP)

Fig. 8A–F. CT-scanning before (A–C) and after (D–F) surgical evacuation of a left frontal
cerebral contusion. A ventricular catheter (v.c.) is positioned in the right frontal horn. One
microdialysis catheter is placed in the penumbra zone (pen) and one catheter is placed
ipsilateral to the evacuated contusion but outside the penumbra zone (ipsi). A third
microdialysis catheter is positioned in the contralateral, less-damaged hemisphere (contra)
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due to brain oedema (Fig. 10). In these patients, an increase in CPP (and intraca-
pillary hydrostatic pressure) will cause a net transport of water into the brain
interstitium and a further increase in ICP [26, 42, 43].

Other aspects of clinical microdialysis and the possibilities of clinical
research

As illustrated in Fig. 4, microdialysis has been used in various human tissues. Most
frequently, energy metabolism has been monitored as part of clinical routine.
However, microdialysis is an open technique permitting sampling of most stable
biochemical compounds provided they pass the dialysis membrane. The technique
may also be used for delivering substances to the interstitial fluid from the perfu-
sate. For routine purposes, catheters with a membrane cut-off of 20 kDa are used
but 100-kDa catheters are available for clinical purposes, which allows the study
also of larger molecules (e.g. cytokines). When these catheters are used, some
technical precautions, such as addition of colloids to the perfusate, must be taken
to avoid interstitial loss of the perusing fluid [6, 44].

The use of the microdialysis technique may sometimes result in quite unex-

Fig. 9. Intracerebral levels (mean ± S.E.M.) for glucose (A), lactate (B), la/py ratio (C), and
glycerol (D) levels 24–72 h after injury in the penumbra zone surrounding an evacuated focal
brain contusion as well as in ipsilateral and contralateral tissue (see Fig. 8). The level in normal
human brain (mean ± S.D.) is marked by the grey fields. (Data from [40])
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pected clinical discoveries, as illustrated by a study of patients with chronic Achilles
tendinosis [45]. In this study, the authors found high levels of glutamate but no sign
of inflammation and no increase in prostaglandin E2 in patients with chronic
Achilles tendon pain. Surprisingly, a subsequent study showed that eccentric train-
ing relieved the pain but did not decrease the glutamate level in the tendon [46].

The microdialysis technique has great potential for clinical scientific studies.
This fact is illustrated by the possibilities of measuring the interstitial concentra-
tions of various drugs and even performing quantitative pharmacokinetic studies.
The brain may seem to be the most difficult tissue for such investigations, but due
to the BBB and the large functional differences in different regions, perhaps also
the most challenging target. Two recent publications have shown that such phar-
macokinetic studies are possible to accomplish [8, 9].

Conclusions

This presentation has provided a short review of clinical microdialysis and of some
of the experimental studies of particular clinical relevance. Since the microdialysis

Fig. 10. Mean levels ± S.D. for glucose (A), lactate (B), la/py ratio (C), and glycerol (D) in the
penumbra zone (grey bars) and in the contralateral hemisphere (open bars) in relation to
four ranges of cerebral perfusion pressure (CPP) in 50 patients with severe traumatic brain
lesions [41, 42]. The interrupted lines indicate the range (mean ± S.D.) in normal human
brain during wakefulness. (From [10])
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literature is vast, the selection of references has been quite personal. Microdialysis
is now being introduced as a clinical technique in many centres; thus, it is important
to recognise its prerequisites and limitations and to take advantage of the fact that
it is a regional technique. The experiences reported thus far indicate that it will
continue to be a powerful technique for experimental and clinical scientific studies
and that it will be incorporated into multi-modality monitoring during qualified
intensive care.
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Sidestream dark-field imaging and image analysis of oral
microcirculation under clinical conditions

D.M.J. MILSTEIN, J.A.H. LINDEBOOM, C. INCE

Tissue dysoxia and microcirculatory dysfunction are generally regarded as the
primary culprits of organ failure and inadequate wound healing in critically ill
patients [1, 2]. Tissue oxygenation is also important for organ function as well as
wound healing following trauma or surgery. Proper wound healing and the main-
tenance of the microcirculation are essential and constitute the ultimate goal of
critical care and intensive care medicine. The capillaries in the tissue microcircu-
lation collectively are the final destination in the circulatory trajectory of oxygen
transport, in which erythrocytes off-load their oxygen (O2) to parenchymal cells of
the target site. A shift in oxygen supply and tissue oxygen demand must be
corrected in order to prevent irreversible organ damage and proper wound healing.
An interesting approach in further understanding tissue dysoxia and the proper
choice of treatment in critically ill patients is to measure the oxygenation states of
the microcirculation and tissue in vivo. This can directly provide useful informa-
tion by assessing whether the organ in question and related compartments are
functioning adequately in meeting the oxygen supply and demand quota in disease
and/or the postoperative recovery states of wound healing. Since systemic hae-
modynamic variables do not provide adequate information about the functional
condition of either the microcirculation or the availability of oxygen in the micro-
circulation and tissue, direct measurements are needed.

The oral and maxillofacial compartments are highly vascularised areas and
offer a very approachable site for noninvasively monitoring and assessing the
microcirculation and wound healing properties. The biologic advantage in moni-
toring wound healing and the microcirculation in the buccal area is that it is a place
where wounds heal relatively rapidly and the progress of the natural healing
process can be monitored noninvasively in its own natural environment. Sublin-
gual measurements using orthogonal polarisation spectral (OPS) imaging have
already yielded insightful information on sepsis, its reaction to therapy, and its
prognosis [2–6]. New optical techniques have been recently introduced that have,
for the first time, allowed detection of microcirculatory properties and determi-
nants of microcirculatory function in internal human organs [7]. These techniques
have been applied to the oral cavity because of their relevance to the oral circulation,
its approachability, as well as its specific importance, for example in oral disease
and therapy [8]. Although these technologies are discussed here in the context of
the microcirculation of the buccal cavity, they have been applied to the microcir-
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culation in other organ systems [9–11]. In this review, we present an improved
method, called sidestream dark-field imaging, to observe the oral microcirculation
and a new method for the analysis of the functional morphology of the microcir-
culation. These methods are applicable to various microcirculatory beds of patients
and have the potential to be implemented in software designed for use in bedside
quantification.

Sidestream dark-field imaging: an improved method for imaging the oral
microcirculation

A well-functioning microcirculation is essential for wound healing following ma-
xillofacial surgery. The rich vasculature of the oral mucosa has made it possible to
challenge the thresholds of vascular regeneration and thereby monitor wound
healing in oral tissue [12]. Surgical intervention compromises the integrity of the
microcirculation and its oxygen distribution by induction of trauma to the imme-
diate mucosal vasculature. This, in turn, can induce hypoxia in tissues surrounding
the operative area. Investigating the microcirculation in patients has been difficult
in the past simply due to the unavailability of suitable technology. The intravital
microscope used in animal experimentation has only been employed in humans in
limited locations, such as the skin, lip, and the bulbar conjunctiva [13].

Recently, intravital microscopy has been miniaturised and developed for clini-
cal conditions by the implementation of OPS imaging in a hand-held microscope
type device. OPS imaging is a relatively new technology that provides information
on the kinetics and architecture of the microcirculation without the need to
trans-illuminate. OPS imaging uses 550 ± 70 nm (green) polarised light, which is
guided through a series of lenses (Fig. 1A). The green light is absorbed by haemo-
globin (Hb) in the erythrocytes, which can then be seen as dark moving structures
in the image. Polarisation is maintained when light is reflected from the tissue
surface and is filtered by an orthogonally placed polariser situated in front of a
video camera. The scattered light inside the tissue loses its polarisation and can
then pass through the crossed polariser, allowing observation of flowing e-
rythrocytes in the underlying microcirculation (Fig. 1A) [14]. OPS imaging has
been validated against other techniques, such as capillary microscopy and intra-
vital fluorescent microscopy, for its relevance and use in clinical monitoring [15,
16]. A newer and more improved monitoring device in terms of technology and
image quality for clinical observation of the microcirculation at the bedside has
lately been developed. This technology is known as sidestream dark-field (SDF)
imaging [7, 17].

SDF imaging offers better resolution and clarity than its predecessor the OPS
imaging device, and the same ease of noninvasive, in vivo, real-time imaging of the
microcirculation (Fig. 2). In this method, light-emitting diodes (LEDs) are placed
at the tip of a light guide that emits a 540 ± 50 nm (green) light, which is absorbed
by Hb in erythrocytes, which in turn appear as clear dark bodies moving through
the microcirculation. Unlike the light source of the OPS device, which comes from
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Fig. 1A, B. Orthogonal polarisation spectral (OPS) and sidestream dark-field (SDF) imaging
technologies. A OPS imaging technology eliminates directly reflected green (550 ± 70 nm)
polarised light from tissues surface via an orthogonally placed analyser, thus allowing
visualisation of structures below the surface. This consequently results in clear imaging of
erythrocytes, shown as dark bodies flowing through the microcirculation. B In SDF imaging,
green (540 ± 50 nm) light is emitted from light-emitting diodes (LEDs) arranged in a ring
around the tip of the light guide and directly illuminating the tissue microcirculation, which
is optically isolated from the imaging central core of the light guide. Both techniques
implement a light wavelength (green; 540–550 nm) that is absorbed by haemoglobin (Hb)
in erythrocytes

A

B
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Fig. 2A–C. SDF imaging of the oral microcirculation in a healthy volunteer, A labial mucosa,
B gingiva, C sublingual mucosa
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inside the probe itself, the SDF device has the LEDs arranged in a ring around the
tip of the probe, whereby the illuminating light source is optically isolated from the
emission light path in the core of the light guide (Fig. 1B). In this way, the light
penetrates deeper into the tissue illuminating the microcirculation from the inte-
rior, and the dark-field illumination thus entirely avoids reflections coming from
the tissue surface (Fig. 1B). SDF imaging yields a clear image of the microcirculatory
components. Erythrocytes and leukocytes flowing in the microvasculature can be
observed with higher resolution and deeper monitoring capabilities [5]. Of note,
there is no orthogonally placed polariser in this device and further image im-
provement is achieved by synchronising LED illumination with the video frame rate.

Quantification of the functional morphology of microcirculation

The greatest challenge in assessing imaging footage from OPS and SDF devices has
been the setting-up of a standardised systematic approach for analysis of micro-
circulatory images that allows identification and quantification of microcirculatory
abnormalities during critical illness and wound healing. Obstacles that need to be
taken into consideration and overcome are movements, resolution, camera, and
sample thicknesses of the tissues being monitored. OPS movies have been analysed
and quantified by semi-quantitative and semi-automated methods. These have
proven to be both practical and highly sensitive in identifying microcirculatory
abnormalities in sepsis [2–4].

Currently, OPS and SDF imaging is used on tissues for which no automated
analytical software package is available. This presents a problem when trying to
analyse and interpret results acquired from the microcirculation. In order to use
these devices and yield quantifiable information from the microcirculation of
different anatomical tissues, a more flexible and universal methodology is needed
to consecutively analyse a variety of microvascular structures independent of their
vascular anatomy. We have developed a general consensus with six centres in-
volved in microcirculation research in intensive care regarding the procedure for
analysis of OPS and SDF imaging data from patients. The consensus is based on a
semi-quantitative method in which the data from these techniques are analysed as
follows. First, all video data of the microcirculation should be digitally recorded.
In capturing and recording imaging video data, three areas pertaining to the tissue
of interest should be selected (left, centre, right) and each area should be recorded
for a duration of 2–5 min. Then, once all the video-clip data has been recorded, a
selection of the most stable clips with the clearest images should be selected for
analysis. It is best to capture at least three clips of 5–10 s for each filmed area. Thus,
there should be a total of nine clips (three clips of each area) of 5–10 s.

Heterogeneous blood flow with capillary dysfunction is associated with micro-
vascular alterations during sepsis [18, 19]. In analysing OPS and/or SDF images, our
consensus requires images from three different regions of interest of the tissue to
be selected, after which each image is then divided into four equal quadrants (I, II,
III, IV) for analysis (Fig. 3A). The flow analysis consensus uses a semi-quantitative

Sidestream dark-field imaging and image analysis of oral microcirculation under clinical conditions 83



Fig. 3A, B. Semi-quantitative analysis consensus of SDF imaging data. A The sample image is
divided into four quadrants (I, II, III, IV). B Analysis of the sample by quantification of the
blood vessel diameter, scored as small (S; 10–25mm), medium (M; 26–50mm), or large (L;
51–100mm). Additional quantification of flow properties are scored as no flow (0), intermit-
tent flow (1), sluggish flow (2), and continuous flow (3). During actual analysis, as many
blood vessels as possible should be counted. Here, three different blood vessels have been
selected for explanatory purposes in order to illustrate the semi-quantitative consensus for
quantification of microvascular structures
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analytical technique consisting of judging microvascular flow characteristics, di-
scriminating between no flow (0), intermittent flow (1), sluggish flow (2), and
continuous flow (3). A fifth category, representing hyperdynamic flow properties,
could be defined, although currently this is not included in our analysis consensus.
Further analytical quantifications consistent with the consensus for flow analysis
involve categorising individual blood vessels in each quadrant based on their
diameter. The diameter in this case is semi-quantitatively defined by a dimensional
constraint, S, M, and L, representing small (10–25 mm), medium (26–50 mm), and
large (51–100 mm) vessels, respectively (Fig. 3B). After quantification of vessel
diameter and flow, an average score of the total flow is calculated for each group of
vessels in each quadrant. This average score is called the microvascular flow index
(MFI) for the group of vessels and it is the sum of each quadrant vessel score divided
by the number of quadrants in which the vessel type is visible. Thus, in analysing
vascular density, the number of each vessel type (small, medium, and/or large) is
counted in each quadrant, and an average of each vessel type is calculated for each
quadrant. It is recommended, however, due to time and practical considerations,
to loop the imaging video clips, and, in case there are different types of flow in one
quadrant, average the flow (e.g. for 2 small vessels normal and 5 small vessels
moderate, the average would be moderate flow for that quadrant). If software is
available to measure the lengths of each segment, then the vascular density is
expressed as the length of specific vessels in micrometers (mm) per area (mm2) of
observation.

Analysis software for microcirculation images

We are currently developing software to analyse SDF imaging data. The software
is designed to identify microvessel contour in vascular images in an automated
fashion. This process is known as skeletonisation or segmentation (Fig. 4A) and is
essential for automated recognition of the microcirculation. This procedure has
become feasible due to the improved image quality introduced by SDF technology.
Once segmentation has been achieved, the software can determine length, width,
and blood velocity of individual vessel segments. Velocity is determined semi-auto-
matically after constructing space–time diagrams from the centre-line intensity of
vessels in subsequent video frames [20]. Space–time diagrams portray erythrocyte
dynamics by plotting the movement of each individual erythrocyte along a segment
of a selected blood vessel as a function of time. From the slope of the resulting
diagonal lines, erythrocyte velocity is calculated. Such an analysis creates a distinct
static image in which erythrocytes appear as dark diagonal bands separated by light
bands representing plasma gaps (Fig. 4B). Space–time diagrams provide informa-
tion relating to erythrocyte velocity, lineal density, and the supply rate [20]. Finally,
the software creates a detailed statistical fingerprint of the video sequence contain-
ing vascular flow parameters. The software under development is unique because
it allows the inclusion of vasculature parameters that were previously not possible
and integrates them to create a profile of the microcirculation. It is expected that
this software package, in combination with improved image quality provided by
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SDF technology, will greatly facilitate evaluation of microcirculatory function
during sepsis and wound healing.

B

Fig. 4. Sample of the imaging processing software, currently under development, showing
semi-automated vessel identification by way of segmentation (A). Intravascular erythrocyte
dynamics are analysed using space–time diagrams (B), where d is the distance traveled (mm)
within a capillary sample segment and t is time, that define the location of the erythrocyte
within the selected segment
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Conclusions

Tissue dysoxia and microcirculatory dysfunction are major contributors to the
progression of organ failure and inadequate wound healing in critically ill patients.
The oral and maxillofacial compartments are highly vascularised areas and offer a
very approachable site and model for monitoring wound healing and the functional
state of the microcirculation in patients. In this chapter, SDF imaging technology
and its vascular analytical methods were introduced with regard to quantifying the
microcirculation and its architecture. New optical technologies like SDF imaging
will allow detailed observation and monitoring of the functional condition of the
microcirculation and assessment of the availability of oxygen in the microcircula-
tion and surrounding tissues.
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Perfusion optimisation at the microcirculatory level

D. DE BACKER

The importance of perfusion optimisation in the early management of severe sepsis
was recently highlighted by Rivers et al. [1]. However, microcirculatory alterations
can frequently be observed in severe sepsis and shock states, in addition to global
and regional haemodynamic alterations. The microcirculation is of particular
importance as it is the place where most of the exchanges in oxygen and nutrients
between the blood and the tissues occur. The microcirculation differs from the
systemic circulation by many aspects. First, capillary PO2 and haematocrit are much
lower than arterial ones and may even behave differently. Second, the control of
microvascular blood flow is complex and depends both on local metabolic control
and on systemic humoral controls, but capillary perfusion is relatively independent
from systemic blood flow and pressure. Thus, interventions affecting the general
circulation may have different effects at the microcirculatory level, and may there-
fore fail to improve tissue perfusion. This review discusses the effects of several
interventions on the microcirculation.

Techniques used to investigate the microcirculation

Intravital microscopy is the gold standard technique for studying the microcircu-
lation and is still used in animal studies. This technique can unfortunately not be
used in humans, as a large microscope needs to be applied on a fixed tissue
preparation while fluorescent dyes are infused. Alternative methods have been
used in humans, including phlethysmography, video microscopy of the nailfold
area, and laser Doppler technique [2]. Unfortunately these approaches have several
limitations that preclude their use in critically ill patients. For example, laser
Doppler techniques have been frequently used in critically ill patients, as they have
the advantage that they can be used to examine various tissues, including the upper
digestive tract, through insertion of a nasogastric tube. Laser Doppler provides
measurements of blood flow in relative units (mV); accordingly, only relative
changes to baseline can be assessed. However, the major limitation of this tech-
nique is that it does not take into account the heterogeneity of microvascular blood
flow, since the measured parameter represents the average of the velocities in all
the vessels included in the investigated volume (~1 mm³). Thus, blood flow mea-
sured by this technique will be influenced by arteriolar and venular blood flow more
than by capillary blood flow. Phlethysmographic techniques have similar limita-
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tions, the sampling volume being even larger. In addition, phlethysmography is
influenced by microvascular and regional blood flow, and the relative contribution
of both factors cannot be delineated. Nailfold videomicroscopy can detect blood
flow heterogeneity but the nailfold area is unfortunately very sensitive to changes
in temperature and peripheral vasoconstriction.

Orthogonal polarisation spectral (OPS) imaging and side-stream dark-field
(SDF) imaging are recently-developed non-invasive techniques that allow direct
visualisation of the microcirculation [3, 4]. Both techniques involve the use of a small
camera and a few lenses. The devices are small and can easily be used at the bedside.
High-contrast images of the microcirculation are formed by absorbing structures
(e.g. red blood cells) close to the surface that are illuminated by the light reflected
from deeper structures. Due to their specific characteristics, OPS and SDF can be used
to visualise the microcirculation in tissues protected by a thin epithelial layer, such
as the mucosal surface. In critically ill patients, the sublingual area is the most easily
investigated mucosal surface. Other mucosal surfaces include rectal and vaginal
surfaces which are of limited accessibility, and ileal or colic mucosa in patients with
enterostomies. Images can also be generated in eyelids and in the nailfold [5].

The use of OPS imaging techniques to visualise the microcirculation has been
validated against standard techniques. Vessel diameters, functional capillary den-
sity, and vessel blood flow were found to be similar with OPS imaging and standard
intravital fluorescence videomicroscopy in various animal models [3, 6–8]. In
human healthy volunteers, the agreement in the measurement of capillary density
and red blood cell (RBC) velocity in the nailfold area was excellent between OPS
imaging and capillaroscopy [5]. Unfortunately, a quantitative approach cannot
actually be used for observations of the sublingual microcirculation in critically ill
patients, due to small movements of the probe (especially respiratory movements).
Accordingly, we developed a semi-quantitative method to determine capillary
density and the proportion of perfused capillaries [9]. These techniques are parti-
cularly helpful to disclose capillary recruitment, but are not able to identify changes
in velocities within vessels.

Evidence for alterations in microcirculatory blood flow in sepsis

Numerous experimental studies have observed a decrease in capillary density and the
presence of stopped-flow capillaries in close vicinity of well-perfused capillaries (blood
flow heterogeneity) [10–12]. Although these alterations can be observed in various
conditions, including haemorrhagic shock [10], ischaemia/reperfusion injury [13], and
sepsis [11, 12, 14–16], they are more severe in septic than in other insults [17, 18]. Animal
studies have clearly shown that similar microvascular alterations can be observed in
striated muscles [12, 19], small bowel mucosa [15], liver [20], pancreas [21], and skinfold
[13]. The microcirculatory alterations clearly differ from macrocirculatory hae-
modynamic alterations of sepsis, with vasoconstriction in the microcirculation in
opposition to the vasodilatory state with high cardiac output.

We used the OPS technique in the sublingual area of patients in circulatory
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failure [9, 22] and observed that microcirculatory alterations are frequent in shock
states. Fifty patients with severe sepsis (n = 8) and septic shock (n = 42) were
investigated within 48 h of the onset of sepsis [9]. Compared to controls, septic
patients presented a decrease in capillary density (vessels containing no RBCs
cannot be visualised) and a decrease in the proportion of perfused capillaries. These
alterations were more pronounced in nonsurvivors than in survivors. In a second
cohort of 49 patients with septic shock, we daily investigated the sublingual micro-
circulation up to shock resolution or death, and observed that microvascular blood
flow rapidly improved (but did not totally resolve) in survivors but remained
altered in non survivors, whether these patients died from shock or from multiple
organ failure after the shock was resolved [23]. In survivors, microcirculatory
alterations improved even though these patients were still on vasopressors for
several days. In addition, improvements in microvascular alterations of more than
7.5% within the first 24 h of observation was an excellent predictor of good outcome,
and, perhaps more importantly, this was even the most powerful predictor of
outcome in these patients, well before improvements in APACHE II score, global
haemodynamics, or SOFA score. These data suggest that microvascular blood flow
alterations are implicated in the pathophysiological process involved in the deve-
lopment of multiple organ failure and death in septic patients.

What are the implications of microvascular alterations?

Microvascular alterations have major physiopathological implications. The juxta-
position of well-perfused and non-perfused capillaries may be responsible for the
sepsis-induced decrease in oxygen extraction capabilities [24–26]. In addition,
stopped flow capillaries are associated with zones of tissue hypoxia, as suggested
by the decreased intravascular PO2 [27, 28] Finally, the transient flow observed in
some capillaries may lead to focal areas with ischaemia/reperfusion injury.

One major question is whether these microvascular blood flow alterations are
the initial mechanism, leading to alterations in tissue metabolism, or are they
secondary to cellular events, with flow matching the direct heterogeneous metabo-
lic alterations? It is difficult but important to separate these opposing alternatives.
In the first case, interventions improving microvascular perfusion may be benefi-
cial while they would be useless in the second case. Several arguments nevertheless
suggest that microcirculatory alterations may be the triggering event. First, in a
pivotal study, Ellis et al. [19] reported in a model of peritonitis induced by caecal
ligation that heterogeneity of microvascular blood flow increased with an increased
number of stopped-flow capillaries (from 10 to 38%) and in the proportion of
fast-flow to normal-flow capillaries. Moreover, in well-perfused capillaries, O2

extraction increased, rather than decreased, and the VO2 of this segment also
increased. These results strongly argue against a sepsis-induced mitochondrial
dysfunction, at least in the early phase of sepsis. Indeed, a primary mitochondrial
dysfunction would have been accompanied by a decreased VO2 and O2 extraction
in this segment. Similarly, Ince et al. [27] reported that microvascular PO2 is

Perfusion optimisation at the microcirculatory level 91



decreased in sepsis, which is incompatible with primary metabolic alterations.
These data suggest that the sepsis-induced decrease in extraction capabilities is
related to blood-flow heterogeneity but not to impaired capacities of the tissues
to use oxygen. Second, we observed that the severity of alterations in the sublin-
gual microcirculation is inversely related with sublingual PCO2 and that both
alterations can be reversed [29]. Of note, tissue PCO2 does not increase when flow
matches metabolism. All together, these observations suggest that microcircula-
tory alterations are involved in the pathophysiology of sepsis-induced organ
dysfunction and that they do not match metabolic alterations, at least in the early
phases of sepsis.

Another major question is whether these microvascular blood flow alterations
are influenced by systemic factors. If so, monitoring of the microcirculation may
be useless, as these alterations may be inferred from more easily applicable moni-
toring techniques. Since microcirculatory and macrocirculatory alterations usually
coexist, it is quite difficult to separate the influence of the two factors. Experimental
studies suggest that microcirculatory alterations can occur even when blood flow
or perfusion pressure is maintained [17, 18, 30]. Using OPS technique on the
sublingual microcirculation in 96 patients with severe sepsis and septic shock, we
observed that the severity of microcirculatory alterations was not related to arterial
pressure, the use of vasopressors, or the cardiac index [31].

How can microvascular blood flow be manipulated in sepsis?

Focal vasoconstriction, microthombi, and impairment of RBC and white blood cell
(WBC) deformability are likely to concur in these microvascular alterations. In
view of the severe vasoconstriction observed in some vessels, inflammatory and
vasoactive mediators, such as tumour necrosis factor (TNF) [32] and endothelin
[33], may play a major pathophysiological role, whereas nitric oxide (NO) may have
a protective role [34].

The physiologic characteristics of the microcirculation (importance of rheolo-
gic properties, absence of adrenergic receptors on the capillaries but their presence
at the precapillary and venular levels) and the mechanisms responsible for the
sepsis-induced microvascular alterations (microthrombi, WBC adhesion, vaso-
constriction) suggest that fluid resuscitation, vasodilatory compounds, and drugs
with anti-inflammatory and anticoagulant activities improve the microcirculation
while adrenergic compounds have more limited impact.

Animal experiments have shown that colloid solutions, and especially dextrans
and starch solutions, can improve microcirculatory blood flow [35–37] but human
data are lacking. The effects of packed RBCs are quite controversial, with some data
suggesting that RBC transfusion can improve microcirculation perfusion [38],
whereas other studies show the opposite effect [39]. Even if severe anaemia may
weaken microcirculatory oxygenation [40], less severe haemodilution may be
beneficial so that the effects of RBC transfusions should be analysed according to
baseline haematocrit. The effect of storage time and the presence or absence of
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residual leucocytes in the transfused products can represent important factors
affecting the microvascular response to RBC transfusions.

The role of adrenergic agents is, unexpectedly, less well-defined, although some
data are available regarding the role of beta-adrenergic stimulation. Several expe-
rimental studies have reported that dobutamine improves microcirculatory blood
flow [41, 42], probably via a vasodilatory effect on arterioles. We have recently
shown that dobutamine improves the sublingual microcirculation in patients with
septic shock, independently of its systemic effects [43]. The effects of alpha-adre-
nergic agents are less well-understood. Interestingly, while the topical application
of norepinephrine induces arteriolar vasoconstriction, intravenous administration
of norepinephrine did not affect the rat microcirculation [44]. Human data are
lacking regarding the effects of alpha-adrenergic drugs on the microcirculation.
Ledoux et al. [45] have reported, using the laser Doppler technique, that norepine-
phrine-induced increases in mean arterial pressure (MAP) from 65 to 85 mmHg
did not affect skin microcirculatory blood flow. However, the small number of
patients, the intrinsic limitations of the technique used, and the skin of the forearm
as a site of observation are important considerations that can limit definitive
conclusions. Aside from the level of pressure, the choice of the drug to be used can
also be central. Interestingly, some data highlight the microcirculatory effects of
vasopressin in circulatory shock [46, 47]. Albert et al. [46] demonstrated that
vasopressin preserved renal blood flow in endotoxaemic rabbits, while Westphal
et al. [47] reported a major decline in gut perfusion in rats submitted to caecal
ligation. Among other factors, differences in vasopressin doses may explain these
conflicting results. Dubois et al. [48] reported that vasopressin did not deteriorate
the sublingual microcirculation in patients with severe vasodilatory shock treated
with low doses of vasopressin.

Other strategies, and especially vasodilatory agents, can be used to manipulate
the microcirculation in sepsis [49]. Among these, NO donors appear promising.
Animal data suggest that NO deficiency accentuates microcirculatory alterations
[34]. We observed that microvascular alterations were fully reversible after topical
application of a high dose of acetylcholine (Fig. 1), suggesting that vasodilators may
be of value [9, 22]. This was further corroborated by Spronk et al. [50], who reported
that nitroglycerin improved the sublingual microcirculation; unfortunately, it also
induced a marked hypotension. In addition, the potential cytotoxic effects of NO
donors should not be neglected so that further studies are needed to evaluate the
usefulness of these agents in the therapy of septic shock.

Among other therapies, activated protein C is particularly promising. Even
though it has been clearly demonstrated that activated protein C improves survival
in critical care patients [51], the underlying mechanisms are still not fully under-
stood. Hoffmann et al. [52] described an improved capillary density and a decrease
in adherent and rolling leucocytes in rodents submitted to endotoxin and treated
with activated protein C. These results were confirmed in other experimental
settings [53, 54]. Interestingly, the effects may be independent of the anticoagula-
tory effects of activated protein C [54]. The effects of activated protein C in patients
with septic shock are currently under evaluation.
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Conclusions

Microvascular alterations are frequent in patients with septic shock and their
severity has been shown to be associated with outcome. These alterations can be
improved by topical application of acetylcholine or intravenous administration of
nitrates. The microcirculatory effects of other interventions more classically used
to improve global oxygen delivery are less well-defined. Fluids, and especially
colloids, and dobutamine have been shown to improve the microcirculation, while
RBC transfusions have more variable effects. Experimental studies suggest that
activated protein C improves the microcirculation in septic patients.
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Pacemaker resynchronisation in the treatment of severe
heart failure

J.L. ATLEE

Patients with heart failure (HF) are at increased risk for hospitalisations, arrhyth-
mias, and mortality. Despite convincing evidence that combined diuretics, angio-
tensin-converting enzyme inhibitors (ACEI), b-blockers, and aldosterone antago-
nists (i.e. optimal drug therapy) can reduce hospitalisations and mortality in
patients with HF, such life-prolonging therapy continues to be underutilised [1].
More recently, devices for the management of patients with HF, including implan-
table cardioverter-defibrillators (ICDs) and pacemaker cardiac resynchronisation
therapy (CRT)1 have been shown to result in substantial mortality reduction [2–5].
Thus, CRT is yet another therapy that may be of benefit to selected patients with
severe heart failure.

Overview of permanent pacing indications

More than 40 years ago, implanted pacemakers (PM) became the therapy for
patients with symptomatic bradycardia due to atrioventricular (AV) block [6].
Subsequently, indications for PM were expanded to include pacing for bradycardia
due to sinus node dysfunction, pacing in the hypersensitive carotid sinus syndro-
me, pacing for neurocardiogenic syncope, and pacing for the prevention or termi-
nation of tachyarrhythmias [7]. While pacing indications for children and adole-
scents are similar, there is less emphasis on the rate criteria for bradycardia; rather,
more emphasis has been placed on the correlation of symptoms with conditions
amenable to pacing therapy. Also, in addition to the more conventional indications
for PM, its use has now been expanded to include other conditions.

Among these is hypertrophic obstructive cardiomyopathy (HOC) with symp-
toms and with significant resting or drug-provoked (nitroglycerine or isoprotere-
nol) left ventricular (LV) outflow tract obstruction (LVOT). However, such patients
must not be candidates for surgery or refractory to drugs (b-blockers, calcium
channel blockers). If so, HOC with LVOT forms a class IIb indication for dual-
chamber pacing with a short AV delay (< 120 ms) [7]. This will reduce the LVOT
gradient in many, but not all patients. Possible beneficial effects of pacing in
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patients with LVOT include induced paradoxical septal wall motion, reduced
systolic anterior mitral valve motion, increased LVOT diameter, and reduced
Venturi forces through the LVOT [8, 9]. The relative importance of other suggested
beneficial effects of pacing in HOC, such as improved left ventricular (LV) diastolic
function, increased coronary blood flow, and depression of systolic function is
unresolved. Further, pacing has not been convincingly shown to reduce mortality
in HOC, with or without LVOT.

Pacemaker cardiac resynchronisation therapy

Cardiac resynchronisation therapy (CRT) is used to treat advanced heart failure
(NYHA Class III or IV; AHA/ACC Stage C or D)2 and consists of biventricular
pacing (BVP) or LVP to synchronise ventricular contractions in patients with
advanced HF. Commonly, such patients have abnormal ventricular activation or
electrical dyssynchrony [10, 11]. The latter is manifest as QRS interval prolongation
(often, with a left bundle branch block) and is associated with cardiac dysfunction
[12, 13] and increased mortality [10]. The following discussion is organised under
four headings: (1) physiology of CRT, (2) pacing site selection, (3) haemodynamic
and other observations pertinent to CRT, and (4) clinical evidence for efficacy of
CRT in HF.

Physiology of CRT

Abnormal electrical timing in heart failure

Key targets of CRT are the LV activation pattern and atrioventricular (AV) delay
[14]. The LV usually contracts synchronously, with little more than 40-ms variation
in the timing of electrical or mechanical systole throughout the wall. Mechanical
synchrony produces more effective and energetically efficient LV ejection. With
premature stimulation of a portion of the ventricles, e.g., with left bundle-branch
block (LBBB) or right ventricular (RV) pacing, the activation sequence changes.
This generates regions of early (RV) and delayed (LV) contraction. Furthermore,
early shortening at the stimulation site (RV) is wasted work. The RV filling pressure
is still low, so little ejection occurs. Moreover, delayed LV activation occurs at
higher wall stress, because the ventricular septum has already developed tension.

________________
2 NYHA (New York Heart Association) functional classification of HF: Class I - symptoms at rest;

Class II - symptoms with usual exertion; Class III - symptoms with < ordinary exertion; and Class IV -
symptoms at rest. The ACC/AHA (American College of Cardiology/American Heart Association)
emphasises the evolution and progression of HF: Stage A: high risk for HF, but without evident
structural heart disease (SHD); Stage B: with SHD, but without HF symptoms; Stage C: with SHD and
past or current symptoms of HF; Stage D: with end-stage SHD and need for advanced therapy (i.e.
positive inotropes, mechanical circulatory support, cardiac transplantation, or hospice care).
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Finally, this is wasted work, because any previously activated myocardium may
undergo paradoxical stretch. The net result is a decline in systolic function of about
20%, with reduced cardiac output and efficiency, increased end-systolic volume
and wall stress, and delayed relaxation.

Mechanical dysfunction secondary to intrinsic LV conduction delay (i.e. LBBB,
wide QRS rhythm) vs single-site RV pacing is not necessarily equivalent [14]. The
former has an even greater adverse impact on contraction, as a larger territory of
myocardium may be prematurely activated.

Finally, the AV delay also influences net LV chamber mechanics [14]. Too short
or too long delays result in suboptimal LV filling and may cause mitral regurgita-
tion (MR). Translating this behaviour to patients with HF is non-trivial, because
the failing heart must operate at high filling pressures. This reduces diastolic LV
filling during atrial systole, even if atrial and ventricular contractions are properly
synchronised.

Optimisation of AV delay: AV resynchronisation

There is conflicting evidence for the efficacy of AV resynchronisation with VDD or
DDD pacing in patients with LV dysfunction or advanced HF. Hochleiter et al.
noted symptomatic improvement with DDD pacing and a short AV delay (100 ms)
in 16 patients with advanced HF [15]. This benefit persisted at 1 year, but the
incidence of sudden death (presumably, arrhythmic) increased at 2 years [16].
Brecker et al. assessed the effect of variable AV delay on symptoms and exercise
tolerance in patients with dilated cardiomyopathy and reduced ventricular filling
times due to AV valvular regurgitation [17]. Cardiac output, exercise duration, and
maximum O2 consumption increased with shorter AV delays. Also, the exercise-
limiting symptom changed from breathlessness to leg fatigue.

In contrast, Linde’s group found no improvement in NYHA functional class,
stroke volume, ejection fraction, or quality of life 1, 3, and 6 months after physio-
logic pacing with optimised AV delay in ten patients with advanced HF secondary
to ischaemic or dilated cardiomyopathy [18]. There was, however, short-term
improvement in stroke volume and cardiac output. Similarly, Gold et al. found no
improvement in haemodynamic, clinical or echocardiographic variables with VDD
pacing and short AV delays in 12 patients with severe HF [19]. While Nishimura’s
group did find differences in response to dual-chamber pacing with optimised AV
delay in patients with dilated cardiomyopathy and severe LV dysfunction, these
were based on the PR interval at rest [20]. Patients with PR intervals > 200 ms had
significant improvement in cardiac output, LV end-diastolic pressure, diastolic
filling time, and less MR during pacing. With normal PR intervals, diastolic filling
time was unchanged, but cardiac output decreased with pacing. Finally, Sack et al.
found no variables that consistently predicted a beneficial response to dual-cham-
ber pacing with optimised AV delay [21]. However, patients could be stratified into
‘responders’ and ‘non-responders’ based on acute haemodynamic assessment.

Thus, individual patient testing is the only way to distinguish patients who
might benefit from optimising the AV delay in right-sided dual-chamber pacing
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[22]. Controlled studies that link short-term to long-term benefits in significant
numbers of patients are currently lacking.

Optimal ventricular activation in heart failure

Wiggers first recognised the importance of synchronised ventricular contractions
[23]. He described LV contraction as a ‘series of sequential fractionate contractions
of muscle bundles,’ and proposed that a disturbance in the temporal sequence of
LV contraction might be caused by interspersed areas of ischaemia or fibrosis.
Nearly 40 years later, Harrison noted ‘disorganised contraction’ (termed ‘asyner-
gy’) on kinetocardiograms of patients with coronary heart disease [24]. Shortly
thereafter, Herman and colleagues correlated the presence of LV asynergy with
clinical HF [25]. Some 16 years later, the impact of rate-dependent LBBB on LV
function was analysed during exercise radionuclide angiography [26]. In subjects
with rate-dependent LBBB, but without demonstrable coronary artery disease
(CAD), there was an abrupt decrease in LV function with exercise. In contrast, in
controls (without CAD), LV function increased by 26%. Moreover, LV wall motion
analysis revealed that onset of LBBB coincided with development of asynchronous
LV contraction. Similarly, Grines et al. observed striking delays between LV systolic
and diastolic events in patients with isolated LBBB [12]. They hypothesised that
altered ventricular activation with LBBB led to delayed LV contraction, RV–LV
dyssynchrony, lower LV ejection fractions, abnormal interventricular septal mo-
tion, and shortened diastolic filling times. Much later, Amitzur’s group compared
the effects of different pacing sites (i.e. surrogates for conduction abnormalities)
on blood flow velocities in the left anterior descending (LAD) and left circumflex
(LCX) coronary arteries [27]. LCX flow velocities were not affected by multisite
pacing; however, LAD flow velocities decreased with pacing from the right RVA or
mid-RV vs with RA or LV pacing. It was speculated that the differences were due
to earlier activation of LAD-perfused territories (especially, the interventricular
septum) with right-sided pacing. In contrast, with left-sided pacing, there was
nearly simultaneous activation of both the LAD- and LCX-perfused territories,
excluding both from the effects of an early activation state. Finally, Xiao et al.
examined the effects of abnormal ventricular activation (prolonged QRS) on the
time course of the LV pressure pulse waveform in patients with dilated cardiomyo-
pathy [28]. QRS prolongation reduced peak dP/dt, and increased the time to peak
dP/dt, relaxation times, and overall duration of the LV pressure pulse waveform.
The authors postulated that if QRS duration were reduced, possibly by pacing, then
improved inotropy might result.
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Pacing site selection

Right ventricular apex

When transvenous endocardial leads were first used for permanent pacing, the
RVA was the choice lead position [9]. It was relatively easy to obtain stable RVA
lead positions with good pacing and sensing characteristics, and an acceptable
incidence of lead dislodgement. Since then, there have been advances in lead
technology (e.g. tined, active fixation, and steroid-eluting leads). Also, pacing from
other parts of the ventricles is possible. However, AAI pacing with intact AV
conduction still leads to higher cardiac outputs and ejection fractions vs RVA DDD
pacing [29]. Thus, the normal pattern of ventricular activation is important. In
patients with normal LV function, cardiac output with DDD pacing is often ade-
quate. Thus, there was little impetus to explore other pacing sites [9]. However,
now there is potential to further optimise LV function with pacing to normalise the
pattern of ventricular activation in selected patients with HF, despite optimal drug
therapy. Thus, pacing to achieve this goal now has a higher priority.

RV apex vs RV outflow tract pacing and dual-site RV pacing

Usually, permanent ventricular pacing is with electrode(s) at the RV apex (RVA).
Permanent pacing from the RV outflow tract (RVOT) is also feasible [30]. Several
small trials have provided conflicting results regarding the efficacy of RVOT pacing
in HF. Giudici et al. found that VVI pacing from the RVOT improved cardiac output
vs RVA pacing in patients receiving DDD pacemakers for sinus node dysfunction
[31]. However, pacing sites were not randomised, cardiac output measurements
were unblinded, RVOT pacing was tested in some patients with normal sinus node
function, and the trial was not restricted to patients with HF. Thus, these findings
require confirmation. Victor et al. compared RVOT to RVA pacing in ten patients
with complete heart block or chronic atrial fibrillation and normal LV function
[32]. Each received a DDD pacemaker with one lead in the RVOT and another at
the RVA. Pacing was randomised between sites. There was no difference between
RVOT and RVA pacing for effect on haemodynamics or exercise tolerance. Two
prospective, randomised trials, one with VDD [33] and the other with DDD pacing
[34], confirmed no beneficial haemodynamic effect of RVOT vs RVA pacing in HF
patients. Therefore, the pacing mode, not the RV pacing site, appears to have a
greater effect on haemodynamics in patients with HF.

Finally, Buckingham et al. tested whether simultaneous RVA and RVOT (dual-
site) pacing would narrow the QRS and improve haemodynamics during a clinical
electrophysiological study [35]. The QRS narrowed (130±110 ms) with dual-site
pacing, but there was no significant change in cardiac output. In their sequel report,
this group tested dual-site RV pacing to improve LV systolic function in patients
with reduced LV ejection fractions [36]. There was no significant effect of dual-site
pacing on any measured parameters of LV function. Thus, it appears that dual-site
RV pacing has little potential to improve haemodynamics in patients with HF.
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Biventricular pacing

In patients with HF and LBBB or intraventricular conduction delay (QRS � 0.13 s),
pacing to synchronise RV and LV contractions (i.e. BVP) will narrow the QRS and
has potential to improve ventricular interdependence and haemodynamics more
than single- or dual-site pacing from the RV. Early evidence supporting BVP was
limited to small, uncontrolled, observational studies with short follow-up. For
example, Cazeau et al. studied eight patients with NYHA Class IV HF (despite
maximal medical therapy) and widened QRS complexes, who had refused or were
ineligible for heart transplantation [37]. Each patient underwent baseline hae-
modynamic evaluation with temporary pacing leads for RV apex, RVOT and LV
pacing, or BVP between the RVOT or RV apex and the LV. Based on the baseline
results, lead placement of an existing pacemaker were modified or a new system
was implanted for BVP. For patients in sinus rhythm, atrial-triggered BVP increa-
sed cardiac index (CI) by 25%, and reduced pulmonary capillary wedge pressure
(PCWP) by 17%. In four patients who survived 3 months, NYHA functional class
improved to Class II. Leclercq et al. assessed the acute haemodynamic benefit of
BVP with optimised AV delay in 18 patients with drug-refractory, advanced HF and
mean QRS = 170 ms [38]. PCWP and CI were measured during AAI pacing (con-
trol), again during single-site RV DDD pacing, and during BVP (simultaneous LV
with RV apex or RVOT pacing). PCWP and CI were significantly increased with
BVP. Kass et al. reported the acute haemodynamic effects of BVP vs VDD pacing
from the RV mid-septum or apex in 18 patients with dilated cardiomyopathy,
prolonged QRS, and advanced HF [39]. Pacing from the LV free-wall site with the
greatest conduction delay (i.e. single-site LV pacing) was also examined. LV
dP/dtmax and pulse pressure increased most with single-site LV pacing. BVP caused
a more modest (but still significant) increase in LV dP/dtmax. Pacing from the RVA
or septum had negligible effects on LV systolic function.

Haemodynamic and other observations pertinent to CRT

BVP is mainly restricted to patients with advanced HF due to dilated cardiomyo-
pathy, a low ejection fraction (usually � 35%), and LBBB or intraventricular
conduction delay (QRS = 0.13 s) [8, 14]. In such patients, observational studies
show significant haemodynamic improvement: (1) increased cardiac output, ejec-
tion fraction, and blood pressure; (2) reduced pulmonary capillary wedge pressure
and MR; (3) enhanced LV systolic function (i.e. maximum LV dP/dt and/or LV
pressure-volume loops); and (4) improved magnitude and synchronisation of LV
contraction. Also, either BVP or single-site LV pacing improves LV function without
increasing O2 consumption, thereby increasing myocardial efficiency [40, 41].
Further, BVP or single-site LV pacing vs RV apex pacing reduces sympathetic
activity and increase arterial pressure [42]. These latter effects were attributed to
stimulation of arterial or cardiopulmonary baroreceptors with vasodepression or
cardioinhibition, respectively.
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LV pacing site affects BVP efficacy

Studies of acute pacing in HF have revealed findings that relate primarily to LV
pacing site selection [14]. First, the acute effects of single-site LV pacing are often
similar or even more prominent than those of BVP. To date, BVP has involved
simultaneous stimulation of the RV and LV, which may not be optimal in HF. While
single-site LV pacing pre-excites the LV lateral wall, and would seemingly shift
electrical delay to the RV, mechanical effects likely differ. This may relate to intra-
myocardial spread of excitation from a single LV pacing site vs fascicular conduction
from the right bundle branch. Furthermore, BVP causes simultaneous RV–LV
stimulation, which does not mimic normal activation, and may be suboptimal.
Second, modifying the AV delay influences the net systolic response to single-site
LV or BVP, but this is a more modest effect vs that of the LV pacing site per se. For
AV delays of 110–140 ms, the mechanical responses to single-site LV or BVP appear
similar, with both greater than with single-site RV pacing [39, 42]. Third, studies of
the acute effects of single-site LV or BVP vs single-site RV pacing have not revealed
benefits or detriments on cardiac diastolic function (i.e. isovolaemic relaxation
time-constant or diastolic pressure–volume curve). Fourth, CRT with LV free- vs
anterior-wall stimulation significantly improves LV systolic performance [43].

Identification of patients most likely to respond to CRT

Today, CRT is advised (Class IIb indication) only for selected patients with idio-
pathic dilated or ischaemic cardiomyopathy and medically refractory advanced HF
[7]. In addition, the QRS duration must be � 130 ms, LV end-diastolic diameter
� 55mm, and ejection fraction � 35%.

Even so, a central issue has been the identification of patients most likely to
benefit from CRT [14]. The primary variable for patient selection has been QRS
duration, an electrical marker for spatially dispersed mechanical activation. It has
been shown that patients with wider QRS complexes have greater immediate
mechanical responses to CRT [39, 42, 43]. Also, the worse the cardiodepression,
perhaps itself reflecting LV electrical dyssynchrony, the greater the CRT response
[14]. Thus, regardless of the methods used to measure mechanical dysfunction due
to electrical dyssynchrony or the response to CRT (e.g. LV ejection fraction, LV
dP/dt, Doppler flow assessment), any of these most strongly correlate with respon-
siveness to CRT [44]. Finally, there is also controversy as to whether the amount of
QRS narrowing with CRT is predictive of efficacy [14]. Short-term studies have not
confirmed this, although one longer-term study suggests such correlation [45].

Clinical evidence for efficacy of CRT in HF

Until now, we have looked only at the acute haemodynamic effects of CRT. Is there
evidence for longer-term efficacy? The first positive evidence comes from meta-
analysis of randomised trials of CRT. Other evidence comes from ongoing or
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completed, multicentre prospective trials of CRT: the MIRACLE, VIGOR, PATH-
CHF, MUSTIC and COMPANION trials.

Meta-analysis of CRT trials

Bradley et al. [46] searched several databases and other sources3 with the terms
‘pacemaker,’ ‘pacing,’ ‘HF,’ ‘dual-site,’ ‘multisite,’ ‘biventricular,’ ‘resynchronisa-
tion,’ and ‘LV preexcitation.’ Eligible were reports that included death, hospitali-
sation for HF, or ventricular arrhythmias as outcomes. Of 6883 potentially relevant
reports initially identified, 11 reports of four randomised trials with 1634 total
patients were included in the meta-analysis. Follow-up for these trials was from 3
to 6 months. Significant findings from pooled data were that CRT reduced death
from progressive HF by 51% vs controls. Mortality due to HF was 1.7% for CRT vs
3.5% for controls. CRT also reduced HF hospitalisation by 29%, and showed a trend
toward reducing all-cause mortality. There was no statistically significant effect of
CRT on non-HF mortality. For a subset of patients with ICD, CRT had no clear
impact on ventricular tachyarrhythmias. These findings would suggest that CRT
has a substantial impact on the most common mechanism of death (progressive
HF) in patients with advanced HF.

Desai et al. [4] carried out a similar meta-analysis to determine whether ICD
therapy reduces all-cause mortality in patients with nonischaemic cardiomyo-
pathy. Interestingly, four out of five primary prevention trials (total of 1854 pa-
tients) showed a statistically nonsignificant effect of ICD over medical therapy for
all-cause mortality. Only the COMPANION trial (1520 patients, discussed below),
in which a cardiac rhythm management device with both ICD and CRT capabilities
was used, showed a statistically significant reduction in all-cause mortality with
ICD over optimal medical therapy [3].

Prospective, randomised CRT trials

MIRACLE

In the first report from the MIRACLE4 ICD trial investigators, 453 patients with
advanced HF (ejection fraction < 35%; QRS � 130 ms) were randomised to CRT or
no CRT [47]. However, conventional HF drug therapy was maintained in both
groups. Patients with CRT experienced significant improvement in 6-min walk
distance, NYHA functional status, quality of life, treadmill time during exercise
testing, and ejection fraction. Also, fewer CRT patients required hospitalisation for

________________
3 MEDLINE (1966–2002), EMBASE (1980–2002), the Cochrane Controlled Trials Register (2nd

Quarter 2002), the National Institutes of Health Clinical Trials.gov database, the US Food and Drug
Administration Web site, and reports presented at scientific meetings (1994–2002).

4 Multicenter InSync RAndomized CLinical Evaluation Trial
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HF. In the second report, 369 patients requiring ICD therapy were randomised to
CRT or no CRT [2]. Except for the inclusion of ICD, the criteria were similar to the
previous trial [47]. At 6 months, patients with CRT had greater improvement in
median quality of life score and functional class. Also, peak O2 consumption and
treadmill exercise time increased significantly with CRT. However, there was no
change in 6-min walk distance. There were no significant differences between test
groups for LV size or function, HF status, survival, or rates of hospitalisation. No
proarrhythmia were observed. Importantly, ICD tachyarrhythmia termination
capabilities were not impaired.

VIGOR

In this trial, patients with LV HF and LBBB (n = 53) received BVP as CRT [48].
Echocardiograms were acquired at randomisation and after 6 and 12 weeks of BVP.
Heart rate, QRS duration, and serum norepinephrine values were unchanged, and
left atrial and LV end-systolic volume. LV end-systolic and end-diastolic dimen-
sions were reduced. After 12 weeks of BVP, there was significant improvement in
measures of systolic function, including LV outflow tract and aortic velocity time
integrals, and myocardial performance indices.

PATH-CHF

The first report from these investigators described the impact of 6 months of CRT
on echocardiographic variables of LV function [49]. For 25 patients with advanced
HF (ischaemic or idiopathic dilated cardiomyopathy) and increased QRS duration,
CRT significantly reduced LV end-diastolic and end-systolic diameter and volume,
and increased ejection fraction. Concerning LV volume reduction, ‘non-respon-
ders’ had significantly higher baseline LV end-diastolic volume than ‘responders.’
Overall, there was only mild baseline MR, which according to semi-quantitative
analysis, was reduced only slightly by CRT. The second PATH-CHF report compa-
red short- and long-term effects of atrial synchronous, single-site ventricular
pacing (LVP) or BVP [50]. Forty-one patients were randomised to 4 weeks with
LVP or BVP, then to 4 weeks without treatment, and finally to 4 weeks with the
alternative treatment (BVP or LVP). The best CRT method (LVP or BVP) was then
continued for 9 months. Primary end points were exercise capacity measures.
Single-site pacing (LVP) was selected for longer-term CRT in the majority (n = 36)
of patients. However, the early clinical effects of LVP and BVP for CRT were not
statistically significantly different, so that trial results were pooled to assess early
sequential treatment effects. Oxygen uptake at both the anaerobic threshold and
peak exercise level during bicycle exercise testing was significantly increased with
both treatments. Also, the 6-min walk distance increased with both treatments.
Finally, these improvements persisted after 12 months of CRT. Thus, for the short-
term, any differences between LVP and BVP for effect on the primary end-points
(measures of exercise capacity) appear small with short-term CRT.
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MUSTIC

Three reports have come from the MUSTIC investigators. The first was a single-
blind, randomised, controlled crossover study comparing exercise and other re-
sponses to BVP in 67 patients with advanced HF due to LV systolic dysfunction and
with QRS > 150 ms [51]. Patients were randomised to 3 months of inactive pacing
(VVI at 40 bpm) or BVP, and then crossed over to the other mode. The primary
end point was 6-min walk distance. Secondary end points included quality of life,
peak exercise O2 consumption, hospitalisations for HF, treatment preference (ac-
tive vs inactive pacing), and mortality. Nine patients were withdrawn from the
study before randomisation, and ten failed to complete both study periods. Signi-
ficant findings (active vs inactive pacing) in 48 patients who completed both study
phases were a 22% increase in 6-min walk distance, 32% improvement in quality-
of-life score, 8% increase in peak O2 uptake, and a 67% reduction in hospitalisa-
tions. Also, active pacing was preferred by 85% of patients. The second MUSTIC
report assessed whether the benefits of BVP observed during the aforementioned
crossover phase were sustained over 12 months [52]. Patients (n = 131) in sinus
rhythm (SR) or atrial fibrillation (AF) were assessed for 6-min walk distance, peak
O2 uptake, quality-of-life score, NYHA functional class, echocardiographic vari-
ables, and ejection fraction. After 12 months, all patients with SR and 88% with AF
were programmed to BVP. Compared to baseline, significant findings were: 20%
(SR) and 18% (AF) increased 6-min walk distance; 11% (SR) and 9% (AF) increased
peak O2 consumption; 36% (SR) and 32% (AF) improvement in quality of life; 25%
(SR) and 27% (AF) improvement in NYHA functional class; and, 5% (SR) and 4%
(AF) improvement in ejection fraction. MR decreased by 45% (SR) and 50% (AF).
A more recent report from the MUSTIC investigators confirmed the BVP quality-
of-life benefit in patients with NYHA Class III HF and intraventricular conduction
delay [53].

VENTEK-CHF

It is well-established that both acute and chronic HF contribute to the need for
antitachycardia (AT) therapy in patients with ICDs. The VENTEK-CHF trial re-
viewed the frequency of the need for ICD therapy in 54 patients with triple-chamber
BVP ICDs. ICDs had transvenous RV and epicardial LV pacing leads [54]. Thirty-
two patients completed 3-month, randomised, blinded periods of BVP (VDD) or
no pacing. Of these, 13 received appropriate AT therapy for ventricular arrhythmias
at least once in the 6-month post-implant period. Five had at least one episode of
AT therapy while programmed to BVP, whereas 11 had at least one episode while
programmed to no pacing. Three patients received ICD AT therapy during both
pacing periods. The decrease in AT therapy during the BVP period was statistically
significant, and may have been related to haemodynamic improvement with BVP.
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COMPANION

This trial was terminated prematurely after the recruitment of 1600 patients [55].
A total of 1520 patients with NYHA Class III or IV HF due to ischaemic or
nonischaemic cardiomyopathies, and a QRS interval of � 0.12 s were randomly
assigned in a 1:2:2 ratio to receive optimal drug therapy (see Introduction) for HF
alone or in combination with CRT with either a PM or PM-ICD. The primary
composite end point was time to death from or hospitalisation for any cause. As
compared with optimal drug therapy alone, pacemaker CRT decreased the risk of
the primary composite end point (hazard ratio, 0.81; P = 0.014), as did CRT with a
PM-ICD (hazard ratio, 0.80; P = 0.01). The risk of the combined end point of death
from or hospitalisation for heart failure was reduced by 34% for the PM group
(P <0.002) and by 40% in the PM-ICD group (P ~0.001) as compared to the group
with optimal drug therapy for HF alone. Finally, a PM reduced the risk of the
secondary end-point (death from any cause) by 24% (P = 0.059), and a PM-ICD
reduced this risk by 36% (P = 0.003).

Conclusions

Pacemaker CRT is a novel adjunct therapy for the treatment of severe HF, but it
does not replace the need for optimal drug therapy (see Introduction). In patients
with, or susceptible to malignant ventricular arrhythmias (the latter based on
clinical electrophysiological testing), CRT is combined with an ICD (ICD-CRT). Of
course, all ICDs implanted today are also PMs, and may incorporate adaptive-rate
pacing and other capabilities as well. Importantly, not only does CRT improve
haemodynamics, exercise tolerance, and quality of life for patients with severe HF
over the short term, it also appears to confer a longer-term survival benefit. Based
on the COMPANION trial results, this may be even greater for patients with
ICD-CRT vs PM-CRT. However, CRT therapy is costly, and it seems unlikely that
CRT for severe HF will be affordable for all nations for some time. Even so,
CRT ± ICD may yet be shown to reduce the need for even more costly HF therapies
(e.g. a ventricular assist device; total artificial heart; heart transplant).
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The importance of guidelines in airway management

F. PETRINI, M. SORBELLO, M. SCOPONI

‘Though this be madness, yet there is method in ‘t’
(Hamlet - Act II, Scene II)

The structure and organisation of health care delivery are in the midst of rapid
change. Increases in health care costs, competition and regulation are prompting
health care providers from a variety of disciplines to define their practice in
measurable ways and to identify the outcomes to which they contribute and aspire.

This is true also for anaesthesia, and particularly for airway management, which
is one of the most discussed topics of anaesthesia care for potentially life-threaten-
ing problems and implications.

With the aim of defining the importance of airway management guidelines, just
like trying to answer a question from Hamlet, we may discuss them in a ‘literary
way’, through Sir William Shakespeare’s comedies.

‘The Tempest’

The unanticipated difficult airway can be considered a clinical problem potentially
encountered by all anaesthesiologists, and is recognised as one of the most impor-
tant causes of major anaesthesia-related morbidity [1, 2]. Nowadays, it is well
known that approximately one third of all adverse anaesthetic outcomes are related
to respiratory problems, and almost one third of all anaesthetic-related deaths
result from an inability to manage the difficult airway [3].

Statistics are difficult to perform in the field of airway management for several
reasons; the lack of common definitions and of common measuring instruments
for near misses and adverse events makes it difficult to put all the data together and
to compare them. Another important problem is represented by the ‘iceberg effect’:
hard outcomes are so rare and may only represent the tip of the difficult airways
potential risks, so that in some aspects it is really underestimated, while some
others could be overestimated [4, 5]. Finally, literature suffers from the problem of
near-miss accidents and from the possibility of several clinicians ‘selecting’ (often
unconsciously) the type of outcomes and adverse events they are collecting [6].

This is the epidemiological ‘tempest’ of airway management and this is the field
in which practical guidelines should be applied.
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‘As you Like it’

The first practical consequence of the above-described situation in the early 1990s
was the general trend of all anaesthetists to act based on personal experience in the
face of all kinds of problems, especially those concerning airways management.
There was no major attention to preventive strategies and difficult intubation
predictors, except for what might have been suggested by personal attitude. Several
devices were available for difficult management, such as the laryngeal mask airway
(LMA) or emergency tracheal access, the first being considered unsafe to trust in
compared with classical intubation, and the second considered as the nightmare,
the forsaken situation that was best not mentioned. Airway management education
and teaching could be considered as ‘first-line fighting’, and learning was the
classical ‘attempts and mistakes’ method, everything to be played on clinicians’
responsibilities and patients’ morbidity.

‘The Comedy of Errors’

This Shakespeare comedy title could be one of the closed claims projects sponsored
by the American Society of Anesthesiologists (ASA) in the early 1990s: airway
management difficulties were one of the leading causes of anaesthesia-related
deaths and morbidity, representing the most expensive field for insurance refunds,
especially in some settings such as emergency or obstetrics and gynaecology [2].
In 1993, the ASA issued the first version of the guidelines for difficult airways
management, including a decisional algorithm, recommendations and equipment
based upon literature reviews, experts’ opinions and the Consensus Conference.
Ten years later, the ASA reviewed the guidelines, and since 1993 many other
documents on airway management have been written by enthusiastic international
expert groups such as the Canadian Society of Anesthesiologists, the French Society
of Anaesthesia and Intensive Care, the Italian Society of Anaesthesia, Resuscitation
and Intensive Therapy (SIAARTI), and the Difficult Airway Society [5, 7, 8].

The ASA guidelines were the first attempt to put some order, in a typical
American way, into such a difficult field, reinforcing the necessity for short and
clear protocols to act in the few moments available for interventions during airway
emergency. The key role played by the ASA guidelines was to move the matter of
the difficult airway from the dark side of the moon, underlining both the dimen-
sions of the problem and the necessity for protocols and commercial devices to
reduce the likelihood of adverse outcomes.

‘The Merchant of Venice’

The widespread diffusion of guidelines and research to improve them resulted in
a major challenge and in fascinating commercial possibilities for manufacturers of
airways devices. An important editorial by Cook underlines that in the late 1980s
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‘the options for maintaining the airway during anaesthesia were limited to the
tracheal tube or the face mask combined with an oropharyngeal airway’. New
devices, among which the LMA obviously plays a key role, have been developed,
tested and applied, resulting on several occasions in a safe bridge for ventilation or
a precious device that has saved more than one patient’s life [9].

Undoubtedly, only the best devices can survive daily clinical practice and the
severe refereeing of clinical trials or prospective studies: on the one hand, this
phenomenon represented an advantage for the anaesthesist and for patients’ safety,
while on the other it was a course for guideline redactors. It may be difficult to
recommend a certain device over another while guidelines are in preparation;
sometimes insufficient data are available not only to validate a new device, but also
to contraindicate its use in clinical practice.

The 2005 SIAARTI guidelines overcame the taxonomic problem of the bewil-
dering variety of suprapharyngeal, extrapharyngeal, oropharyngeal and oesopha-
geal devices, just indicating them as ‘LMA and other extraglottic devices’, on the
principle that none of them go through the vocal cords and the glottic opening. As
the number of devices grows, it is not the same for the scientific papers (correctly)
validating their role in difficult airway management, while the LMA and the
Combitube are the most widely recommended devices in clinical practice [9]. Last
but not least, we must not forget that a possible role of airways management
guidelines should be accounted for by costs: today the cost of a dedicated chart,
including all useful devices in available sizes, may be expensive although somewhat
‘mandatory’, and its absence could be considered faulty in litigation [7]. On the
other hand, the widespread diffusion of guidelines has caused a wider diffusion of
certain ‘economic’ devices, and it may push manufacturers to introduce low-price
(disposable) devices or to lower the cost of specific instruments, e.g. fibre-optic
devices and fibrescopes.

‘Measure to Measure’

‘Nothing can be improved if it can’t be measured’ (Leonardo Da Vinci): in effect this
was surely the first need felt by all researchers in the field of airway management.
Guidelines gave a sudden acceleration to this need. Measuring was the key to
success.

Measuring patients’ anthropometric features was—correctly—intended as the
only way to assess and preliminarily manage patients with difficult airways; mea-
suring instruments and devices produced new sizes for widespread applications.
Measuring data coming from clinical studies was considered to be the only way to
validate protocols, instruments and devices. Stronger than before was the need to
discuss clearly and compare clinical trial results: the era of evidence-based medi-
cine (EBM) was also beginning for anaesthesia and airway management [1, 10–12].
Evaluation of evidence-based outcome and utilisation of clinical practice guide-
lines may be considered as methods to determine and implement optimal practices
and to improve patient safety. In this sense practice guidelines are systematically
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structured recommendations that assist practitioners and patients in making
decisions about health care.

But we may ask: is it always possible to measure? And is it always correct to
measure? Airway management represents a hard challenge for statistics: it is often
impossible or difficult to perform randomised controlled trials in certain settings,
and similarly it is difficult to equalise some variables such as individual experience
or the feedback coming from other colleagues during difficulties [10, 13]. The paper
from Yentis and Lee [11] represents a cornerstone for what concerns difficulty
measuring, with a new laryngoscopic grading system (also adopted in the last
SIAARTI document); the same author 2 years later asks ‘Predicting difficult intu-
bation: worthwhile exercise or pointless ritual?’, putting in doubt both predictive
tests and the value of statistics in certain fields [12].

Furthermore, do we always need to measure? In a fascinating paper by Smith
and Pell we can read: ‘As with many interventions intended to prevent ill health,
the effectiveness of parachutes has not been subjected to rigorous evaluation by
using randomised controlled trials. Advocates of evidence-based medicine have
criticised the adoption of interventions evaluated by using only observational data.
We think that everyone might benefit if the most radical protagonists of evidence-
based medicine organised and participated in a double blind, randomised, placebo
controlled, crossover trial of the parachute’ [14].

Beyond the excesses, verisimilarly EBM could exist with observational data too,
and in certain fields it may also benefit from experts’ opinions and consensus
conference results. This is particularly true whenever data may not be collected in
a prospective way, and, moreover, if data are not fully compared, as suggested by
Kunz and Oxman or Moher and co-workers, resulting in misleading conclusions
or under/over-estimating results [15, 16].

The new 2005 SIAARTI ‘Recommendations for airway control and difficult
airway management’ recognised the importance of the opinion of the SIAARTI task
force, calling these specialists ‘expert witnesses’ with the critical role of deciding
the strength of recommendations in the ‘grey zone’ of EBM [5, 7, 17, 18].

When writing guidelines, all these arguments should be taken into account;
Shekelle and co-workers provided a very exhaustive paper concerning guidelines
development, pointing out that the methods development should ensure that
treating patients according to the guidelines will achieve the outcomes that are
desired [19]. In the authors’ opinion, this may only be possible by following a
precise flow chart: the first step is prioritising topics of interest and refining the
subject area (if reported as airways problems this should not be so difficult). The
second step is convening and running guideline development groups: in some
fields (such as paediatric, emergency or obstetrics and gynaecology airways mana-
gement), expert opinion may count as ‘scientific data’, especially if evidence or
studies are lacking. The third step should be to consider systematic review of all
available data and evidence grading: as stated before, this is not always possible for
airways management. Of the more than 800 studies included in the 2005 SIAARTI
guidelines, many were graded as level III or IV on the Delphi modified scale, and
some of the level II studies could be affected by statistical or procedural bias [5].
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The next step is translating the evidence into recommendations for clinical prac-
tice, accounting for the existing differences between clinical attitudes, and availabi-
lity of devices and instruments, and trying to minimise the gap between theory and
practice. Graded recommendations should finally be evaluated, reviewed and
constantly updated. The same steps are suggested by the Italian higher agencies for
health care (Ministero della Salute and FISM) [20, 21].

In conclusion, much work is involved in publication of guidelines, and even
more when clear data and precise measurements are missing in situations such as
difficult airways.

‘Midsummer Night’s Dream’

According to previous considerations, we must admit that the ideal airway man-
agement guidelines are really difficult to realise, and, in any case, they would never
fit into daily clinical practice, taking account of scientific evidence on the one side
and reality on the other. Is their real importance thus a ‘midsummer night’s dream’?
Not at all. Guidelines for the management of difficult airways have changed the way
of considering anaesthesia practice, leading clinicians and researchers to a more
careful evaluation of both clinical practice and research. In addition, the institution
of clinical trials, the evaluation of new devices, the more careful evaluation of
patients and the prudential approach to predicted borderline or severe difficulties
have led to an increase in patients’ safety (primum non nocere).

A recent paper published by Peterson and co-workers shows how real guide-
lines are and how important they might be. The authors examine what changed in
the field of airway management-related accidents after the introduction of the 1993
ASA guidelines through the investigation of closed claims in the USA [22]. While
considering this paper, one of the first attempts to provide a clinical evaluation of
the guidelines, it is important to underline that after their introduction something
changed in the daily practice of anaesthesia in the USA. The bridge between theory
and clinical practice may be represented by the result that while nothing changed
for the incidence of accidents during anaesthesia maintenance, extubation and
recovery, the incidence of fatal accidents or permanent brain damage associated
with anaesthesia induction was clearly reduced after 1993. Some theoretical aspects,
e.g. the number of laryngoscopic attempts, became clinical effects: the incidence of
accidents was linearly related to the number of attempts in case of difficulty (such
as strictly recommended in the 2005 SIAARTI document) [5].

Probably as a result of penetration of the guidelines, the wider diffusion of
‘prudent’ techniques such as awake intubation, or the presence of LMA as ‘a bridge
to secure ventilation’ or of introducers and tube-exchangers on anaesthesia carts
may account for the almost one quarter reduction in the odds of death or brain
damage recorded by the investigators [22].

Furthermore, according to a recently published analysis from the ASA Com-
mittee on Professional Liability Closed Claims Project, severe anaesthesia-related
injuries are becoming less frequent in the reports to insurance carriers. Moreover,
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claims for respiratory-damaging events (inadequate ventilation, oesophageal or diffi-
cult intubation) decreased significantly in the 1990s compared to the 1980s [2, 22].

These data, together with (still little) evidence regarding the lack of safety of
loco-regional anaesthesia as an alternative to difficult intubation, the risks of
emergency and out-of-hospital settings, and the importance of ‘trained’ early
emergency tracheal access, were all considered, reported and recommended in the
2005 SIAARTI guidelines [8]. Unfortunately, in Italy there is no possibility of
similar data accessing (insurance and/or litigations registers).

Literature and observational data, together with a rational implementation of
expert opinion approved by scientific societies may lead to suggested recommen-
dations, not dreams: according to Shakespeare, ‘The course of true love never did
run smooth’ (Act I, Scene I).

‘Much Ado About Nothing’

We may then conclude that all problems regarding the importance of guidelines
may be considered as the title of Shakespeare’s famous comedy. But, as usual, in
medio stat virtus. Guidelines represent a cornerstone for daily practice, the beha-
vioural gold standard for the different situations that may be encountered. At the
same time there are limits in different situations, because of penetration and
acceptance of guidelines, and because some fields lack sufficient data to allow a
strictly scientific elaboration of guidelines. This may be the case in airway man-
agement for NORA, thoracic surgery, paediatric anaesthesia, the intensive care unit
or out-of-hospital emergency settings. In such fields, guidelines should also take
account of logistic difficulties, non-elective conditions, which are well known to be
associated with unplanned difficulties, and higher rates of fatal accidents and
differences of skills [23]. The contribution of board-certified anaesthesiologists in
the improvement of emergency and perioperative care and outcome must not be
forgotten [24].

Furthermore, much has yet to be done to improve the guidelines themselves,
because of both the technological race and continuous attempts to improve quality.
Many efforts are currently being made for evaluation of clinical practice guidelines
[17, 20], possibly through dedicated instruments (AGREE Collaboration) and to
find the best compromise between theory and practice, in the effort to provide
correct evidence evaluation and grading strength of recommendations [25, 26]. In
this setting, the 2005 SIAARTI guidelines are also attempting quality improvement,
stating important quality points for guidelines self-assessment, data recording,
equipment storage and disinfection, teaching and learning, multidisciplinary co-
operation, diffusion and acceptance. The SIAARTI Task Force is compiling a
national data collection on diffusion and penetration of guidelines through a
questionnaire published on the SIAARTI website (www.siaarti.org ‘Gruppi di
Studio’ section) and on the Gruppo di Studio Vie Aeree Difficili webpage
(www.vieaereedifficili.org).

Finally, the 1993 ASA guidelines were discussed in litigation in only 18% of
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claims in a 7-year period: really not ‘much ado’! This limited importance in the
litigation processes may be due to the reflection of the ASA guidelines in usual and
standard practice patterns [22]. In any case, we must not forget that guidelines have
often been considered a two-way street in legal settings, as they might both
strengthen and weaken the defence of the practitioner. In Branthwaite and Be-
resford we can read that: ‘…(Protocols and guidelines) … are best considered
indicative of an accepted course of practice rather than the final arbiter of profes-
sional standards. However if legal action is brought because harm results from
transgression of guidelines and protocols ‘without good reason’ the claimant is very
likely to succeed’ [13, 22, 27, 28].

‘All’s Well that Ends Well’

Considering that airway management problems are the first cause of anaesthesia-
related accidents, we can say that airway management guidelines play a key role in
both practitioner and patient safety, probably being one of the most important for
anaesthestic practice, having focused attention on the ‘airways problem’, and
having really changed clinical practice, with important effects on patient survival.
They introduced in some way the ‘culture of prediction’ (even though we must not
forget that predictive elements for difficult ventilation and intubation may be
present in as few as one third of patients who end up being really difficult to
manage), breaking up the ‘cannot intubate fear’: first of all encouraging the ‘call for
help’ and subsequently inducing clinicians to plan strategies for predicted and
unpredicted difficulties, also fulfilling the need of a quick and practical behavioural
model in case of difficulties [5, 23, 29, 30].

In a recent paper, 10% of anaesthetists in the Oxford region admitted not having
a personal plan for an alternative emergency airway management: also for these
reasons SIAARTI underlined that guidelines, once developed and acquired, should
be made available to practitioners in a user-friendly format at the bedside [4, 5, 31].

Moreover, guidelines invited anaesthetists to set up their difficult airways cart,
making a larger number of clinicians familiar with prediction of difficulties and
previously ‘elitary’ techniques and devices such as awake intubation and the
fibrescope, and taking away the mythological image of techniques such as early
tracheal emergency access, no more a ‘nightmare’ but a ‘dream’ for young residents
and skilled clinicians, who would like to perform it on mannequins and simulations
in order to be ready to do it whenever it may be needed (in one case in a million,
maybe) [13, 23, 32].

Surely much work has yet to be done: recommendations may be adopted,
modified, or rejected according to clinical needs and constraints, also considering
that guidelines are not intended to be standards or absolute requirements. Their
application cannot guarantee any specific outcome, and no guideline can ever be
specific enough to be applied in all situations [33, 34]. Furthermore, guidelines have
illuminated the problem of learning and training in a field that must be considered
central to the practice of anaesthesiology, while young practitioners frequently feel
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poorly trained in this area [35]. A large range of skills needs to be acquired, and
guidelines may be considered a kind of template for training purposes, further
representing the first attempt to institutionalise this aspect of learning and teach-
ing. That is particularly true for airway management guidelines; nevertheless,
for several years it has been emphasised that strict adherence to a predefined
strategy could decrease respiratory catastrophes and specific anaesthesia-related
morbidity and mortality. Some events, such as the dramatic cannot ventilate/can-
not intubate scenario and the difficult or crucially impossible ventilation [36, 37],
are (fortunately) rare in the clinical setting, but contemporarily they are (unfortu-
nately) so rare as not to be systematically studied and their management will never
be truly evidence based [38]. Guidelines considered these situations, forcing
anaesthetists to think of this rare possibility and of the way they would act, leading
them to consider that the only way to obtain skills would be by simulation. Several
papers have been written and ever more realistic and sophisticated mannequins
have been realised on the ‘long wave’ of guidelines.

Unfortunately, this theoretically good teaching tool is not always simple to
translate into training efficacy: the guidelines in anaesthesia training of the Euro-
pean Board of Anaesthesiology Reanimation and Intensive Care are vague and
much less specific on airway management topics than on other topics, as are the
latest USA guidelines [39, 40]. When surveyed 2 years after publication of the first
ASA guidelines, most American anaesthesiology residency training programmes
did not include formal training on these topics [41]. Twelve years later, when the
ASA guidelines were updated, the educational approach in this area remained the
same, and a similar informal and poor approach on airway management teaching
is common, from the east (Japan) to the west (European countries) [41, 42]. The
Royal College of Anaesthetists seems to have made a positive effort, and its
suggestions are well integrated with the Difficult Airway Society guidelines [43],
but a lot of work has to be done during continuing medical education (CME)
programmes in basic and advanced airway management for skills in which
anaesthesiologists can be involved as experts. Mannequin practice, case presenta-
tion, problem-based learning, discussion and crisis resource management have
been SIAARTI objectives for CME since 1998 [8].

In conclusion, airway management guidelines may become a fundamental part
of quality improvement pathways, a strong effort towards quality of research, thus
becoming a powerful instrument to defend practitioners during litigation proces-
ses.

According to these reflections, we may move the title’s question towards the
question proposed by Hung and Murphy in a recent editorial: ‘Changing practice
in airway management: are we there yet?’, answering, with Shakespeare’s words,
‘all’s well that ends well’ [44].
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BioGrid: a collaborative environment for Life Science
Research1

C.-H. HUANG

Background

Health-care-related research and practice often produce tremendous amounts of
data. These are usually geographically distributed among hospitals, clinics, re-
search labs, radiology centres, etc. For research, training, or clinical purposes,
physicians and medical researchers often need to consult and analyse medical data
from distributed sites. An efficient software and hardware infrastructure to support
on-demand information extraction as well as automated data integration and
analysis in a real-time manner would provide significant convenience and is
therefore increasingly needed. However, due to the sensitive nature of these data
and the lack of an effective integration approach, medical data are often stored and
archived within individual sites and are usually disconnected from the outside
network in order to enforce security issues.

A typical clinical example, among many others, that could benefit from such an
infrastructure is remote intensive care. According to reports by the Leapfrog
Group, a nonprofit coalition of businesses and other groups working to improve
hospital operations, there has been a severe shortage of intensive care specialists
in the United States—fewer than 6 000 at a time when nearly 5 million patients are
admitted to ICUs each year. Typically, hospitals rely on nurses to notice a problem
with a patient. The nurse then pages a physician, who runs to the ICU to check on
the patient. With monitoring devices and in-room cameras connected to the
infrastructure, physicians can check the patient’s ventilator, intravenous medica-
tion, and anything else, anywhere and anytime. This allows critical care doctors
and nurses to monitor dozens of patients at different hospitals simultaneously,
much as an air traffic controller keeps track of several aeroplanes. Professionals
watching from afar alert those on duty at the respective hospitals to changes or
problems through videoconferencing equipment located at the nurses’ stations.
This greatly enhances the quality of intensive care in a way that could not be
equalled, even with double or triple the on-site staffing, by enabling hospitals to
make the best use of a limited number of intensive care doctors.

In addition, a large number of data-intensive or computation-intensive appli-
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cations arising from the life sciences, ranging from genetic and proteomic infor-
matics, clinical practice on individuals to social health care, will greatly benefit from
an infrastructure offering on-demand information extraction, automated data
integration, and analysis. Specific examples include the following.
• Molecular modelling for drug design
• Computational genomics/proteomics
• Genetic linkage analysis
• Molecular sequence analysis
• Phylogeny reconstruction
• Determination of protein structures
• Identification of genes and regulatory patterns
• Biological information retrieval
• Genetic/biochemical networks
• Biomedical modelling and simulation
• Biomedical image simulation
• Distributed medical database management and integration
• Biomedical image processing
• Integration of biological information
• Data mining and visualisation of biomedical data
• Text mining of biomedical information bases
• Telesystems for diagnostic, prognostic, and therapeutic applications
• Health data storage and retrieval
• Medical imaging (management, analysis, processing and simulation)
• Social healthcare
• Pharmaceutics and clinical trials
• Computerised epidemiology
• Collaborative and proprietary health networks
• Integrative bioinformatics and medical informatics systems.

Grid: a potential solution

Among the efforts toward finding a solution infrastructure, grid technology has
gradually proved to be a promising one. The grid represents a rapidly emerging
and expanding technology that allows geographically distributed resources (CPU
cycles, data storage, sensors, visualisation devices, and a wide variety of Internet-
ready instruments), which are under distinct control, to be linked together in a
transparent fashion [1, 2]. The aggregate computing power, data storage, network
bandwidth, and user friendliness all contribute to the prosperity of this new
information technology. The potentials of the grids to serve as a general-purpose
research platform can also be attributed to the following facts, as pointed out in [3]:
1. The Internet is reasonably mature and able to serve as fundamental infrastruc-

ture
2. Network bandwidth has increased to the point of being able to provide efficient

and reliable services
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3. Storage capacity has now reached commodity levels, where one can purchase a
terabyte of disk for roughly the same price as a high-end PC

4. More and more instruments are becoming Internet-aware
5. Clusters, supercomputers, storage, and visualisation devices are becoming

more easily accessible
6. Applications have been parallelised
7. Collaborative environments are moving out of the alpha phase of implementa-

tion.

Challenges ahead

Despite the layers of security, data encryption, and certificate authorities provided
by grid-enabling toolkits such as Globus, issues of interoperability, security, per-
formance, management, and privacy need to be carefully considered. The compa-
tibility of diverse security models and the translation of different high-level proto-
cols, which specify actions in the grid, are the critical elements for interoperability.
Besides, data management and replication mechanisms [4] proposed by current
grid-enabling toolkits mainly deal with flat files. Data access control is handled at
a file level. When it comes to the sharing and exploitation of large amounts of
globally distributed data and information repositories in the health sector, such
primitive mechanisms are not sufficient for use.

The UConn Health-Grid Initiatives

The UConn Bio-Grid Initiatives were launched in 2003. This project investigates
the infrastructure needed for high-performance, automated integration and analy-
sis of information from a wide spectrum of life science research and practice. The
project will establish a grid-enabled network throughout the UConn campus in
support of: (1) on-campus interdisciplinary health-care-related research projects,
(2) regional collaborative health-care projects by research institutes and health-
care providers in Connecticut, and (3) a ‘virtual’ health-care data repository and
computation centre for use nationally and internationally.

Specifically, the first aim is to build a campus-wide computational and data grid,
the Bio-Grid, that allows distributed Internet-aware resources, such as computers,
sensors, and visualisation devices, etc. While under distinct control, these resour-
ces will be transparently linked, thereby offering aggregate computing power,
storage capacity, network bandwidth, and ease of use to health-care-related re-
search and practice at the University of Connecticut. This will be the first large-scale
computational and data grid in Connecticut. Initially, the Bio-Grid will provide a
test-bed for on-campus interdisciplinary health-care-related research projects. The
Bio-Grid will incorporate research institutes and health-care providers in Connec-
ticut in order to gradually establish a regional translational health-care research
centre. The second aim of this project is to provide robust middleware support, on
top of the Bio-Grid infrastructure, for secure retrieval and efficient integration of
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sensitive clinical and health information. This enhanced middleware support will,
for example, allow physicians to have secure access to their patients’ images and to
send hybrid requests over distributed data bases, which otherwise could not be
easily reached. Another example is for radiologists from geographically dispersed
hospitals to compare diagnoses by sharing standardised mammograms over the
Bio-Grid, and to perform sophisticated epidemiological studies across national
boundaries, all in a timely and on-demand manner. For global compatibility, the
integration tests involve two international research teams.

The third aim, in conjunction with the research enterprise, is to establish a
Bio-Grid Consortium. This involves ongoing efforts of several educational deve-
lopment programs and the establishment of annual scientific meeting on Bio-Grid-
related research. Specifically, a series of cross-disciplinary e-Health courses (short-
term and semester-long) are being developed at the University of Connecticut as
part of a new, self-contained e-Health minor, open to students and professionals
of educational institutes and to health-care providers in Connecticut. This program
will produce software engineers who are prepared to formalise and solve emerging
medical and health applications, as well as clinical scientists and professionals with
extensive knowledge regarding information-processing. In addition, an annual
international workshop (The Bio-Grid Workshop) was initiated in 2003 to reinfor-
ce and promote awareness of the possibilities and advantages linked to grid
technologies in bioinformatics, clinical informatics, bio-imaging, and public health
informatics. The project will eventually promote the UConn Bio-Grid as a ‘virtual’
healthcare data repository and computation centre for use nationally and interna-
tionally.

Current work

The first phase of our ongoing work involves the setup of a regional computational
and data grid, a task to be coordinated with research and medical institutes in
Connecticut, such as Yale University, Wesleyan University, the Connecticut State
University System, Trinity College, Hartford Hospital, and Connecticut Children’s
Hospital, as well as with a few regional medical resource networks, and biotech and
pharmaceutical companies in Connecticut. The second phase is, in addition to the
Bio-Grid infrastructure, to develop middleware support for secure and automated
integration of health data. Augmented with customised web portals and application
interfaces, the middleware support will be general-purpose for use in a wide variety
of applications.

The details of the grid setup, middleware infrastructure, and hardware/software
interface are elided to better the readability of this paper, factoring in the nature of
the APICE conference. Therefore, in the following we discuss three specific pro-
jects, conducted by researchers at the University of Connecticut, that are currently
being grid-enabled.
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Genomic knowledge inference

It is crucial that the massive amount of genomic data produced are well-repre-
sented so that useful biological information may be efficiently extracted or inferred.
A useful tool for effective knowledge representation is the semantic network system
[5]. This is a conceptual model for knowledge representation in which the know-
ledge entities are represented by nodes (or vertices), while the edges (or arcs) are
the relations between entities. A semantic network is an effective tool, serving as
the backbone knowledge representation system for genomic, clinical, and medical
data. Usually, these knowledge bases are stored at locations geographically distri-
buted. This highlights the importance of an efficiently distributed semantic net-
work system enabling distributed knowledge integration and inferences. Note that
the semantic network is a key component of the Unified Medical Language System
(UMLS) project, which was initiated in 1986 by the U.S. National Library of
Medicine (NLM). The goal of the UMLS is to facilitate associative retrieval and
integration of biomedical information so that researchers and health professionals
can use such information from different (readable) sources [6]. The UMLS project
consists of three core components: (1) the Metathesaurus, providing a common
structure for more than 95 source biomedical vocabularies. It is organised by
concept, which is a cluster of terms, e.g., synonyms, lexical variants, and transla-
tions, with the same meaning; (2) the Semantic Network, categorising these con-
cepts by semantic types and relationships; and (3) the SPECIALIST lexicon and
associated lexical tools, containing over 30 000 English words, including various
biomedical terminologies. Information for each entry, including base form, spell-
ing variants, syntactic category, inflectional variation of nouns and conjugation of
verbs, is used by the lexical tools [5].

The 2002 version of the Metathesaurus contains 871 584 concepts named by
2.1 million terms. It also includes inter-concept relationships across multiple vo-
cabularies, concept categorisation, and information on concept co-occurrence in
MEDLINE.

Our research team has developed a distributed semantic network system, based
on a task-based and message-driven model to exploit both task and data parallelism
while processing queries [8]. Our system also features multi-threading and task
migration to support communication latency hiding and load balancing, respec-
tively. In the task-based message-driven model, queries are decomposed into tasks
and distributed among processors for execution. Other system support activities
are also decomposed into system tasks and distributed as well. When a task is
completed, a message is generated to either spawn new tasks or trigger further
processing, depending on the property and current status of the task. This process
is carried out by two collaborating components: the host system (Fig. 1) and the
slave system (Fig. 2). The host system interacts with the user and processes the
information for the slave system, while the slave system performs task execution.

This task-based and message-driven system is particularly suitable for grid
environments. The next phase of this project is to test the knowledge reasoning
efficiency of the grid-enabled distributed semantic network system on the Bio-Grid.
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Fig. 1. Host architecture

Fig. 2. Slave architecture
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Study of protein functions

The complete sequencing of numerous genomes raises the next major challenge in
biology, to understand the function of genes contained within these genomes. To
date, scientists have only unravelled the functions of a small percentage of the
encoded proteins. Protein functions are often ascribed to recurring sub-structural
motifs (or mini-motifs, as they often contain less than 15 amino acids), which usually
present specific positional characteristics in the protein sequences. Devising effi-
cient models, computationally or stochastically, to identify potentially functional
motifs is the first essential step toward realising protein function.

There are numerous databases containing small collections of mini-motifs that
are mostly defined by a function, such as glycosylation or phosphorylation. Thus,
in order to determine whether a protein contains consensus motifs for these
functions, one must know the function that is being searched. This approach is not
conducive to identifying new functions of proteins. Since so many mini-motifs have
been identified, most scientists are familiar with only a subset of the broad func-
tional range of these motifs. This is a current limitation in the study of protein
functions. Analogous to one of the protein domain databases (Pfam, CDD, or
Swissprot) that contain nearly all known protein domains, we have generated a
database of mini-motifs in proteins having a broad functional spectrum.

We searched the scientific literature using Pubmed and several existing data-
bases and collected 312 consensus mini-motifs that target proteins for a specific
biological function. From the frequency of papers identifying a mini-motif, as
determined based on a sample of randomly selected papers from Pubmed, it can
be roughly estimated that 2 500 mini-motifs have been reported in the literature.
So far, most entries in our database are for intracellular mini-motifs in eukaryotes.
We will continue to expand the categories as well as the database, adding recep-
tor/adhesion molecular ligand-binding motifs, and motifs from plant, archaebacte-
ria, bacteria, fungi, and viruses.

This project, led by Dr. Sanguthevar Rajasekaran (CSE, UConn) and Dr. Marty
Schiller (Neuroscience, UConn Health Center), with the participation of Drs. M.
Gryk, M. Maciejewski (Neuroscience, UConn Health Center) and C.-H. Huang
(CSE, UConn), has yielded a web-based program (SMS, simple motif search) [9] to
search the proteome database for the presence of mini-motifs in protein queries.
The SMS downloads our mini-motif database and several other NCBI databases
(RefSeq, LocusLink, HomoloGene, Taxonomy, Pfam, and dbSNP databases) as the
input and analyses for potentially functional mini-motifs.

The SMS program has searched proteins for the presence of the 312 mini-motifs
in our mini-motif database. A proteome enrichment factor for each mini-motif is
calculated by dividing the observed number of occurrences of a mini-motif in a
proteome by the predicted number, which is based on the probability and the
amino-acid frequencies in each proteome. We used the SMS to analyse several
proteomes. Statistics show that several mini-motifs are enriched in the human
proteome and that the Abelson tyrosine kinase (Abl) SH3 domain ligand mini-mo-
tif is the most enriched mini-motif, at 673 368-fold. Of the 312 motifs examined,
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eight mini-motifs are more than 100-fold enriched and 28 mini-motifs are more
that five-fold enriched. The highly enriched mini-motifs represent a broad range
of functional categories and are not limited to one or few functions. These results
suggest that the functions of these mini-motifs are commonly used in proteins.
While one may expect evolutionary selection against mini-motifs in proteins where
they are non-functional, analysis of the eukaryotic proteomes shows this is not the
case. Only 15 of the 312 mini-motifs examined in the human proteome are less that
0.75-fold enriched, which is also representative of the six other species (mouse, rat,
fly, rice, watercress, and yeast) examined [10].

The project is currently in the phase of further developing effective computa-
tion models and efficient novel computational techniques to select computatio-
nally significant mini-motifs in protein databases. In addition, a unified scoring
scheme, incorporating probabilistic analysis, homology analysis, subcellular lo-
calisation analysis, domain linker region analysis, and protein surface analysis, is
being devised to reduce false-positives. This is an important step toward experi-
mentally validating the biological significance of the selected mini-motifs and
further unravelling protein functions. The unified filtering scheme will also con-
sider the known biology of a protein, while selecting mini-motifs for experimental
verification. For example, Grb2 is an adaptor that links receptor tyrosine kinases
to signalling in the mitogen activated kinase (MAPK) pathway. In these cases,
identifying an Erk docking site and a 14–3–3 binding site on Grb2 is of interest
concerning its functions, because these motifs bind Shc, Raf, and Erk, important
proteins in the MAPK signalling pathway. This project will result in a follow-up
collaborative research project with biologists to experimentally verify the functio-
nalities of the selected mini-motifs, which will be of essential importance to
deciphering gene functions, investigating protein functions, and to identifying
novel targets for the development of insecticides, antibiotics, antiviral drugs, and
health-related drugs.

Dozens of publicly accessible protein databases are available worldwide and are
actively curated and updated. To facilitate cross-species, cross-domain, and inte-
grated protein data analysis, the project will use the Bio-Grid to automatically
integrate and analyse those target download sites. The monitoring server of the
Bio-Grid will constantly probe database download sites for information update so
that the database is complete and up-to-date.

Ergometric bike design

Led by researchers from the School of Allied Health (Dr. Pouran Faghri) and
Computer Science and Engineering (Dr. Sanguthevar Rajasekaran) at the Univer-
sity of Connecticut, the project aims to develop a real-time learning system that
will be embedded into a functional electrical stimulation (FES)-induced leg cycling
system to provide highly efficient cycling performance in people with disability.
The learning model will be person-specific and will involve novel real-time (conti-
nuous) person-specific learning algorithms that incorporate physiological data
from the subject and history data from developed (discrete) musculoskeletal
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models to provide proper sequencing of FES to appropriate muscle groups to
obtain the most efficient function (hybrid learning system). For this project, we will
use FES-induced leg cycle ergometry as a test bed and provide optimal FES timing
and sequencing to leg muscles for the most efficient cycle ergometry. This FES-in-
duced leg cycling system will offer additional flexibility by adjusting control para-
meters to cater to the rider, allowing target cycling speed to be user-defined, and
the timing and magnitude of stimulation to be adjusted during and between
exercise training. To develop the model, we will collect physiological, kinetic, and
kinematic data from a group of spinal-cord-injured (SCI) individuals during
FES-induced leg cycle ergometry at different electrical stimulation intensities and
flywheel resistances, as well as from a group of able-bodied individuals during
different flywheel resistances without FES. A forward dynamic musculoskeletal
model of semi-reclined FES-induced leg cycling will be developed to determine
ways to improve cycling performance, defined by minimising individual muscle
force requirements to turn the pedal crank with maximal power output while
delaying the onset of muscle fatigue. We will then incorporate the forward dyna-
mics model as a discrete compartment of the novel, embedded hybrid learning
system that will adapt stimulation parameters and sequencing of different muscles,
resulting in efficient cycle ergometry for a given individual.

Conclusions

A large number of data-intensive or computation-intensive applications arising
from a wide spectrum of life science research, ranging from genetic and proteomic
informatics, clinical practice on individuals to social health-care, will greatly bene-
fit from the infrastructure for on-demand information extraction, automated data
integration, and analysis. Grids are a step towards bridging the gap between
modern information technology and life science. The Bio-Grid initiatives will spark
the interest of this inter-disciplinary research and, hopefully, bring life science
research and practice into a new era.
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ANTIBIOTICS



The classifications of antibiotics

R. DE GAUDIO

The performance of antimicrobial therapy depends on the drug, the host, and the
infecting agent [1]. In the clinical setting, the interactions between these three
factors are complex and they result in a dose–response relationship that is difficult
to predict [2]. However, the choice of the appropriate drug at the appropriate
dosage is fundamental for therapeutic success and for avoiding the emergence of
resistant strains [3].

Classical chemical classification

The classical chemical classification of systemic antibiotics that is used in the ICU
setting, i.e. beta-lactams, aminoglycosides, fluoroquinolones, macrolides, glyco-
peptides, polymixins, oxazolidones, and streptogramins, remains useful at the
beginning of the complex strategy leading to the appropriate antibiotic therapy in
the specific clinical situation [3]. Even though more recent classifications based on
susceptibility tests and pharmacodynamic–pharmacokinetic interactions have
made this approach obsolete [4, 5], it at least suggests when a class of antibiotics
should not be used because of the natural resistance of the microorganism impli-
cated in the specific infection [3]. For example, gram-negative strains are naturally
resistant to glycopeptides, and intracellular pathogens are naturally resistant to
beta-lactams [3]. Selection of the appropriate antimicrobial drug cannot be based
only on natural resistance of the specific bacterial strain, but must also consider
possible acquired resistances that are becoming widespread across every classical
chemical class of antibiotic [6].

Classification based on pharmacokinetic–pharmacodynamic models: the
MIC approach

Since some acquired resistances are difficult to predict, the selection of an antimi-
crobial drug based solely on the classical chemical classification without suscepti-
bility tests is often misleading and even dangerous for the outcome of the infected
patient. The purpose of susceptibility tests is to evaluate the drug potency against
a population of potential pathogens [7]. Usually, the susceptibility test parameter
most important for dose and drug selection is the minimum inhibitory concentra-
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tion (MIC), which is the lowest concentration that completely inhibits visible
growth of the organism as detected by the unaided eye after an 18- to 24-h
incubation period with a standard inoculum of approximately 10 0000 CFU/ml [8].
Therefore, MIC is a static in vitro parameter.

The interactions between antibiotic pharmacokinetics and pharmacodynamics
have been studied using MIC-based models that try to adjust the doses of antibiotic
therapy to achieve antibiotic plasma concentrations above MIC for the respective
pathogen throughout the dosing interval. In these approaches, the pharmacokine-
tic parameter is usually the serum concentration of the anti-infective agent, and
the pharmacodynamic parameter is usually MIC [9–11]. The parameters developed
by studying these models include time above the MIC (t > MIC), the ratio of peak
concentration and MIC (Cmax/MIC), and the ratio of 24-h area under the curve and
MIC (AUC/MIC) [12, 13].

Classification of antibiotics in time-dependent (concentration-independent)
and concentration-dependent groups derives from the MIC approach [1, 2]. Time-
dependent antibiotics, including beta-lactams, glycopeptides, clindamycin, strep-
togramins, natural macrolides, and linezolid, have a therapeutic performance that
depends on the length of time that the drug is in contact with the bacteria. Their
effect will increase with increasing concentrations until a finite point (the maxi-
mum kill rate) is reached. After that point, increasing concentrations will not
produce a corresponding increase in the effect; therefore, high peak concentration
will not help. Maximum killing generally occurs at concentrations approximately
four to five times the MIC [14]. The parameter that has been most often used to
assess the efficacy of time-dependent antibiotics is the time that the antibiotic
plasma concentration exceeds the MIC for a particular microorganism, i.e. the
t MIC, which should be 40–100% of the interval between two consecutive doses
[15–18]. Concentration-dependent antibiotics, including aminoglycosides, fluoro-
quinolones, and metronidazole, exhibit a bacterial rate of killing that increases with
increasing concentrations of the antibiotic. The goal in this case is to maximise the
drug concentration. The parameters that are most currently used are those that
reflect an increase in drug concentration, i.e. Cmax/MIC and AUC/MIC. Cmax/MIC
should be above 10 and AUC/MIC above 100–175 [1, 3].

However, the pharmacodynamic effect in vivo results from a dynamic exposure
of the infective agent to the antibiotic drug at the effect site [6, 9]. Static parameters
obtained in vitro, such as MIC, give partial and sometimes misleading information
about the dynamic situation at the infection site under in vivo conditions [1].
Moreover, pharmacokinetics derived from serum concentrations do not reflect the
effective concentrations at the infection site [6, 20]. Therefore, models based on the
MIC have several disadvantages, both pharmacokinetic and pharmacodynamic,
while the main advantage is that MIC is a well-established laboratory parameter
routinely determined in microbiology for the evaluation of efficacy of anti-infective
agents. From the pharmacokinetic point of view, the MIC approach compares the
MIC to measurements obtained from the concentration–time curve measured in
plasma, not considering protein binding and tissue distribution [21]. Protein
binding is relevant because only the drug that is unbound from plasma proteins
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will be available to exert a pharmacological effect [3]. Tissue distribution also needs
to be taken into account, given that most infections occur not in plasma, but in the
interstitial space of tissues.

From a pharmacodynamic point of view, the MIC approach provides only
limited information on drug action. For instance, MIC does not provide informa-
tion on the rate of bactericidal activity and whether increasing antimicrobial
concentrations can increase this rate [1]. Since MIC determination depends on the
number of bacteria at a single time point, many different combinations of growth
and kill rates can result in the same MIC. Moreover, MICs are conventionally
measured for constant antibiotic concentrations and therefore represent threshold
concentrations. This implies the existence of an all-or-nothing concentration–ef-
fect relationship. All concentrations below MIC are treated equally. Similarly, no
quantitative distinction is made for all concentrations above MIC, whereas concen-
trations just below it show some anti-infective activity. Moreover, concentrations
just above MIC do not show the maximum effect, which is only achieved with higher
concentrations [1, 22]. Concluding, static MIC approaches do not reflect the in vivo
scenario, in which bacteria are not being exposed to constant but to constantly
changing antibiotic concentrations.

From MIC to breakpoint MIC

To overcome some of these disadvantages linked to the MIC approach, the concept
of breakpoint MIC has been recently developed [5, 23, 24]. Breakpoint MIC consi-
ders the relationship between drug potency, as expressed by MIC, and the pharma-
cokinetics of the antimicrobial drug in the light of clinical experience [5, 24].
Breakpoints are discriminatory antimicrobial concentrations used in the interpre-
tation of results of susceptibility testing to classify isolates as susceptible, interme-
diate, or resistant [5, 24]. Classification based on breakpoint MIC takes into account
the pathogens but at the same time it tries to give the most relevant classification
for an antibiotic drug by separating drugs that are effective against specific patho-
gens from those that are ineffective [23, 24]. Clinical, pharmacological, and micro-
biological considerations are all important in different ways in setting MIC
breakpoints. Different countries have different approaches to this problem, and
these have been coordinated in Europe by the European Committee on Antimicro-
bial Susceptibility Testing (EUCAST) and in the USA by the National Committee
for Clinical Laboratory Standards (NCCLS) [8, 23].

Breakpoints MIC is now available for penicillins, cephalosporins, carbapenems,
aminoglycosides, and fluoroquinolones [5, 23, 24]. The original formula developed
by the British Society for Antimicrobial Chemotherapy (BSAC) is [5, 24]:

Breakpoint concentration = Cmax f s/e t

where Cmax is maximum serum concentration following a stated dose at steady
state (1 h post-dose), e is the factor by which the Cmax should exceed the MIC.
Normally a value of 4 is used, but this may be less for compounds that achieve high
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tissue concentrations in relation to their serum levels. f is a factor related to protein
binding: for protein binding < 70%, f = 1; for protein binding 70–90%, f = 0.5; and
for protein binding > 90%, f = 0.2. t is a factor (normally 1) related to serum
elimination half-life. For a serum elimination half-life between 1 and 3 h, t = 1; if it
is > 3 h, t = 0.5; or if it is < 1 h, t = 2. s is a shift factor usually equal to 1 and ranging
between 0.5 and 2.

The rationale for determining a breakpoint MIC is that a ‘susceptible’ organism
should respond to the standard dose of the agent. A ‘resistant’ organism should not
respond and an ‘intermediate’ one may or may not respond to standard doses, yet
would have an increased chance of responding to a greater dose if the infection is
at a site where the antimicrobial is actively concentrated

From the MIC approach to the time-killing curves approach

To overcome the pharmacodynamic disadvantages of the MIC approach, the
dynamic relationship between pharmacokinetic and pharmacodynamic factors of
antibiotic drugs have been recently faced from a different point of view [1, 25, 26].
In fact, dosages and dosing intervals of antimicrobial agents can now be evaluated
with reference to dynamic pharmacokinetic and pharmacodynamic parameters
using models based on time-kill curves that evaluate microbial killing and growth
as a function of both time and antibiotic concentration [25, 26]. Antibiotic concen-
tration can either be held constant or changed to mimic an in vivo concentration
profile, be it in plasma or at the infection site [1]. Kill curves investigate the time
course of the antibacterial effect. In vitro models include those with constant
antibiotic concentrations, which study the effects of a constant concentration of
drug against bacteria as a function of time; and those with variable antibiotic
concentrations, in which the antibiotic concentrations fluctuate by dilution or
diffusion [1, 25, 26]. Curves in the presence (kill curves) and absence (growth
curves) of antibiotic can be compared [1]. According to methods analysing time-
killing curves at constant antibiotic concentrations, Garrett [27] grouped the
interactions between antibiotic concentration and growth-rate constant of the
bacterial population into four classes: Class I interactions are characterised by a
linear relationship between the growth-rate constant and the antibiotic concen-
tration. Class II interactions occur when increasing antibiotic concentrations
determine a decrease of the growth-rate constant to approach zero. Class III
interactions exhibit class I behaviour at low concentrations, which turns into class
II behaviour at high concentrations. Class IV interactions are characterised by
S-shaped plots of the growth-rate constant vs antibiotic concentrations that may
be due to binding of the drug to nutrients at low concentrations [27]. A disadvan-
tage of these approaches is that they do not reflect the clinical situation in which
drug concentrations fluctuate. Models with changing antibiotic concentrations
try to simulate in vivo concentration-time profiles using human pharmacokinetic
parameters in order to assess the antibacterial effect. Changing concentrations
can be produced either by dilution or diffusion.
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The main concern with dilution models is that the bacterial inoculum is diluted
together with the antibiotic. Recently, a simple one-compartment in vitro model
was developed to study the pharmacodynamic effect of concentrations of pipera-
cillin against Escherichia coli, following administration of constant or fluctuating
concentrations [28]. The free interstitial concentrations of the drug reached in
humans after different doses and dosing regimens were simulated.

Complex diffusion models to simulate two-compartment pharmacokinetics
have been also described [29]. Serially placed bacterial compartments, representing
extravascular infection sites, interface with a central compartment through artifi-
cial capillaries. The porous capillary walls allow for bidirectional passage of anti-
biotics but are impermeable to bacteria. Such models can be used for simulation
of both continuous and intermittent drug administration [30].

In vitro models were also developed to simulate in vivo conditions in specific
infection sites or conditions, such as the bladder [31], bacterial cystitis [32], otitis
medium [33], endocarditis [35], chronic pneumonia [36], infected fibrin clots [37],
and implant-related infections [38].

Several mathematical models have been proposed to analyse the data derived
from experimental kill curves that enable a dynamic interpretation of drug–bacte-
ria interactions. These mathematical models are useful to simulate different dosing
scenarios and may be concentration-based, AUC-based, or dose-based. Zhi et al.
published the mathematical solutions for linear nonsaturable and nonlinear satu-
rable possible pharmacodynamic interactions between beta-lactam antibiotics and
microorganisms. The equations were derived for different dosage regimens, such
as single and multiple intravenous bolus and constant infusion at steady state. The
authors applied the model to the activity of piperacillin against Pseudomonas
aeruginosa and concluded that the saturable nonlinear model was appropriate.

A similar approach for concentration-based pharmacokinetic–pharmacodyna-
mic analysis is based on an Emax model, where Emax is the maximum bacterial
killing rate for a certain antibiotic. Such models have been demonstrated to be
particularly useful for beta-lactam antibiotics. Firsov et al. used a two-compart-
ment in vitro dynamic model with antibiotic and bacterial dilution to study the
effect of antibiotics, and suggested two integral parameters to characterise antimi-
crobial effect duration (TE) and intensity (IE). TE is the time from the moment of
antibiotic administration to the moment when the bacterial count reaches its initial
level again, and IE is the area between the microbial growth curves in the presence
and absence of an antibiotic [36]. Commonly used predictors of antimicrobial effect
(AUC/MIC and t > MIC) were examined for pharmacokinetically different quino-
lones. Linear correlations were established between IE and log AUC/MIC and log
t > MIC [38–42].

A sigmoid dose–response model was used by Craig et al. to characterise the in
vivo antimicrobial activity in an animal model. This dose-based method considers
also Emax. A general disadvantage of AUC- and dose-based analyses is related to
the fact that the parameters AUC and dose merely reflect single integrated para-
meters and not the dynamic profile of the drug concentration in vivo.
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Conclusions

The classic chemical classification of antibiotics is still useful in the initial selection
of the antibiotic drug. However, since it is a single, static in vitro parameter, the
MIC may be useful in dose and drug selection in antimicrobial therapy. Clinically,
an in vivo antimicrobial effect is the result of a dynamic exposure of the infective
agent to the unbound antibiotic drug fraction at the relevant effect site. Therefore,
dynamic pharmacokinetic–pharmacodynamic approaches have been developed to
evaluate the dynamic relationship between bacteria and antibiotics. The kill curve
approaches followed by pharmacokinetic–pharmacodynamic analysis may pro-
vide more meaningful information about the interaction between bacteria and
antibiotics because they are functions of concentration and time.
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An overview of antibiotic pharmacokinetics

M. PALAZZO

Although it would seem obvious that antibiotics benefit patients with infection, the
high hospital mortality associated with antibiotic-treated sepsis in critically ill
patients suggests otherwise. The success of antibiotics is influenced by immuno-
competence, severity of insult, timing of treatment, and physiological reserve.
McCabe and Jackson provided the first convincing study assessing the efficacy of
antibiotics in patients with gram-negative bacteraemia [1]. They classified patients
according to their underlying condition as rapidly fatal, ultimately fatal, or non-fa-
tal. Among those with a rapidly or ultimately fatal condition, as might be expected
there was no impact of antibiotics on mortality. However, for those with a non-fatal
condition appropriate antibiotics made a highly significant difference. In addition,
it has been shown that prompt administration of empirical antibiotics reduces the
frequency of shock associated with bacteraemia [2]. More recent intensive care
studies have re-emphasised the importance and impact of early administration and
appropriate antibiotic use on hospital mortality, with appropriateness based on in
vitro sensitivities [3–5].

Although the choice of an antibiotic is clearly important, the dose, method of
administration, and consequent pharmacokinetics are also relevant and are the
subject of this review.

Measurement of antibiotic activity

Quantification of microorganism susceptibility to antibiotics has classically been
measured by in vitro minimum inhibitory concentration (MIC). Unfortunately,
MIC fails to reflect in vivo activity partly due to the failure to account for variation
in organism growth phases, antibiotic tissue penetration, or protein binding. To
provide clinicians with more useful measures of susceptibility, many institutes,
such as NCCLS (National Committee for Clinical Laboratory Standards, USA) and
BSAC (British Society for Antimicrobial Chemotherapy, UK), have suggested the
use of breakpoint minimum inhibitory antibiotic concentrations (breakpoint MIC)
for susceptibility testing. Breakpoint MIC is based on known pharmacokinetic and
pharmacodynamic data for each combination of antibiotic and organism [6].
Organisms are classified as susceptible (sensitive), resistant, or intermediate su-
sceptible to an antibiotic at breakpoint concentrations. Intermediate susceptibility
implies that, although standard antibiotic dosing may not be effective, in some
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circumstances higher doses might. Most laboratories have now automated
breakpoint-based antibiotic susceptibility testing.

There is good evidence in immunocompetent patients that antibiotic concentra-
tions in excess of susceptibility breakpoint concentrations correlate well with in vivo
responses [7, 8]. However, in conditions such as endocarditis, cystic fibrosis, menin-
gitis, and osteomyelitis, in which tissue penetration might be limited, breakpoint MIC
has not proved to be as predictive of in vivo outcome as time-kill studies. The latter
measure the rate of killing over 48 h with a particular antibiotic concentration.

Concentration-dependent, time-dependent, post-antibiotic effect of
antibiotics

The efficacy of some antibiotics is closely related to the peak concentration above
breakpoint (concentration-dependent activity), while for others it is better related
to the length of time concentrations of the drug sustained above breakpoint MIC
(time-dependent activity).

Soon after Florey’s introduction of penicillin in 1940, Eagle showed that thera-
peutic outcome was determined by the aggregate time that penicillin remained
above bactericidal levels [9]. A number of investigators have since confirmed that
b-lactam efficacy is closely related to the time its concentration remains above MIC
[10–12]. Penicillins, cephalosporins, macrolides, carbapenems, clindamycin, line-
zolid, and glycopeptides are all characterised by time-dependent killing, although
glycopeptides may also show concentration-dependent properties.

The precise concentration target above the MIC for time-dependent antibiotics
remains a matter of controversy and may also depend on host factors. It is generally
thought that concentrations should be four to six times the MIC [13–15]. There is no
evidence that even higher concentrations above MIC add to microorganism kill rates
[10]. In fact, an interesting observation was made by Eagle in 1948 in this regard. While
b-lactams have time-dependent activity, aminoglycosides, fluoroquinolones, ampho-
tericin B, and metronidazole typically exhibit concentration-dependent killing [16].

To quantify the likely effectiveness of antibiotics, various relationships between
drug concentration and MIC have been proposed. Concentration-dependent anti-
biotics are best monitored by the ratio of peak serum antibiotic concentration to
MIC, or the ratio of area under the concentration time curve (AUC) to MIC
(AUC/MIC), while time-dependent drugs should be evaluated by the time that the
serum concentration exceeds MIC (T > MIC) [17].

A number of antibiotics demonstrate the ability to suppress bacterial re-growth
after their concentrationshave fallen below MIC. This post-antibiotic effect (PAE) has
been mostly demonstrated in vitro and should not be confused with the effects caused
by sub-minimum inhibitory concentrations (sub-MIC). The latter describes antibiotic
concentrations that have failed to exceed MIC at any stage during treatment. Sub-MIC
concentrations produce morphological and surface adherence changes and toxin
release without inhibiting growth or killing the organism. With the exception of the
carbapenems, b-lactams have modest PAE against gram-positive bacteria and little or
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no PAE against gram-negative bacteria [18–22]. However, other time-dependent
agents, such as macrolides and glycopeptides, may have PAE of up to 6 h against
some gram-positive bacteria, such as Staphylococcus aureus [18].

Concentration-dependent antibiotics including aminoglycosides and fluroqui-
nolones, show consistent PAE lasting several hours against gram-negative and
gram-positive organisms. Metronidazole, clindamycin, and chloramphenicol also
have PAE against gram-negative anaerobes. It would appear that, in general, anti-
biotics with nucleic-acid or protein-synthesis inhibitory activity tend to have PAE.

The antifungal agents amphotericin B and 5-fluorocytosine also have significant
in vitro PAE, lasting up to 10 and 7 h, respectively, against Candida species [23]. In
contrast, imidazoles have little in vitro but significant in vivo PAE [23, 24].

The importance of antibiotics showing PAE, particularly those drugs with
time-dependent activity, is that they may be given for sensitive organisms on an
intermittent bolus basis without concern for therapeutic failure.

Table 1 outlines details of antibiotics, including their pharmacokinetic proper-
ties, frequently used in treating the critically ill. Further data on maximum plasma
concentrations following typical dosing and their relationship to MIC has been
comprehensively detailed elsewhere [6].

Table 1. Mode of activity and approximate pharmacokinetic values for some antibiotics used
in treating the critically illa

Antibiotic Action PAE PB App Metabolism Renal

(molecular mass) (%) Vd (%) excretion

(l/kg) (% unchanged)

Amoxicillin (419) T N 18 0.21 10 60
Cefotaxime (477) T N 38 0.3 40 60
Cefuroxime (424) T N 33 0.2 None 95
Ceftriaxone (598) T N 90 0.14 40 60
Ceftazidime (546) T N 17 0.25 None 90
Erythromycin (733) T N 18 0.72 65 15
Imipenem (317) T Y 20 0.26 25c 70
Cilastatin (380)
Meropenem (437) T Y 2 0.3 75 25
Benzyl Penicillin (334) T N 60 0.2 20 80
Teicoplanin (1875–1891) T Y 89 1.0 2–3 97
Vancomycin (3300) T Y 50 0.8 None 100
Linezolid (337) -T -N 31 40 65 30
Gentamicin (463) C Y <10 0.3 None 95
Tobramycin (467) C Y <10 0.3 None 95
Piperacillin (539) T N 2631 0.2 6
Tazobactam 26 50 26
Ciprofloxacin (331) C Y 40 2.1 30 50
Clindamycin (461) T N 90 1.2 90 10
Metronidazole (171) C Y 20 0.8 60 20
Amphotericin B C Y 90 131 NK NK
(liposomal)
Fluconazole (306) T Y 11 1.0 11 80

aThe dosing goal for concentration dependent drugs is to maximise concentrations estimated by peak/MIC or
AUC/MIC. The goal for time dependent drugs with little PAE is to prolong the time above 4 times MIC. The goal for
time dependent drugs with significant PAE is to maximise AUC (area under time concentration curve). A
comprehensive list of typical peak concentration following standard dosing is outside the scope of this table but
available from other sources [6]
b Concentrated in liver then excreted by bile in active form
cMetabolised in kidney by dehydropeptidase (DHP). Cilastatin blocks renal DHP
App Vd, Apparent volume of distribution; T1/2, elimination half life; PAE, significant post antibiotic effect > 2h
where known; PB,; T, time-dependent activity; C, concentration-dependent activity; NK, not known
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Critical illness and pharmacokinetic changes: general considerations

While many drugs, such as inotropes and sedatives, can be titrated with immediate
effects, antibiotics have a long lead time and their effectiveness may not be apparent
for at least 2 days. Critical illness alters volume distribution while hepatic and renal
dysfunction make antibiotic kinetics and effectiveness unpredictable. A clinician
faced with a patient failing to respond to treatment has to differentiate between
several possibilities, e.g. insufficient antibiotic concentrations, changes in in-vivo
organism susceptibility, and the presence of a new pathogen, to explain why in vitro
sensitivity is not matched by clinical progress.

As a general rule, volume distribution is greater than normal in critically ill
patients. Therefore, for a given patient and antibiotic dose, peak concentrations are
lower. This is a good reason for monitoring aminoglycoside peak concentrations
at least once in some patients; there should be as much concern for insufficient
dose and antibiotic failure as there is for overdosing and toxicity. Volume distri-
bution has a significant effect on antibiotic half-life. If antibiotic clearance (Cl)
remains unchanged, the increased volume distribution (Vd) will also proportio-
nally decrease the elimination rate constant (Ke), since clearance = Vd × Ke. Ke is
related to half-life (T1/2) by Ke = ln2/T1/2, and assuming no change in clearance, a
rise in Vd prolongs T1/2. An increase in Vd that prolongs T1/2 might be a useful effect
for time-dependent antibiotics but a major disadvantage for concentration-de-
pendent agents that might achieve lower peaks.

Hepatic dysfunction and antibiotic concentrations

The pharmacodynamic effects of antibiotics related to hepatic function are well
known. For example, erythromycin, clarithromycin, ciprofloxacin, isoniazid, flu-
conazole, and itraconazole are potent enzyme inhibitors. Ciprofloxacin and e-
rythromycin inhibit CYP1A2 and thus interfere with theophylline metabolism,
which can lead to theophylline toxicity. Other antibiotics are enzyme inducers and
may also cause problems. For example, rifampicin induces cytochrome P450
(CYP3A and other families) and may thus result in the failure of concomitantly
administered warfarin and HIV protease inhibitors.

The effect of liver dysfunction on antibiotic concentrations is less well-defined.
The overall effect of changes in protein binding, apparent volume of distribution,
hepatic blood flow, extent of hepatic extraction, enzyme induction, and functional
hepatic mass is potentially complex.

Albumin concentrations fall with hepatic and catabolic states, while a-1-acid
glycoproteins concentrations rise with inflammatory processes. Albumin, the most
abundant protein, binds to acidic drugs and a fall in albumin potentially increases
free drug. An increase in a-1-acid glycoproteins, which bind basic drugs, would
reduce free drug concentration. Although reduced albumin binding results in more
free drug, the latter leads to greater tissue distribution thereby reducing plasma
drug concentrations. Concomitant rises in bilirubin concentration displace anti-
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biotics from albumin-binding sites, further increasing the free drug concentration
and apparent volume distribution. Such changes would normally expose the drug
to further hepatic metabolism. The activity of cytochrome P450 may be unchanged,
increased, or decreased due to hepatocellular loss, or enzyme induction or inhibi-
tion. These numerous interactions restrict the prescription of antibiotics to an
individual patient basis.

Fortunately, for the majority of antibiotics hepatic metabolism is limited and
antibiotic protein binding is low enough to make no difference regarding their
effectiveness. There is therefore little need to alter doses. However patients with
severe hepatic disease would require some lowering of drug doses for the few
antibiotics metabolised by the liver (chloramphenicol, clindamycin, metronida-
zole, nafcillin, tetracycline, cefotaxime, and erythromycin).

Renal dysfunction and antibiotic concentrations

Most antibiotics are removed from the body largely unchanged in urine; conse-
quently, oliguria potentially leads to drug accumulation. An increased Vd due to
critical illness and fluid overload at the onset of oliguria, however, would dictate
that the normal loading doses of antibiotic should at least remain unchanged if not
increased, while subsequent doses are given less frequently, particularly in patients
with a reduced glomerular filtration rate (GFR) receiving no support. However,
patients supported by continuous renal replacement therapy (RRT) could have a
GFR ranging from 15 to 60 ml/min, which results in the clearance of antibiotics in
a similar manner to a native kidney once clearance rates approximate 35 ml/min.
These patients may need no reduction in dosage; in fact, underdosing may lead to
some confusion when a patient fails to respond to an apparently appropriate drug.
Therefore a clinical judgement must be made that weighs the value of obtaining
microbiological control with perhaps slightly elevated concentrations against the
risk of toxicity (in most cases, seizures or enzyme changes). Underdosing has the
greater risk of ineffective treatment. One approach to estimating whether b-lactams
are being administered at effective doses would be to use the surrogate behaviour
of aminoglycoside or glycopeptide concentrations under the same circumstances
to estimate whether dosing is likely to be too low. Patients receiving intermittent
dialysis have average urea clearances over a week of 15 ml/min. Most of the
recommendations for reduced dosage are based on this level of renal function.

In very severe infections, such as endocarditis and meningococcal septicaemia,
treated with penicillin, the narrow line between ensuring effectiveness and toxicity
particular in those with supported acute renal failure is best managed by introduc-
ing synergy with a low dose of a second antibiotic, usually an aminoglycoside.

Guidance on antibiotic dosage intervals is based on estimations of T1/2, which
is related to clearance and volume of distribution by T1/2 = ln2 Vd/Cl. The clearance
of an antibiotic while receiving RRT will be the sum of the clearance by dialysis plus
clearance by non-renal means (hepatic metabolism and/or loss through biliary
excretion). Clearance by dialysis is usually less than that by fully functioning
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normal native kidneys; thus, T1/2 will be prolonged and dosage intervals need to be
increased in dialysis patients. Typically, penicillins, aminoglycosides, cephalospo-
rins, carbapenems, glycopeptides, and fluconazole have a prolonged T1/2 in patients
on RRT and need increased dosage intervals. By contrast, chloramphenicol, cef-
triaxone, clindamycin, erythromycin, metronidazole, itraconazole, amphotericin
B, acyclovir, rifampicin, and to a lesser extent ciprofloxacin have substantial
non-renal clearances and T1/2 during RRT is only marginally increased.

Clearance on RRT depends on the mode of RRT, flow of filtrate or dialysate,
antibiotic molecular mass, and sieving coefficients. Continuous veno-venous hae-
mofiltration (CVVHF) antibiotic clearance is by convection. For this process, the
sieving coefficient and ultrafiltration rate are considerably more important than
molecular size. On the other hand, continuous haemodialysis (CVVHD), an enti-
rely diffusive process, is molecular-weight-sensitive and better suited to the remo-
val of small molecules below 500 Da. Consequently, the clearance of some antibio-
tics, such as glycopeptides with molecular masses in excess of 1100 Da is more
efficient with CVVHF than with CVVHD.

The sieving coefficient (S) is the fraction of a substance that passes through the
filter and is calculated as S = antibiotic concentration in filtrate/[0.5 (antibiotic
concentration in afferent + efferent blood)].

For a given haemofiltration rate, clearance is most efficient for those antibiotics
with the highest sieving coefficients. These include aminoglycosides, carbapenems,
metronidazole and vancomycin, all of which have sieving coefficients between 0.9
and 1. Cefuroxime, cefotaxime, and ceftazidime also have moderately high sieving
coefficients (0.9, 0.62, and 0.86, respectively) and are efficiently cleared by haemo-
filtration. However, drugs with the highest sieving coefficients are also those most
influenced by changes in the filtration rate. When the filtration rates are kept high,
i.e. 35 ml/min, the tendency to accumulation is small.

Most antibiotics other than vancomycin and teicoplanin are of low molecular
mass and thus are easily removed by diffusion during CVVHD.

For this reason, most antibiotics are readily cleared by CVVHDF, and once urea
clearances exceed 35 ml/min, there is little need to alter standard dosages or
intervals for fear of toxicity. Clearly, a continuous filtration system that is constan-
tly interrupted or used in an intermittent fashion to accommodate investigations
or procedures will mimic the lower average clearances of an intermittent dialysis
technique in which dosing intervals need to be prolonged. Glycopeptide and
aminoglycoside antibiotics can additionally be monitored and provide an indica-
tion of what is likely to be happening to other, similar antibiotics.

As a general rule, severely infected patients on intermittent dialysis should
initially receive normal antibiotic doses followed by smaller doses given much less
frequently. Aminoglycoside measurements that are made post-dialysis determine
the troughs, so that non-renal toxicity can be avoided while those made post-ad-
ministration (off dialysis) are useful to ensure peaks that are appropriate for a
concentration-dependent drug.
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Antibiotic distribution in tissues

Successful eradication of deep-seated infections depends on achieving bactericidal
concentrations at the infection source. The infecting agent may be either within
cells, extracellular, or both. Mycobacteria, Salmonella, Listeria, Legionella,
Chlamydia, and Mycoplasma species are found mainly in cells, while pyogenic
bacteria locate primarily in the extracellular space. The ability of antibiotics to
penetrate such sites is related to the type of antibiotic, protein binding, tissue
characteristics, and method of antibiotic administration.

Type of antibiotic

b-Lactams and aminoglycosides distribute primarily to the extravascular fluid,
although aminoglycosides eventually accumulate by a process of endocytosis in
cells and may thus reach two- to four-fold higher intracellular concentrations;
however, their intracellular activity is limited. Macrolides, lincosamides (mainly
clindamycin), and fluoroquinolones are heavily concentrated in cells through a
mechanism of simple diffusion, with partition based on differences in intracellular
and extracellular pH, and in the cases of lincosamides and macrolides an active
transport system. Macrolides have significant intracellular activity, which makes
them potent agents for combating obligate intracellular organisms such as Legio-
nella. Lincosamides, however, fail to have enhanced intracellular activity despite
achieving high intracellular concentrations. Therefore, the degree of intracellular
penetration is not necessarily correlated with antibiotic activity, probably because
the subcellular location of antibiotic may not match that of the organism. Equally,
while agents with poor cellular penetration are likely to have limited activity against
intracellular infections, when higher extracellular concentrations are achieved and
time is allowed, treatment can be effective. An example of this would be the use of
ampicillin to treat infection with Listeria monocytogenes [25].

Influence of protein binding

Antibiotics principally bind to albumin and an equilibrium is established between
bound and free antibiotic. Free antibiotic is able to diffuse into tissue and microbes.
In vitro and in vivo studies suggest that high intravascular protein binding limits
free antibiotic accessibility to tissues and reduces effectiveness [26–28]. Given the
mode of action of time-dependent antibiotics with no PAE, which rely on free
concentrations to be consistently above MIC, it would seem more prudent to
choose a poorly rather than highly bound antibiotic. In an in vivo study, Wise
demonstrated the advantage of amoxicillin over flucloxacillin in a blister penetra-
tion model. However, he cautioned that the effect of protein binding was not so
relevant when the choice was between drugs of relatively low protein binding, i.e.
< 70% [27]. Most b-lactams are time-dependent with no PAE and are moderately
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bound (10–30%), but ceftriaxone and flucloxacillin are over 80% bound. Other
antibiotics, such as ciprofloxacin, vancomycin, tetracycline, and chloramphenicol,
are significantly bound (40–60%) while aminoglycosides are poorly bound
(<10%). Consequently, for the majority of drugs, protein binding is sufficiently low
to not pose a problem of tissue antibiotic availability; however, therapeutic failure
of a highly bound agent has been reported [29].

Differences between tissues

The disposition of antibiotics has traditionally been studied by comparing tissue
to serum concentration ratios in infected and non-infected tissues. However,
differing doses, administration methods, and processing of specimens has resulted
in wide variations in estimates of tissue distribution. Notwithstanding, some broad
trends can be observed. For example, antibiotic concentrations in ascitic fluid are
about 50% those in serum, peak concentrations being achieved some hours after
those in serum. A major determinant of relative antibiotic concentrations in serum
and fluid filled cavities is the ratio of cavity surface area (SA) to cavity volume (V).
High SA/V ratios more closely follow serum concentration fluctuations, while low
SA/V ratios typically have dampened peaks and higher troughs [30].

The relative antibiotic concentrations achieved in bronchial secretions, spu-
tum, and lung tissue are of particular interest. For most antibiotics, the concentra-
tion achieved in sputum is very low while lung tissue concentrations are consider-
ably higher. Opinion is divided as to whether sputum concentrations are of any
importance [31, 32]. Antibiotics, such as ciprofloxacin, cefotaxime, and erythromy-
cin, are concentrated in the lung to concentrations considerably higher than those
in plasma and would thus seem to be ideal agents for pulmonary infections.
Cruciani reported that while single large doses of vancomycin achieved lung tissue
concentrations between 25 and 40% those in blood, by 12 h 43% of patients failed
to have any detectable vancomycin in lung tissue [33]. Although one might expect
a correlation between higher tissue concentrations and infection cure rates, there
remains little data for most antibiotics other than ciprofloxacin [34–37].

Mode of administration and antibiotic availability

Many authors have proposed that b-lactam tissue availability might be better served
by continuous infusions rather than intermittent dosing [13, 38–43]. Animal and
human studies have explored these proposals. Although the animal studies showed
little methodological consistency, the balance of opinion is that continuous infusions
are slower to achieve target concentrations but result in a higher average antibiotic
tissue concentration over time [44–46]. While the speed of achieving target concentra-
tions is easily resolved with a loading dose, the clinical question remains whether this
results in better treatment of infection. Roosendaal attempted to answer this with a
series of rat studies using ceftazidime against Klebsiella pneumoniae infections [45].
She initially observed that continuous infusion (without a loading dose) did not

150 M. Palazzo



produce a significantly better response than intermittent treatment. However,
further studies comparing normal and leucopaenic rats infected with Klebsiella
pneumoniae showed that while continuous infusions were equally effective in both
groups of animals, intermittent doses were considerably less effective in the leuco-
paenic rats. There is evidence that for many antibiotics prediction of clinical
outcome with respect to blood antibiotic concentrations seems to be best correlated
with the 24-h AUC/MIC ratio, otherwise known as AUIC [47, 37].

Clinical evidence of pharmacokinetic changes in the critically ill

Time-dependent antibiotics

The importance of appropriate antibiotic administration was first alluded to in
1946 by Jawetz, who suggested that the newly discovered penicillin was being given
infrequently and at too low a dose, probably because of its wartime scarcity [48].
Except for aminoglycosides and glycopeptides, for which blood concentrations can
be routinely measured, inadequate concentrations of other antibiotics can go
unrecognised and potentially give rise to a clinical dilemma, i.e. is failure to respond
to therapy due to development of resistance, emergence of another organism, or
an inadequate dose of the right drug for the original pathogen?

The effects of simple illness on the pharmacokinetics of ceftazidime was studied
by Ljungberg in ten febrile but otherwise healthy 80-year-old men [49]. Acute
infection was found to be associated with an increase in Vd and renal clearance. In
the following year, Shikuma examined piperacillin kinetics in 11 critically ill pa-
tients with previously normal renal and hepatic function, and observed a large
variation in clearance, T1/2 and Vd. The latter varied from 0.1 to 1.3 l/kg (normal
value 0.18 ± 0.03 l/kg) and clearance ranged from 7.3–56.4 l/h [50]. The expanded
Vds were thought to be due to the requirement for volume expansion therapy and
changes in protein concentrations.

In a recent study of critically ill patients receiving recommended doses of
ceftazidime, Gomez found that 50% of patients had concentrations four times
below the MIC90 for Pseudomonas aeruginosa for a substantial period of the dosing
interval; this was attributed to larger than expected Vd [51]. Lipman reported
similar findings using standard doses of the new cephalosporin cefepime and
suggested that a 50% increase in dosage (1 g every 4 h) would result in trough
concentrations three times the MIC50 for P. aeruginosa and perhaps be more
effective [52]. Similar problems have been noted among severe burns patients, in
whom low antibiotic concentrations are sometimes difficult to correct even with
higher doses [53–55].

Many investigators feel that antibiotic blood concentration should be at least
four to five times the MIC in order to control serious infections [13, 14, 39, 43, 56].
In view of the documented increases in Vd, there is concern that patients might
become particularly vulnerable to subtherapeutic concentrations with an intermit-
tent dosing regimen [39, 52]. Some studies have explored whether continuous
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antibiotic infusion provides consistently appropriate blood concentrations. Benko,
in a cross-over design among 12 critically ill patients, was able to demonstrate that,
at steady state, ceftazidime infusions achieved five times the MIC for 100% of the
treatment time, whereas intermittent therapy achieved the same concentrations
for 92% of the time [13]. Other studies have led to similar findings and indeed have
demonstrated in an animal model that for the same daily dose continuous infusion
of ceftazidime is more effective than intermittent doses [57, 58]. It has also been
suggested, in a study among patients with nosocomial pneumonia, that smaller
doses of ceftazidime by infusion might be equally effective and provide a cost saving
[59]. However, thus far, there have been no definitive human studies that demon-
strate a better outcome with continuous infusion regimens, although some studies
are suggestive [60, 61].

A further concern is that sub-therapeutic time-dependent antibiotic concentra-
tions might favour the emergence of resistant organisms. Fantin showed in a rabbit
model of endocarditis that the growth of mutants was prevented if antibiotic
concentrations remained above MIC for at least 61% of the time [56]. Other studies
have suggested that emergence of resistance can only be prevented if concentra-
tions are maintained above MIC for 100% of the time [39].

It has been proposed that vancomycin, a time-dependent antibiotic with a PAE,
should be infused in order to achieve constant blood vancomycin concentrations.
Two early studies demonstrated that clinical efficacy can be reached when van-
comycin is given by infusion. In the first, Brinquin reported cure of post-neurosur-
gical methicillin-resistant Staphylococcus aureus (MRSA) meningitis in eight pa-
tients with intravenous vancomycin infusion rates of 37–55 mg/kg/24 h, which
achieved CSF penetration (4–7 mg/l) [62]. In the second, Conil demonstrated in
burn patients that vancomycin infusions, after an initial loading dose, achieved
adequate blood concentrations whereas intermittent doses had failed [63]. Since
these early studies, others have demonstrated at least similar clinical outcomes
when vancomycin infusion was compared to intermittent dosing with no increase
in toxicity, with the advantages of less variability in blood concentration and need
for sampling, resulting in cost savings. Loading doses of 15 mg/kg followed by
infusions starting at 15–40 mg/kg/day, aimed at achieving plateau concentrations
between 15 and 25 mg/l, are generally accepted [64–68].

Among the newer antibiotics, such as linezolid, there is preliminary evidence
that administration by continuous infusion is not only more effective than inter-
mittent doses but that in the case of linezolid, normally a bacteriostatic agent, it
acquires bactericidal properties [69].

Notwithstanding the theoretical advantages of time-dependent antibiotic infu-
sions, not all b-lactams are best infused. MacGowan suggested that the carbape-
nems, unlike other b-lactams, also have a concentration effect with variable PAE,
particularly against gram negative organisms, and that they might not be more
effective by continuous infusion [43].
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Concentration-dependent antibiotics

Aminoglycosides, fluoroquinolones, and metronidazole have concentration-de-
pendent activity. In addition, aminoglycosides combine concentration-dependent
activity with a consistent PAE against gram-positive and gram-negative bacteria in
vivo. This group of antibiotics is water-soluble, mainly distributed to the extracel-
lular space, minimally protein bound, and almost entirely excreted by the kidney.
Pennington reported that simply inducing fever in healthy patients resulted in a
fall in gentamicin concentrations [70]. These changes were later supported by
Triginer, who showed that during septic episodes gentamicin concentrations were
lower than expected [71]. He also demonstrated that initiation of intermittent
positive pressure ventilation could result in a fall in gentamicin concentrations [72],
which was suggested to be due to the increase in Vd associated with critical illness;
therefore larger initial doses were recommended.

The idea that gentamicin should be given in doses sufficient to reach high
plasma concentrations was alluded to by Moore, in a logistical regression analysis
of four studies with a total of 236 patients. A ratio of gentamicin peak plasma
concentration (Cmax) to MIC of 10:1 or more was predictive of a good outcome [73].
Others have shown that to eradicate more serious infections and prevent the
emergence of resistance the goal should be a peak concentration at least eight times
MIC [74–76]. Kashuba, in a study of patients with gram-negative nosocomial
pneumonia, was able to show that it was possible to predict a 90% probability of
temperature and leucocyte resolution by the 7th day of treatment if the Cmax/MIC
was equal to or greater than 10 within the first 48 h of starting aminoglycosides [77].
It was also suggested that, by achieving early appropriate peak concentration, the
duration of therapy can be shorter and aminoglycoside exposure and toxicity
minimised. In a number of meta-analyses, the overall finding has been marginally
better clinical responses when large loading doses at extended intervals are
compared to multiple dosing regimens [78–81]. Although those studies showed
little difference in the incidence of toxicity, a recent, prospective, randomised
controlled double-blind study not included in these meta-analyses showed a
significant decrease in nephrotoxicity with extended interval dosing [82]. How-
ever, there is some evidence that excessive peaks and daily area under the plasma
concentration–time curve (AUC) may result in proximal renal tubular damage,
while high-pitch deafness has been associated with the duration of therapy [82–84].

Among the many methods suggested for prescribing aminoglycosides, it has
become common practice to adopt the nomogram prepared by Nicolau and col-
leagues at Hartford Hospital, Connecticut, as a guide to interval dosing of genta-
micin [85]. This methodology attempts to maximise clinical efficacy and reduce
aminoglycoside toxicity. Gentamicin dosing has been aimed at achieving peak
concentrations of 20 mg/l to ensure ten times MIC for more difficult infections,
such as P. aeruginosa. The dosage that consistently achieved this was 7 mg/kg actual
body weight and excluding patients 20% over ideal body weight. The nomogram
suggests dosing intervals of 24, 36 or 48 h depending on blood gentamicin concen-
tration obtained at any time between 6 and 14 h after the dose. The authors
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suggested that patients with reduced renal function should receive normal doses
to achieve peak concentrations but repeated doses should be given at extended
intervals when concentrations fall to 1 mg/l. Nicolau et al. reported that use of the
nomogram on more than 2000 patients reduced the nephrotoxicity rate from a
historical 3–5% to 1.2%, and in spite of high peaks only two patient had ototoxicity.
Although the Hartford nomogram assumes that peak gentamicin concentrations
of 20 mg/l are achieved, after administration of 7 mg/kg many critically ill patients
have an increased Vd that might diminish such peaks. It would therefore be
prudent in the event of poor therapeutic response to measure peak concentrations
before changing therapy.

Other concentration-dependent antibiotics are the 4-quinolones, of which
ciprofloxacin is the best example. Some time after its introduction in 1985, the
dosage was questioned [34, 86]. Based on AUC, the bio-equivalence of the clinically
effective oral dose 750 mg was found to be closer to 600 mg i.v. than the 200 mg i.v.
it was licensed for. Since 600 mg produced a Cmax that was considered toxic, the
suggested dose was modified to 400 mg i.v. every 8 h in order to receive FDA
approval. In the UK, the recommendation for ciprofloxacin is 400 mg i.v., 12-hour-
ly. Notwithstanding these recommendations, ciprofloxacin continued to be admi-
nistered at 200 mg i.v. for some time and was frequently associated with the
emergence of resistance, sometimes within the treatment period. This was parti-
cularly true with P. aeruginosa and S. aureus, whose MIC were some ten-fold those
for Moraxella sp. or Haemophilus sp. Ciprofloxacin uniquely inhibits bacterial
replication by interacting with the active subunit of DNA gyrase, a process which
is pH- and concentration-dependent, and it is likely that the emergence of resis-
tance was related to inadequate peak concentrations. The PAE of 4-quinolones has
been well-documented [87–89].

It is interesting to note that inadequate concentrations of ciprofloxacin have
not only been shown to increase the emergence of strains resistant to ciprofloxacin
but also to promote the emergence of strains resistant to antibiotics that have a
different mode of action [90].

Studies have confirmed that 400 mg ciprofloxacin i.v., 8-hourly, is required to
obtain bacteriological and clinical cure [35, 36]. It has been suggested that the AUIC
is a good indicator of antimicrobial activity and is closely associated with the
likelihood of clinical or bacteriological cure. AUIC is measured in serum inhibitory
units over time (SIT-1) and breakpoints for clinical cure have been identified at 72
SIT-1. However, best results were obtained at values between 250 and 500 SIT-1 [35,
37, 47]. It is notable that Forrest was concerned that, for an organism with MIC
above 0.25 mg/l, daily ciprofloxacin doses of 1200 mg might still be inadequate to
achieve target AUIC between 250 and 500 SIT-1. He suggested that there was no
reason to limit the daily dose to 1200 mg but conceded that a preferred approach
might be to seek synergy by introducing another antimicrobial.

154 M. Palazzo



Table 2. Tissue penetration of some antibioticsa. R% Ratio (%) tissue/serum antibiotic
concentration after a single dose

Cells Skeletal Ascites Lung Sputum Bile Pleural CSF

(PMN) muscle fluid

I R% I R% I R% I R% I R% I R% I R% I R%
Gentamicin - 21 N 111 Y 90 I NA Y <8 - 64 N 57 Y 2.5
[91–94]
Amoxicillin - - - - N 83 N 32 N 13 - - - - - -
clavulanic
acid [95, 96]
Imipenem - 33 N 5 N 85 N 60 N 20 - 48 - - Y 8.5
[97–101]
Cefotaxime 110 N 5 Y 120 N 382 y 2 Y 252 N 26 Y 51
[102,–106]
Cefuroxime - - - - N 89 - - Y 14 - 23 N 30 Y 108
[107, 108]
Ceftazidime - 56 N 26 N 45 - - Y 18 - 88 N 21 Y 23
[109–111, 104]
Teicoplanin - 6000 - - - - - - - - - - - 21 - -
[112]
Vancomycin - 122 - - N 52 - - - - - 41 N 41 N 0
[91]
Amikacin - - N 15 N 58 N 40 N 21 N 54 N 40 Y 35
[93, 113–116]
Piperacillin - <10 Y 32 N 55 N 92 Y 4 - 468 - - - -
[109, 117–119]
Ciprofloxacin - 349 N 79 - - N 624 Y 26 - - N 26 Y 25
[109, 120–123]
aNote that many of these studies had small numbers of patients. Concentrations were measured from
multiple sources; e.g. bile was measured from the T tube, gall bladder, or common bile duct. Dosing
also varied, e.g. single or multiple, oral IM or IV
For many antibiotics, no data on tissue penetration are available. I, tissue infected at the time of
measurements; PMNs, polymorphonuclear leucocytes; Y, yes; N, no; NA, not available

Conclusions

Specific therapy with antibiotics is one of the influences on outcome which is not
always optimised. The evidence would suggest that concentration-dependent
agents, such as aminoglycosides, are effective and have fewer side effects when
given in large infrequent doses. Equally, there is evidence that time-dependent
antibiotics often fail to reach adequate concentrations throughout the treatment
period. Adequate therapy can be achieved by an initial loading dose followed by
constant infusion. However, to date, there are no randomised controlled prospec-
tive trials demonstrating improvement in clinical outcome following infusion
rather than intermittent boluses of time-dependent antibiotics. There is a theore-
tical risk that inadequate antibiotic dosing may not only lead to therapeutic failure,
but will also encourage the emergence of resistant strains and inappropriate
changing of antibiotics.

Critically ill patients with hepatic dysfunction do not normally need dosage
adjustments for most antibiotics, while patients with poor renal function or who
are intermittently dialysis-dependent should receive normal antibiotic doses given
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less frequently. Patients on continuous RRT with urea clearances above 35 ml/min
may need little adjustment to most antibiotic doses. Patient receiving aminoglyco-
sides should be monitored with post-dialysis troughs and post-administration
peaks to avoid non-renal antimicrobial toxicity.

Critical illness can grossly alter antibiotic pharmacokinetics, principally
through increases in Vd and periods with unsupported renal function. Unfortu-
nately, other than glycopeptides and aminoglycosides, blood concentrations of
antibiotics are rarely monitored and therefore adequate concentrations can only
be inferred from clinical response. Failure to respond within the first few days of
empirical treatment might be due to emergence of antibiotic resistance, emergence
of a new organism, or inadequate antibiotic doses for a sensitive organism. The
same rigour should be applied to achieving adequate antibiotic concentrations as
is applied, for example, to inotropes, which are titrated to achieve predetermined
physiological targets.

References

1. McCabe WR, Jackson GG (1962) Gram negative bacteremia. Clinical, laboratory, and
therapeutic observations. Arch Intern Med 110:92–100

2. Kreger BE, Craven DE, McCabe WR (1980) Gram-negative bacteremia. IV. Re-evalua-
tion of clinical features and treatment in 612 patients. Am J Med 68:344–355

3. Rello J, Gallego M, Mariscal D et al (1997) The value of routine microbial investigation
in ventilator-associated pneumonia. Am J Respir Crit Care Med 156:196–200

4. Kollef MH, Sherman G, Ward S, Fraser VJ (1999) Inadequate antimicrobial treatment
of infections: a risk factor for hospital mortality among critically ill patients. Chest
115:462–474

5. Lodise TP, McKinnon PS, Swiderski L, Rybak MJ (2003) Outcomes analysis of delayed
antibiotic treatment for hospital-acquired Staphylococcus aureus bacteremia. Clin
Infect Dis 36:1418–1423

6. MacGowan AP, Wise R (2001) Establishing MIC breakpoints and the interpretation of
in vitro susceptibility tests. J Antimicrob Chemother 48(Suppl 1):17–28

7. Bryan CS, Reynolds KL, Brenner ER (1983) Analysis of 1186 episodes of gram-negative
bacteremia in non-university hospitals: the effects of antimicrobial therapy. Rev Infect
Dis 5:629–638

8. Lorian V, Burns L (1990) Predictive value of susceptibility tests for the outcome of
antibacterial therapy. J Antimicrob Chemother 25:175–181

9. Eagle H, Fleischman R, Musselman A (1950) Effect of schedule of adminstration on the
therapeutic efficacy of penicillin. Am J Med 9:280–299

10. Vogelman B, Craig WA (1986) Kinetics of antimicrobial activity. J Pediatr 108:835–840
11. Gerber AU, Feller Segessenmann C (1985) In-vivo assessment of in-vitro killing patterns

of Pseudomonas aeruginosa. J Antimicrob Chemother 15(Suppl A):201–206
12. Drusano GL, Forrest A, Snyder MJ et al (1988) An evaluation of optimal sampling

strategy and adaptive study design. Clin Pharmacol Ther 44:232–238
13. Benko AS, Cappelletty DM, Kruse JA, Rybak MJ (1996) Continuous infusion versus

intermittent administration of ceftazidime in critically ill patients with suspected
gram-negative infections. Antimicrob Agents Chemother 40:691–695

156 M. Palazzo



14. Mouton JW, den Hollander JG (1994) Killing of Pseudomonas aeruginosa during
continuous and intermittent infusion of ceftazidime in an in vitro pharmacokinetic
model. Antimicrob Agents Chemother 38:931–936

15. Manduru M, Mihm LB, White RL et al (1997) In vitro pharmacodynamics of ceftazidime
against Pseudomonas aeruginosa isolates from cystic fibrosis patients. Antimicrob
Agents Chemother 41:2053–2056

16. Craig WA, Ebert SC (1990) Killing and regrowth of bacteria in vitro: a review. Scand J
Infect Dis Suppl 74:63–70

17. Thomas JK, Forrest A, Bhavnani SM et al (1998) Pharmacodynamic evaluation of factors
associated with the development of bacterial resistance in acutely ill patients during
therapy. Antimicrob Agents Chemother 42:521–527

18. Vogelman B, Gudmundsson S, Turnidge J et al (1988) In vivo postantibiotic effect in a
thigh infection in neutropenic mice. J Infect Dis 157:287–298

19. Gudmundsson S, Vogelman B, Craig WA (1986) The in-vivo postantibiotic effect of
imipenem and other new antimicrobials. J Antimicrob Chemother 18(Suppl E):67–73

20. Hostacka A, Karelova E (1997) Outer membrane proteins profiles of Pseudomonas
aeruginosa after the post-antibiotic effect of imipenem. Microbios 90:45–50

21. Fuentes F, Martin MM, Izquierdo J et al (1995) In vivo and in vitro study of several
pharmacodynamic effects of meropenem. Scand J Infect Dis 27:469–474

22. Hanberger H, Svensson E, Nilsson LE, Nilsson M (1995) Pharmacodynamic effects of
meropenem on gram-negative bacteria. Eur J Clin Microbiol Infect Dis 14:383–390

23. Turnidge JD, Gudmundsson S, Vogelman B, Craig WA (1994) The postantibiotic effect
of antifungal agents against common pathogenic yeasts. J Antimicrob Chemother
34:83–92

24. Andes D, van Ogtrop M (1999) Characterization and quantitation of the pharmacodyna-
mics of fluconazole in a neutropenic murine disseminated candidiasis infection model.
Antimicrob Agents Chemother 43:2116–2120

25. Barza M (1994) Challenges to antibiotic activity in tissue. Clin Infect Dis 19:910–915
26. Gerding DN, Van Etta LL, Peterson LR (1982) Role of serum protein binding and

multiple antibiotic doses in the extravascular distribution of ceftizoxime and cefotaxi-
me. Antimicrob Agents Chemother 22:844–847

27. Wise R, Gillett AP, Cadge B et al (1980) The influence of protein binding upon tissue
fluid levels of six beta-lactam antibiotics. J Infect Dis 142:77–82

28. Merrikin DJ, Briant J, Rolinson GN (1983) Effect of protein binding on antibiotic activity
in vivo. J Antimicrob Chemother 11:233–238

29. Chambers HF, Mills J, Drake TA, Sande MA (1984) Failure of a once-daily regimen of
cefonicid for treatment of endocarditis due to Staphylococcus aureus. Rev Infect Dis
6(Suppl 4):S870–S874

30. Van Etta LL, Peterson LR, Fasching CE, Gerding DN (1982) Effect of the ratio of surface
area to volume on the penetration of antibiotics in to extravascular spaces in an in vitro
model. J Infect Dis 146:423–428

31. Lambert HP (1978) Clinical significance of tissue penetration of antibiotics in the
respiratory tract. Scand J Infect Dis Suppl 14:262–266

32. Pennington JE (1981) Penetration of antibiotics into respiratory secretions. Rev Infect
Dis 3:67–73

33. Cruciani M, Gatti G, Lazzarini L et al (1996) Penetration of vancomycin into human
lung tissue. J Antimicrob Chemother 38:865–869

34. Echols RM (1993) The selection of appropriate dosages for intravenous ciprofloxacin.
J Antimicrob Chemother 31:783–787

An overview of antibiotic pharmacokinetics 157



35. Forrest A, Nix DE, Ballow CH et al (1993) Pharmacodynamics of intravenous ciproflo-
xacin in seriously ill patients. Antimicrob Agents Chemother 37:1073–1081

36. Lipman J, Scribante J, Gous AG et al (1998) Pharmacokinetic profiles of high-dose
intravenous ciprofloxacin in severe sepsis. The Baragwanath Ciprofloxacin Study
Group. Antimicrob Agents Chemother 42:2235–2239

37. Highet VS, Forrest A, Ballow CH, Schentag JJ (1999) Antibiotic dosing issues in lower
respiratory tract infection: population-derived area under inhibitory curve is predictive
of efficacy. J Antimicrob Chemother 43(Suppl A):55–63

38. Rotschafer JC, Zabinski RA, Walker KJ (1992) Pharmacodynamic factors of antibiotic
efficacy. Pharmacotherapy 12:64S-70S

39. Young RJ, Lipman J, Gin T et al (1997) Intermittent bolus dosing of ceftazidime in
critically ill patients. J Antimicrob Chemother 40:269–273

40. Ronchera-Oms CL, Gregorio S, Sanllehi N (1997) Should continuous infusion of beta-
lactam antibiotics be the first-line approach? J Clin Pharm Ther 22:159–161

41. Thalhammer F, Traunmuller F, El Menyawi I et al (1999) Continuous infusion versus
intermittent administration of meropenem in critically ill patients. J Antimicrob Che-
mother 43:523–527

42. Lipman J, Gomersall C, Gin T et al (1999) Continuous infusion ceftazidime in intensive
care: a randomised controlled trial. J Antimicrob Chemother 43:309–311

43. MacGowan AP, Bowker KE (1998) Continuous infusion of beta-lactam antibiotics. Clin
Pharmacokinet 35:391–402

44. Peterson LR, Gerding DN, Fasching CE (1981) Effects of method of antibiotic admini-
stration on extravascular penetration: cross-over study of cefazolin given by intermit-
tent injection or constant infusion. J Antimicrob Chemother 7:71–79

45. Roosendaal R, Bakker Woudenberg IA (1990) Impact of the antibiotic dosage schedule
on efficacy in experimental lung infections. Scand J Infect Dis Suppl 74:155–162

46. Mouton JW, Horrevorts AM, Mulder PG et al (1990) Pharmacokinetics of ceftazidime
in serum and suction blister fluid during continuous and intermittent infusions in
healthy volunteers. Antimicrob Agents Chemother 34:2307–2311

47. Hyatt JM, McKinnon PS, Zimmer GS, Schentag JJ (1995) The importance of pharmaco-
kinetic/pharmacodynamic surrogate markers to outcome. Focus on antibacterial
agents. Clin Pharmacokinet 28:143–160

48. Jawetz E (1946) Dynamics of the action of penicillin in experimental animals. Arch
Intern Med 77:1–16

49. Ljungberg B, Nilsson Ehle I (1989) Advancing age and acute infection influence the
kinetics of ceftazidime. Scand J Infect Dis 21:327–332

50. Shikuma LR, Ackerman BH, Weaver RH et al (1990) Effects of treatment and the
metabolic response to injury on drug clearance: a prospective study with piperacillin.
Crit Care Med 18:37–41

51. Gomez CM, Cordingly JJ, Palazzo MG (1999) Altered pharmacokinetics of ceftazidime
in critically ill patients. Antimicrob Agents Chemother 43:1798–1802

52. Lipman J, Wallis SC, Rickard C (1999) Low plasma cefepime levels in critically ill septic
patients: pharmacokinetic modeling indicates improved troughs with revised dosing.
Antimicrob Agents Chemother 43:2559–2561

53. Friedrich LV, White RL, Kays MB et al (1991) Aztreonam pharmacokinetics in burn
patients. Antimicrob Agents Chemother 35:57–61

54. Boucher BA, Kuhl DA, Hickerson WL (1992) Pharmacokinetics of systemically admi-
nistered antibiotics in patients with thermal injury. Clin Infect Dis 14:458–463

55. Bourget P, Lesne Hulin A, Le Reveille R et al (1996) Clinical pharmacokinetics of

158 M. Palazzo



piperacillin-tazobactam combination in patients with major burns and signs of infec-
tion. Antimicrob Agents Chemother 40:139–145

56. Fantin B, Farinotti R, Thabaut A, Carbon C (1994) Conditions for the emergence of
resistance to cefpirome and ceftazidime in experimental endocarditis due to Pseudo-
monas aeruginosa. J Antimicrob Chemother 33:563–569

57. Nicolau DP, Nightingale CH, Banevicius MA et al (1996) Serum bactericidal activity of
ceftazidime: continuous infusion versus intermittent injections. Antimicrob Agents
Chemother 40:61–64

58. Robaux MA, Dube L, Caillon J et al (2001) In vivo efficacy of continuous infusion versus
intermittent dosing of ceftazidime alone or in combination with amikacin relative to
human kinetic profiles in a Pseudomonas aeruginosa rabbit endocarditis model. J
Antimicrob Chemother 47:617–622

59. Nicolau DP, McNabb J, Lacy MK et al (2001) Continuous versus intermittent admini-
stration of ceftazidime in intensive care unit patients with nosocomial pneumonia. Int
J Antimicrob Agents 17:497–504

60. Bodey GP, Ketchel SJ, Rodriguez V (1979) A randomized study of carbenicillin plus
cefamandole or tobramycin in the treatment of febrile episodes in cancer patients. Am
J Med 67:608–616

61. Harding I, MacGowan AP, White LO et al (2000) Teicoplanin therapy for Staphylococ-
cus aureus septicaemia: relationship between pre-dose serum concentrations and
outcome. J Antimicrob Chemother 45:835–841

62. Brinquin L, Rousseau JM, Boulesteix G et al (1993) Continuous infusion of vancomycin
in post-neurosurgical staphylococcal meningitis in adults. Presse Med 22:1815–1817

63. Conil JM, Favarel H, Laguerre J et al (1994) Continuous administration of vancomycin
in patients with severe burns. Presse Med 23:1554–1558

64. Di Filippo A, De Gaudio AR, Novelli A et al (1998) Continuous infusion of vancomycin
in methicillin-resistant staphylococcus infection. Chemotherapy 44:63–68

65. Albanese J, Leone M, Bruguerolle B et al (2000) Cerebrospinal fluid penetration and
pharmacokinetics of vancomycin administered by continuous infusion to mechanically
ventilated patients in an intensive care unit. Antimicrob Agents Chemother 44:1356–1358

66. Gauzit R (2002) The use of glycopeptides in intensive care and anaesthesia (French).
Ann Fr Anesth Reanim 21:414–417

67. Wysocki M, Delatour F, Faurisson F et al (2001) Continuous versus intermittent
infusion of vancomycin in severe staphylococcal infections: prospective multicenter
randomized study. Antimicrob Agents Chemother 45:2460–2467

68. Byl B, Jacobs F, Wallemacq P et al (2003) Vancomycin penetration of uninfected pleural
fluid exudate after continuous or intermittent infusion. Antimicrob Agents Chemother
47:2015–2017

69. Jacqueline C, Batard E, Perez L et al (2002) In vivo efficacy of continuous infusion versus
intermittent dosing of linezolid compared to vancomycin in a methicillin-resistant
Staphylococcus aureus rabbit endocarditis model. Antimicrob Agents Chemother
46:3706–3711

70. Pennington JE, Dale DC, Reynolds HY, MacLowry JD (1975) Gentamicin sulfate phar-
macokinetics: lower levels of gentamicin in blood during fever. J Infect Dis 132:270–275

71. Triginer C, Izquierdo I, Fernandez R et al (1990) Gentamicin volume of distribution in
critically ill septic patients. Intensive Care Med 16:303–306

72. Triginer C, Izquierdo I, Fernandez R et al (1991) Changes in gentamicin pharmacoki-
netic profiles induced by mechanical ventilation. Eur J Clin Pharmacol 40:297–302

73. Moore RD, Lietman PS, Smith CR (1987) Clinical response to aminoglycoside therapy:

An overview of antibiotic pharmacokinetics 159



importance of the ratio of peak concentration to minimal inhibitory concentration. J
Infect Dis 155:93–99

74. Deziel Evans LM, Murphy JE, Job ML (1986) Correlation of pharmacokinetic indices
with therapeutic outcome in patients receiving aminoglycosides. Clin Pharm 5:319–324

75. Jackson GG, Lolans VT, Daikos GL (1990) The inductive role of ionic binding in the
bactericidal and postexposure effects of aminoglycoside antibiotics with implications
for dosing. J Infect Dis 162:408–413

76. Karlowsky JA, Zhanel GG, Davidson RJ, Hoban DJ (1994) Postantibiotic effect in
Pseudomonas aeruginosa following single and multiple aminoglycoside exposures in
vitro. J Antimicrob Chemother 33:937–947

77. Kashuba AD, Nafziger AN, Drusano GL, Bertino JS Jr (1999) Optimizing aminoglycoside
therapy for nosocomial pneumonia caused by gram-negative bacteria. Antimicrob
Agents Chemother 43:623–629

78. AliMZ,GoetzMB(1997)A meta-analysis of the relative efficacy and toxicity of single daily
dosing versus multiple daily dosing of aminoglycosides. Clin Infect Dis 24:796–809

79. Bailey TC, Little JR, Littenberg B et al (1997) A meta-analysis of extended-interval dosing
versus multiple daily dosing of aminoglycosides. Clin Infect Dis 24:786–795

80. Barza M, Ioannidis JP, Cappelleri JC, Lau J (1996) Single or multiple daily doses of
aminoglycosides: a meta-analysis. Br Med J 312:338–345

81. Munckhof WJ, Grayson ML, Turnidge JD (1996) A meta-analysis of studies on the safety
and efficacy of aminoglycosides given either once daily or as divided doses. J Antimi-
crob Chemother 37:645–663

82. Rybak MJ, Abate BJ, Kang SL et al (1999) Prospective evaluation of the effect of an
aminoglycoside dosing regimen on rates of observed nephrotoxicity and ototoxicity.
Antimicrob Agents Chemother 43:1549–1555

83. Moore RD, Smith CR, Lietman PS (1984) Risk factors for the development of auditory
toxicity in patients receiving aminoglycosides. J Infect Dis 149:23–30

84. Moore RD, Smith CR, Lipsky JJ et al (1984) Risk factors for nephrotoxicity in patients
treated with aminoglycosides. Ann Intern Med 100:352–357

85. Nicolau DP, Freeman CD, Belliveau PP et al (1995) Experience with a once-daily
aminoglycoside program administered to 2184 adult patients. Antimicrob Agents Che-
mother 39:650–655

86. Bauernfeind A (1993) Questioning dosing regimens of ciprofloxacin. J Antimicrob
Chemother 31:789–798

87. Neu HC, Kumada T, Chin NX, Mandell W (1987) The post-antimicrobial suppressive
effect of quinolone agents. Drugs Exp Clin Res 13:63–67

88. Alados JC, Gutierrez J, Garcia F et al (1990) Post-antibiotic effect of three quinolones
against gram negative isolates from urine. Med Lab Sci 47:272–277

89. Fuentes F, Martin MM, Izquierdo J et al (1996) Pharmacodynamic effects of ciproflo-
xacin, fleroxacin and lomefloxacin in vivo and in vitro. Chemotherapy 42:354–362

90.Fung Tomc J, Kolek B, Bonner DP (1993) Ciprofloxacin-induced, low-level resistance
to structurally unrelated antibiotics in Pseudomonas aeruginosa and methicillin-resi-
stant Staphylococcus aureus. Antimicrob Agents Chemother 37:1289–1296

91. Van der Auwera P, Matsumoto T, Husson M (1988) Intraphagocytic penetration of
antibiotics. J Antimicrob Chemother 22:185–192

92. Gerding DN, Hall WH, Schierl EA (1977) Antibiotic concentrations in ascitic fluid of
patients with ascites and bacterial peritonitis. Ann Intern Med 86:708–713

93. Thys JP, Vanderhoeft P, Herchuelz A et al (1988) Penetration of aminoglycosides in
uninfected pleural exudates and in pleural empyemas. Chest 93:530–532

160 M. Palazzo



94. Vacek V, Hejzlar M, Skalova M (1969) Penetration of antibiotics into the cerebro-spinal
fluid in inflammatory conditions. 3. Gentamicin Int Z Klin Pharmakol Ther Toxikol
2:277–279

95. Grange JD, Gouyette A, Gutmann L et al (1989) Pharmacokinetics of amoxycillin/cla-
vulanic acid in serum and ascitic fluid in cirrhotic patients. J Antimicrob Chemother
23:605–611

96. Cook PJ, Andrews JM, Woodcock J et al (1994) Concentration of amoxycillin and
clavulanate in lung compartments in adults without pulmonary infection. Thorax
49:1134–1138

97. Jacobs RF, Thompson JW, Kiel DP, Johnson D (1986) Cellular uptake and cell-associated
activity of third generation cephalosporins. Pediatr Res 20:909–912

98. Kummel A, Schlosser V, Petersen E, Daschner FD (1985) Pharmacokinetics of imipe-
nem-cilastatin in serum and tissue. Eur J Clin Microbiol 4:609–610

99. Rolando N, Wade JJ, Philpott Howard JN et al (1994) The penetration of imipenem/ci-
lastatin into ascitic fluid in patients with chronic liver disease. J Antimicrob Chemother
33:163–167

100. Muller Serieys C, Bergogne Berezin E, Rowan C, Dombret MC (1987) Imipenem pene-
tration into bronchial secretions. J Antimicrob Chemother 20:618–619

101. Mayer M, Tophof C, Opferkuch W (1988) Bile levels of imipenem in patients with
T-drain following the administration of imipenem/cilastatin. Infection 16:225–228

102. Hand WL, King Thompson NL (1989) The entry of antibiotics into human monocytes.
J Antimicrob Chemother 23:681–689

103. Runyon BA, Akriviadis EA, Sattler FR, Cohen J (1991) Ascitic fluid and serum cefotaxime
and desacetyl cefotaxime levels in patients treated for bacterial peritonitis. Dig Dis Sci
36:1782–1786

104. Soussy CJ, Deforges LP, Le Van Thoi J et al (1980) Cefotaxime concentration in the bile
and wall of the gallbladder. J Antimicrob Chemother 6:A125–130

105. Lode H, Kemmerich B, Gruhlke G et al (1980) Cefotaxime in bronchopulmonary
infections—a clinical and pharmacological study. J Antimicrob Chemother 6:A193–198

106. Belohradsky BH, Bruch K, Geiss D et al (1980) Intravenous cefotaxime in children with
bacterial meningitis. Lancet 1:61–63

107. Lechi A, Arosio E, Xerri L et al (1982) The kinetics of cefuroxime in ascitic and pleural
fluid. Int J Clin Pharmacol Ther 20:493–496

108. Swedish Study Group (1982) Cefuroxime versus ampicillin and chloramphenicol for the
treatment of bacterial meningitis. Report from a Swedish Study Group. Lancet 1:295–299

109. Koga H (1987) High-performance liquid chromatography measurement of antimicro-
bial concentrations in polymorphonuclear leukocytes. Antimicrob Agents Chemother
31:1904–1908

110. Adam D, Reichart B, Williams KJ (1983) Penetration of ceftazidime into human tissue
in patients undergoing cardiac surgery. J Antimicrob Chemother 12:A269–273

111. Benoni G, Arosio E, Raimondi MG et al (1985) Pharmacokinetics of ceftazidime and
ceftriaxone and their penetration into the ascitic fluid. J Antimicrob Chemother
16:267–273

112. Maderazo EG, Breaux SP, Woronick CL et al (1988) High teicoplanin uptake by human
neutrophils. Chemotherapy 34:248–255

113. Lanao JM, Dominguez Gil A, Macias JG et al (1980) The influence of ascites on the
pharmacokinetics of amikacin. Int J Clin Pharmacol 18:57–61

114. Dull WL, Alexander MR, Kasik JE (1979) Bronchial secretion levels of amikacin.
Antimicrob Agents Chemother 16:767–771

An overview of antibiotic pharmacokinetics 161



115. Bermudez RH, Lugo A, Ramirez Ronda CH et al (1981) Amikacin sulfate levels in human
serum and bile. Antimicrob Agents Chemother 19:352–354

116. Yogev R, Kolling WM (1981) Intraventricular levels of amikacin after intravenous
administration. Antimicrob Agents Chemother 20:583–586

117. Hary L, Smail A, Ducroix JP et al (1991) Pharmacokinetics and ascitic fluid penetration
of piperacillin in cirrhosis. Fundam Clin Pharmacol 5:789–795

118. Mouton Y, Caillaux M, Deboscker Y et al (1985) Etude de la diffusion bronchique de la
piperacilline chez dix-huit patients de reanimation. Pathol Biol (Paris) 33:359–362

119. Brogard JM, Jehl F, Blickle JF et al (1990) Biliary pharmacokinetic profile of piperacillin:
experimental data and evaluation in man. Int J Clin Pharmacol 28:462–470

120. Gerding DN, Hitt JA (1989) Tissue penetration of the new quinolones in humans. Rev
Infect Dis 11:5s1046–1057

121. Fong IW, Ledbetter WH, Vandenbroucke AC et al (1986) Ciprofloxacin concentrations
in bone and muscle after oral dosing. Antimicrob Agents Chemother 29:405–408

122. Reid TM, Gould IM, Golder D et al (1989) Respiratory tract penetration of ciprofloxacin.
Am J Med 87:60s-61s

123. Joseph J, Vaughan LM, Basran GS (1994) Penetration of intravenous and oral ciproflo-
xacin into sterile and empyemic human pleural fluid. Ann Pharmacother 28:313–315

162 M. Palazzo



Evidence for immediate adequate parenteral antibiotics

V. EMMI

Over half of all patients admitted to intensive care units (ICUs) receive one or more
antimicrobial agents, and most of these are for the treatment of community-ac-
quired and/or nosocomial infections [1]. In a surveillance study, antibiotic use and
related costs were prospectively analysed in a general ICU ward over a 1-year
period. Antibiotics were prescribed in 61% of admissions. Categorised by indica-
tion, 59% of all antibiotic prescriptions were for bacteriologically proven infections,
28% for non-bacteriologically proven infections and 13% for prophylaxis [2]. In the
absence of a precise diagnosis of infection, the modern practice of critical care
medicine dictates that empirical antibiotic therapy be given [3]. Providing early
antimicrobial therapy, which is effective against the microorganisms responsible
for infections in hospitalised patients, is recognised as a crucial step for the
treatment of acquired infections, along with drainage of infected fluid collections
and the debridement or removal of infected tissues or prostheses [4]. Promptly
initiating (at the first sign of an infection) appropriate empirical antimicrobial
therapy in patients with life-threatening illnesses seems to be the most effective
treatment approach [5]. Traditionally empiric treatment has been to start with an
inexpensive narrow-spectrum agent, broadening therapy only if a multi-resistant
pathogen is identified or the patient deteriorates. This approach may have served
to select continuously from a heterogeneous bacterial population, strains that are
first-step resistant mutants and, thus, start us on the slippery slope to resistance
crises [3]. One strategy that may be adopted was first suggested almost a century
ago by Paul Erlich when he advocated to ‘frapper fort et frapper vite’, which
translates to ‘hit them hard, hit them fast’ [6]. The goal is to facilitate the eradication
of infecting microorganisms in a timely and safe manner while minimising the
emergence and spread of resistance [7]. Empirical therapy is about getting it right
from the start, to optimise outcome, minimise therapeutic failure, minimise po-
tential resistance, and avoid serious side-effects in a cost-effective manner [8].

The high level of use of antimicrobial agents in ICUs favours the appearance of
multi-resistant pathogens, the presence of which is associated both with an in-
creased probability of inappropriate initial empiric antimicrobial treatment of
infections in a given patient and selection of a multi-resistant endogenous flora that
will influence antibacterial policy of that ICU in the future [9].

For clinical research purposes inadequate antimicrobial treatment of infection
was defined recently as a microbiological documentation of an infection (i.e. a
positive culture result) that was not being effectively treated at the time of its
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identification because of absence of antimicrobial agents directed against a specific
class of microorganisms, administration of an antimicrobial agent to which the
microorganism responsible for the infection was resistant, or the complete absence
of antimicrobial treatment [10]. However, appropriateness of antimicrobial treat-
ment needs to be defined more broadly, if we consider its influence on clinical
outcomes. An incomplete understanding of antimicrobial drug therapy principles
(e.g. appropriate dosages, dosing intervals, and duration of therapy) also contri-
butes to the inappropriate use of antimicrobial agents. Therapy should take into
account antimicrobial pharmacodynamics (PD) and pharmacokinetics (PK).
PK/PD profiling describes antimicrobial activity as a function of drug concentra-
tion and duration of exposure of the host to the drug. PK/PD knowledge can be
used to optimise dosing regimens in relation to mechanisms of killing and pene-
tration to sites of infection [4]. Lack of adherence to these requirements can result
in suboptimal antibiotic concentrations, which increase the likelihood that anti-
biotic resistance will occur and the chance that inadequate antimicrobial treatment
will be administered.

Failure to treat infections with antimicrobial agents, delays in the administra-
tion of adequate antimicrobial treatment, or the initial use of antimicrobial agents
to which the identified pathogens are resistant (i.e. inadequate antimicrobial
therapy) all appear to increase the risk for hospital mortality.

In order to understand the positive impact that choosing appropriate therapy
early on in treatment can have, it is useful to compare what happens when appro-
priate versus inappropriate therapy is used.

Twenty-five years ago, the intuitive belief that early use of appropriate antibiotic
therapy improved outcome from serious infections with Gram-negative bacteria
was confirmed. Kreger et al. [11] found that in patients with Gram-negative bacte-
raemia, mortality was reduced by 50% in patients who received appropriate the-
rapy compared with those who received inappropriate therapy (19.5% vs 37.2%,
respectively). In addition, appropriate antimicrobial therapy was associated with
a reduction in the frequency of shock.

Recent clinical investigations have demonstrated that the absence of adequate
antimicrobial therapy in patients with pneumonia, peritonitis, bacteraemia or
meningitis is associated with adverse patient outcomes, including increasing rates
of hospital mortality [12–20].

Kollef was the first to evaluate systematically in the ICU setting the relationship
between inadequate antimicrobial treatment and hospital mortality in 2 000 con-
secutive patients admitted to the medical or surgical ICU of a large urban teaching
hospital [12]. A total of 169 (25.8%) of the 655 patients assessed to have a clinically
recognised infection present while in the ICU initially received inadequate treat-
ment. The occurrence of inadequate antimicrobial treatment of infection was most
common among patients with nosocomial infections that developed after treat-
ment of a community-acquired infection (45.2%), followed by patients with noso-
comial infections alone (34.3%) and patients with community-acquired infections
alone (17.1%) (p < 0.001). Prior antimicrobial administration, which leads to the
emergence of and colonisation with resistant organisms, was independently asso-
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ciated with the administration of inadequate antimicrobial treatment [odds ratio
(OR) 3.39; 95% CI 2.88–4.23; p < 0.001] .The hospital mortality rate for patients
receiving inadequate antibiotic treatment compared with those receiving adequate
treatment was 52.1% and 12.2%, respectively (p < 0.001). Similarly, the infection-
related mortality of infected patients receiving inadequate antimicrobial treatment
(42.0%) was significantly greater than that of infected patients receiving adequate
antimicrobial treatment (17.7%) [relative risk (RR) 2.37; 95% CI 1.83–3.08; p< 0.001].
The main reason for the administration of inadequate antimicrobial therapy was
the presence of antibiotic resistance in clinically important pathogens [12].

Appropriateness of empiric therapy and systemic inflammatory response

Since antibiotic therapy is the cornerstone in the treatment of infections, intuitively
one can assume that a correct empirical antibiotic therapy may decrease mortality
rate in critically ill patients admitted to the ICU with sepsis; however, the influence
of adequate antimicrobial therapy on the prognosis of severe sepsis and septic
shock had not been clearly proven.

Three recent investigations have been carried out, which tried to highlight this
issue. The study conducted by Garnacho-Montero et al. [21] in Sevilla, Spain, has
addressed the impact of empirical antibiotic therapy on the outcome of patients
who are admitted to the ICU having sepsis, excluding those episodes of sepsis
acquired in the ICU. Four-hundred and six patients of 6 950 (5.84%) meeting
criteria for sepsis on admission to the ICU were enrolled during a 4-year study
period. Nosocomial origin was found in 166 patients (40.9%). A clinical picture of
sepsis was present in 105 patients (25.9%), severe sepsis in 116 (28.6%), and septic
shock in 185 (45.6%). Forty-six patients who were admitted with sepsis developed
severe sepsis or septic shock and 45 patients with severe sepsis developed septic
shock. The risk of impairment in the inflammatory condition was significantly
higher in patients with inadequate empirical antibiotic therapy than in patients
with adequate empirical antibiotic therapy (RR 1.74; 95% CI 1.04–2.95). Inappro-
priate empirical antimicrobial therapy was also associated with a significant in-
crease in risk of death over the whole population (RR 1.41; 95% CI 1.1–1.8) and with
respect to the patients with adequate therapy (RR 1.55; 95% CI 1.2–2.02). Death rate
did not differ between patients with hospital-acquired and community-acquired
sepsis. Overall mortality rate for sepsis was estimated to be 11.4%. In contrast,
progression to severe sepsis and septic shock was associated with mortality rates
of 50% and 68.1%, respectively. Adequate antibiotic use reduced mortality rate by
43.4% in patients with septic shock, by 23.1% in those with severe sepsis, and even
by 19.8% in those with sepsis. By multivariate analysis, the presence of fungal
infection (OR 47.32; 95% CI 5.56–200.97) and previous antibiotic therapy within the
last month (OR 2.23; 95% CI 1.1–5.45) were the independent variables related to the
administration of inadequate antibiotic therapy. However, choosing an adequate
antibiotic therapy did not influence early (< 3-day) mortality rate, which depends
on previous comorbidities and the clinical situation at admission, especially the
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presence of respiratory and renal failures. Prompt initiation of adequate antimi-
crobial therapy seems to be essential for achieving the best possible outcomes. In
addition to saving lives and stopping the progression of disease, an initial adequate
antimicrobial therapy was found to reduce the length of stay by 15 days for surviving
patients [21].

Data from the Monoclonal Anti-TNF: A Randomized Controlled Sepsis (MO-
NARCS) trial—a double-blind, placebo-controlled trial designed to evaluate the
safety and efficacy of afelimomab, an antitumour necrosis factor (TNF) F(ab’)2

antibody fragment—provided the opportunity to determine the relationship be-
tween mortality and the adequacy of early empiric antibiotic treatment in a large
group of septic patients. A total of 2 634 patients were enrolled in 157 centres in
North America. Ninety-one per cent of enrolled patients received adequate anti-
biotic support, and the overall mortality rate was 34%, with rates of 33% and 43%
for patients receiving adequate and inadequate antibiotic treatment, respectively.
Thus, a 10% decrease in the overall crude mortality rate was associated with
adequate early empiric antibiotic treatment. Reductions in mortality rates were
apparent even among patients with septic shock and positive blood culture results,
clinical features associated with the highest in-hospital mortality rates. Several
factors were associated with a greater likelihood of inadequate antibiotic treatment,
including multiple infecting organisms per patient, fungal infection, and Pseudo-
monas aeruginosa infection [22].

A prospective observational study was conducted in a medical–surgical (16-
bed) ICU in an urban teaching hospital in France during a 3-year period to assess
the adequacy of empirical antimicrobial therapy prescribed in septic shock patients
and to evaluate the relationship between inadequate antimicrobial therapy and
30-day mortality. One hundred and seven patients (3.87% of all admitted patients)
requiring ICU admission presented an episode of septic shock. A source of infec-
tion with associated microbiological documentation was identified in 78 of 107
patients (72%). Sixty-nine of the 78 patients (89%) received an adequate therapy
and nine (11%) received an inadequate regimen. The overall 30-day mortality rate
of septic shock patients was 59%. The crude mortality rate (7/9, 78%) was higher
in patients receiving inadequate antimicrobial treatment compared to patients
receiving an adequate antibiotic treatment (39/69, 56%, p = 0.2). Although a
significant difference between the mortality of patients receiving inadequate anti-
microbial treatment and those receiving adequate antimicrobial treatment was not
found (mainly because of the small size of the inadequate therapy group), inade-
quate antimicrobial therapy led to a 39% excess of hospital mortality (a figure
highly clinically relevant) [23].

The influence of the empirical antimicrobial therapy on the prognosis is best
documented for infections such as ventilator-associated pneumonia (VAP), or
nosocomial bacteraemia.
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Inadequate antimicrobial therapy and ventilator-associated pneumonia

Ventilator-associated pneumonia is the most frequent ICU-acquired infection
among patients receiving mechanical ventilation. The mortality rate for VAP
ranges from 20% to 50% and can reach 70% in some specific settings or when lung
infection is caused by high-risk pathogens [24–26]. Patient survival may improve
if pneumonia is correctly diagnosed and treated [27]. Treatment failures in patients
with VAP represent a complex issue and form a major challenge for clinicians, and
are usually associated with adverse outcomes in terms of morbidity. They are
expected to occur in about 30–40% of patients developing pneumonia during
mechanical ventilation [14]. The lack of response of VAP to antimicrobial treatment
can have various potential causes: inadequate antibiotic treatment, concomitant foci
of infection, non-infectious conditions, and factors related to the host response [28].
Inadequate empiric initial antimicrobial treatment is the most frequent reason for
treatment failure. It may be caused by resistant strains or by an unusual pathogen
not covered by the regular antimicrobial treatment approach.

Inappropriate therapy was strongly associated with fatality with a relative OR
of 5.81 when multiple logistic regression analysis was used to study risk factors for
death in ventilated patients in whom pneumonia developed [29]. Similarly, inap-
propriate antibiotic treatment was among six independent risk factors for death,
selected by the multivariate analysis, as the factor having the most impact on
prognosis [30]. In a study that included 113 ventilated patients judged to have a
VAP, a statistically significant increase in related mortality as a result of inappro-
priate early antibiotic therapy was observed, despite a microbially guided change.
In 27 patients (23.6%), therapy was replaced because the antimicrobial agents
prescribed were ineffective against the microorganisms involved, and this group
showed a significantly greater increase in related mortality than did the adequate
initial therapy group (37.0 vs 15.6%, p < 0.05). Crude mortality for both groups of
patients was 63.0 and 41.5% (p = 0.06), respectively. The excess mortality caused
by inappropriate initial therapy was estimated to be greater than 20% [15].

The influence of the adequacy of initial empiric antibiotic therapy on the
outcome of patients with VAP was examined in a prospective multicentre Spanish
study designed to assess the frequency of and the reasons for changing empiric
antibiotics during the treatment of ICU-acquired pneumonia. Although crude
mortality rates of patients receiving adequate and inadequate antibiotic therapy
were 32.5 and 34.9% (NS), respectively, attributable mortality was 16.2% in the
former group and 24.7% in the latter one (p = 0.034). The empiric antibiotic
treatment was modified in 214/565 (43.7%) episodes of pneumonia, in 133 (62.1%)
cases because of isolation of a microorganism not covered by treatment [14].

In a series of 130 mechanically ventilated patients for suspected VAP in a
medical ICU, prior antibiotic administration or its absence remained unchanged
in 51 (39.2%) patients based on the mini-BAL culture results, while in another 51
(39.2%) patients, antibiotic therapy was either begun (n = 7) or the existing
antibiotic regimen was changed (n = 44), and in the remaining 28 (21.6%) patients,
antibiotic therapy was discontinued altogether. The hospital mortality rates of
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these three groups were statistically different: 33.3, 60.8 and 14.3%, respectively (p
< 0.001) [12]. Luna et al. [13] conducted a prospective observational study in a
15-bed medical and surgical ICU to define how BAL data affected the selection of
antibiotics and outcomes of patients with VAP. A total of 132 intubated and
mechanically ventilated patients who developed an infiltrate after being hospita-
lised for > 72 hours were evaluated. All patients underwent a BAL within 24 hours
of establishing a clinical diagnosis of VAP, and most received antibiotic therapy
before bronchoscopy. Among the 50 BAL-positive patients, therapy was adequate
in 16 of 50 (32%) patients, and the mortality rate among these patients was 38%
(6/16). Among the 34 remaining BAL-positive patients receiving inadequate the-
rapy, the mortality rate was significantly greater (31/34, 91%, p < 0.001). Further-
more, when patients receiving inadequate therapy were switched to adequate
therapy based on BAL data, the mortality rate was comparable with that in patients
who continued receiving inadequate therapy. A reduced mortality rate among
patients receiving adequate therapy was only observed when this therapy was
initiated immediately (i.e. before bronchoscopy). These results show that inade-
quate empirical treatment of infections in critically ill patients is an important
determinant of hospital mortality [13].

The predicted factors of mortality due to postoperative pneumonia (POP) and
the impact of initial antibiotic therapy on outcome were analysed by Dupont et al.
in a study including 200 centres. Polymicrobial pneumonia or non-fermenting
Gram-negative bacteria appeared to be a risk factor for inappropriate antibiotic
therapy. Five independent predictors for mortality of POP were identified. Despite
a trend toward decreased mortality with appropriate initial antimicrobial treat-
ment, no difference was observed between the groups [31].

Recently, a study including 142 patients with bacteriologically confirmed VAP
was conducted in six ICUs to test the hypothesis that inappropriateness of antibio-
tic therapy might play a differential role according to the severity of the illness.
Inadequate empiric treatment was associated with a poor outcome only in patients
with intermediate or low baseline severity (logistic organ dysfunction score � 4).
In this population, the hospital mortality rate was 44 vs 15% in patients receiving
adequate treatment (p = 0.01). For the more severe patients at the first suspicion
of VAP, on the contrary, the adequacy of initial treatment did not influence the
prognosis [32]. Previously, only one other study had tried to evaluate the severity
indices at the time of VAP diagnosis [33]. The authors showed that when pneumo-
nia is diagnosed, the severity of illness was the most important predictor of survival,
and that the presence of P. aeruginosa contributed to an excess of mortality,
suggesting the importance of the pathogen in prognosis as well.

Survival in patients with hospital-acquired pneumonia depends above all on
the degree of severity at the moment of pneumonia diagnosis. Indeed, the impact
of hospital-acquired pneumonia on outcome may be greater in some subsets of
patients than in others (and consequently, a similar therapeutic intervention may
have different effects). This also may be the case at lower extremes of severity:
nosocomial infections do not account for significant excess mortality in patients
who present high severity of illness [34]. In contrast, the subgroup of patients with
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‘intermediate’ degrees of severity are likely to suffer the largest ‘attributable’
mortality [35].

The importance of prognostic role played by the adequacy of the initial empiric
antimicrobial therapy appears still to be rather controversial. Some studies [36–40]
failed to find statistical significance, whereas others [13, 41] showed a significantly
higher mortality in patients with inadequate treatment. Additional studies are
needed to determine which patient populations are at greatest risk for harm from
the initial administration of inadequate antimicrobial therapy. There is a general
agreement, however, that inadequate treatment is related to the emergence of
resistant pathogens [42, 43] and to a prolonged ICU stay [44].

Inadequate antimicrobial treatment and bloodstream infections

Bloodstream infections (BSI) are among the most serious infections acquired by
hospitalised patients who require intensive care. The coexistence of a pathogen
population that has an ever-increasing resistance to many antibiotics and a patient
population characterised by increasingly complex clinical problems has contribu-
ted to increase BSI, particularly those caused by antibiotic-resistant bacteria.
Antibiotic resistance may be associated with administration of inadequate antimi-
crobial therapy for BSI, particularly hospital-acquired BSI (which are associated
with higher hospital mortality rates) [45].

The importance of appropriate antimicrobial therapy on the outcome of BSI
has been recognised for more than 20 years. It is intuitively obvious that the
empirical treatment of bacteraemia should be started as soon as possible. After
Kreger’s report [11] in 1980, different studies have demonstrated that the mortality
rate of bacteraemia can be reduced with adequate use of antibiotics [46–49]. A more
recent study was carried out in a university hospital in Israel during the period
1988–1994 to test whether empirical antibiotic treatment that matches in vitro
susceptibility of the pathogen (i.e., appropriate treatment) improves survival in
patients (n = 3 413) with BSI. Inappropriate antimicrobial therapy was admini-
stered to 1 255 patients (36.8%). The mortality rate in patients with bacteraemia
given appropriate antimicrobial therapy was 20% compared with 34% in patients
given inappropriate treatment (p < 0.0001). On a multivariate logistic regression
analysis, the contribution of inappropriate empirical treatment to fatality was
independent of other risk factors [adjusted odds ratio (AOR) 1.6; 95% CI 1.3–1.9]
[50]. Nevertheless, various studies carried out in critically ill patients with bacte-
raemia could not prove this effectiveness. Rello found that adequate antibiotic
therapy did not reduce mortality rate in 111 episodes of bacteraemia [51]. Among
166 ICU patients with bacteraemia, 39 (23.5%) received inadequate antimicrobial
treatment. The global mortality rate was 56.4% in this group vs 50.3% in the group
given an appropriate antimicrobial treatment (NS) and the related mortality was
30.8 and 22.8%, respectively [52]. In a Spanish multicentre study that enrolled 590
patients with bacteraemia, inadequate antibiotic therapy was not an independent
predictor of fatality [53]. In another study in critically ill patients (n = 492), however,
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hospital mortality rates in patients (n = 345; 61.9%) who received appropriate
antimicrobial treatment were lower than in those (n = 147; 29.9%) who received
inappropriate antimicrobial therapy (28.4% vs 61.9%, respectively; p < 0.001).
Multivariate analysis showed that the administration of inappropriate antimicro-
bial treatment was the most important risk for hospital mortality (AOR 6.86; 95%
CI 5.09–9.24; p < 0.001) [54].

The influence of inappropriate empiric antibiotic treatment and systemic res-
ponse on the outcome was analysed in a population of 339 critically ill patients with
community-acquired BSI. Antibiotic treatment was found to be inappropriate in
14.5% of episodes. Crude mortality was 41.5%. Septic shock was present in 184
patients (55%). Patients in septic shock with inappropriate treatment had a survival
rate below 20%. The survival benefit for patients receiving adequate initial antibio-
tic therapy was estimated to be 10.7% in those with an APACHE II score < 15 points
at admission, 35% in those with an APACHE II score between 15 and 24 points, and
58.2% for those with a score > 24 points. From these data it appears that patients
with BSI at higher risk of death will derive great benefit from therapeutic interven-
tions focusing on survival [55].

Intra-abdominal infections

While there is a clear association between inappropriate initial empiric therapy and
poor clinical outcome in patients with community-acquired pneumonia and hos-
pital-acquired pneumonia or bloodstream infections, few studies have been con-
ducted in patients with intra-abdominal infections.

A previous retrospective chart review of patients with bacterial peritonitis
underlined the importance of covering all likely pathogens [56]. A more recent
retrospective study of intra-abdominal infection found that initial appropriate
antibiotic therapy improved clinical success rates and reduced the length of stay
and overall cost of hospitalisation [57].

Based on the high mortality rates associated with community-acquired intra-
abdominal infection and the need for empiric antibiotic therapy, 425 patients
hospitalised in 20 clinics across Germany were followed for a total of 6 521 patient-
days. Fifty-four (13%) patients received inappropriate initial parenteral therapy not
covering all bacteria isolated. Crude and adjusted analyses showed that appropria-
teness of initial antibiotic therapy was significantly associated with clinical success,
which in turn was associated with reduced length of stay. Patients were more likely
to have clinical success if initial antibiotic therapy was appropriate (78.6%; 95% CI
73.6–83.9) rather than inappropriate (53.4%; 95% CI 41.1–69.3). Inappropriate
initial therapy was associated with the need for second-line antibiotic therapy, or
repeated operation, whereas no association was observed between appropriateness
of initial therapy and total mortality [58].

The impact of empirical antibiotics on the outcome of hospital-acquired peri-
tonitis was evaluated in a study including 100 consecutive patients with postope-
rative peritonitis. The adequacy of empirical treatment was determined by means
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of culture and susceptibility data obtained at the time of re-operation, and the effect
of such treatment on outcome was evaluated. One hundred resistant pathogens
were isolated from the peritoneal fluid or blood of 70 patients (47 multiple resistant
pathogens were cultured from samples from 37/70 patients).

Forty-five per cent of those patients died; by comparison, mortality among
those from whom susceptible organisms were isolated was 16% (p < 0.05). Inade-
quate empirical treatment was administered to 54 patients and was associated with
poorer outcome (mortality 50% vs 26% in the group of patients given appropriate
treatment; p < 0.05). The outcome of postoperative peritonitis was affected by the
choice and adequacy of the initial empirical antibiotic therapy. Late changes in
antibiotic therapy based on culture results did not affect outcome when the initial
regimen was inadequate [16].

Timing of antibacterial treatment

Appropriateness of initial empiric antimicrobial treatment includes early adminis-
trations of agents. The importance of a timely administration of antibiotic treat-
ment was first suggested for community-acquired severe infections such as bacte-
rial meningitis or pneumonia.

Bacterial meningitis

Despite advances in antibiotic therapy, bacterial meningitis continues to cause
significant morbidity and mortality [59]. Whether clinical outcomes are influenced
more by disease severity or delay in initiation of antibiotic therapy remains a
problematic issue [60–62]. Clinical experiences suggest that patient outcome in
bacterial meningitis is a result of multiple factors, since some patients treated
within a few hours of symptoms develop an adverse outcome, whereas others who
are symptomatic for days prior to presentation suffer no adverse sequelae [63].
Standard reference sources have recommended that patients with bacterial menin-
gitis be given antibiotics within 30 minutes of arrival in the emergency department
to prevent many of the long-term sequelae associated with this disorder [64, 65].
However, delay in initiation of antibiotic therapy has not been identified as an
independent risk factor after adjustment for other variables that affect clinical
outcome [66–69]. In a large retrospective cohort study including 269 persons who,
between 1970 and 1995, had community-acquired bacterial meningitis microbiolo-
gically proven, Aronin et al. [70] stratified patients into three stages of prognostic
severity: low- (I), intermediate- (II) and high-risk (III) subgroups, respectively. The
effect of antibiotic timing on clinical outcome was analysed: for those who remai-
ned in a given prognostic stage, from arrival in the emergency department until
their first dose of antibiotics, the median delay in initiation of antibiotic therapy
was 4.0 hours and did not differ significantly between patients with and those
without an adverse outcome (4.5 hours compared with 3.9 hours; p > 0.2). For this
entire group of patients (n = 227), as well as within each prognostic stage, antibiotic
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delay was not statistically significantly associated with adverse clinical outcome.
Patients who advanced from stage I to stage III before initiation of antibiotic
therapy had a greater proportion of adverse outcomes (3 of 4, 75%) than those who
remained in stage I at the initiation of antibiotic therapy (3 of 35, 9%, p = 0.008).
Similarly, patients who advanced from stage II to stage III before initiation of
antibiotic therapy had a significantly greater proportion of adverse outcomes (20
of 32, 63%) than those who remained in stage II at the initiation of antibiotic therapy
(56 of 163, 34%, p = 0.003). In these subgroups of patients a clear association
between antibiotic timing and clinical outcome emerged.

Timing of appropriate antimicrobial therapy, as defined by consciousness level
but not by symptom duration, was found to be a major determinant of survival and
neurological patient outcomes in a study including 109 adult patients with cul-
ture-proven community-acquired bacterial meningitis [71]. Similarly, in a cohort
of 30 patients with Klebsiella pneumoniae meningitis, a Glasgow coma scale (GCS)
score of 7 points or less at the start of appropriate antimicrobial therapy was found
to be a valid predictor of death or permanent vegetative state (sensitivity 82%,
specificity 93%, p = 0.005), even after adjusting for the effect of confounding
variables by logistic regression [72]. According to the authors of the last two studies,
the first dose of an appropriate antibiotic should be administered before a patient’s
consciousness deteriorates to a GCS score of 10 or 7 points, respectively, or less.
Short and Tunkel [63] reviewed the literature to determine if there is a standard of
care for timing of administration of antimicrobial therapy in patients with a
diagnosis of acute bacterial meningitis. Although the clinical data are inconclusive,
they state that it makes intuitive sense to initiate antimicrobial therapy as soon as
possible in any patient with suspected or proven bacterial meningitis, before the
patient’s illness advances to a high level of clinical severity, beyond which antimi-
crobial therapy is less likely to be of benefit.

In a recent retrospective case record study, Proulx et al. [73] reviewed 123 cases
of adult acute bacterial meningitis. Using multivariate regression analysis to assess
the association between meningitis mortality and the time elapsed between emer-
gency room presentation and antibiotic administration (door-to-antibiotic time),
the authors found that there was an independent incremental association between
delays in administrating antibiotics and mortality from adult acute bacterial me-
ningitis [OR for mortality 8.4 (95% CI 1.7–40.9) for door-to-antibiotic time > 6 h].

The effect of antibiotic timing on clinical outcome is complex, and varies with
different levels of disease severity. For patients with confirmed bacterial meningi-
tis, disease severity is the most important predictor of adverse outcome. For those
who arrive in the emergency department with the highest level of clinical severity
(that is, stage III according to Aronin, or GCS < 7), the risk for adverse outcome is
influenced more by the severity of illness than the timing of initial antibiotic
therapy. However, treatment of bacterial meningitis before it advances to a high
level of clinical severity may improve clinical outcome.
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Community-acquired pneumonia

The importance of prompt initiation of empirical therapy was demonstrated by
Meehan in a multicentre retrospective cohort study with medical record review
including 14 069 patients at least 65 years old hospitalised with pneumonia. The
aim of the study was to determine the relationships between processes of care for
pneumonia and outcomes: lower 30-day mortality was associated with antibiotic
administration within 8 hours of hospital arrival (OR 0.85; 95% CI 0.75–0.96) and
blood culture collection within 24 hours of arrival (OR 0.90; 95% CI 0.81–1.00). For
every hour sooner that patients received antibiotic therapy, a further reduction in
mortality rate was observed [74].

The relative contribution to variation in length of hospital stay (LOS) of quali-
ty-of-care variables relevant to the treatment of community-acquired pneumonia
was determined in a study examining 100 cases of pneumonia requiring hospitali-
sation from each of seven institutions, selected among 700 cases. In this population,
the process of administering the initial dose of antibiotics in the emergency
department was protective (OR 0.42; 95% CI 0.28–0.61). The LOS for patients
treated initially in the emergency department was 6.3 ± 3.5 days, while the LOS for
patients receiving antibiotic therapy that was started when they reached the inpa-
tient floor was 8.4 ± 4.7 days (p < 0.001). On average, patients who received their
initial antibiotic treatment in the emergency department had a door-to-needle time
of 3.5 ± 1.4 hours, while patients who had their initial antibiotic treatment on the
inpatient floor had a door-to-needle time of 9.5 ± 3 hours (p < 0.001). Longer
door-to-needle time was strongly associated with prolonged LOS (OR 1.75 per 8
hours; 95% CI 1.34–2.29; p < 0.001) [75].

More recently, a retrospective study using medical records from a US national
random sample of 18 209 Medicare patients older than 65 years who were hospita-
lised with community-acquired pneumonia was performed. Data from 13 771
(75.6%) patients who had not received outpatient antibiotic agents provide signi-
ficant associations between antibiotic administration within 4 hours and reduced
in-hospital mortality (6.8 vs 7.4%; AOR 0.85; 95% CI 0.74–0.98), mortality within
30 days of admission (11.6 vs 12.7%; AOR 0.85; 95% CI 0.76–0.95) and LOS exceeding
5-day median (42.1 vs 45.1%; AOR 0.90; 95% CI 0.83–0.96) [76].

A number of investigators have found that delays in the administration of
appropriate antibacterial treatment are associated with excess hospital mortality
in patients with VAP as well.

The study performed by Luna [13] demonstrated that inadequate empirical
treatment of infections in critically ill patients is an important determinant of
hospital mortality. This underscored the importance for clinicians to select an
effective regimen early in the course of infection potentially to minimise mortality
and to ensure that therapy is initiated as soon as the clinical diagnosis is established,
since a reduced mortality rate among patients receiving adequate therapy was only
observed when this therapy was initiated immediately. Alvarez-Lerma showed that
among 490 episodes of pneumonia acquired in the ICU setting, attributable mor-
tality from VAP was significantly lower among patients receiving initial, appro-
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priate antibacterial treatment than among those receiving inappropriate treatment
requiring a treatment change (16.2 vs 24.7%; p = 0.034) [14].

Iregui and colleagues especially examined the influence of initially delayed
appropriate antibacterial treatment on the outcomes of 107 patients with VAP who
eventually received all treatment with an antibacterial regimen active in vitro
against the bacterial pathogens isolated from their respiratory secretions. In 33
(30.8%) patients treatment was delayed for � 24 hours after patients initially met
diagnostic criteria for VAP. Patients who received delayed antibacterial treatment
have a statistically greater hospital mortality rate than those without the delay (69.7
vs 28.4%; p 0.001) [77].

Delays in the administration of appropriate antibacterial treatment have most
recently also been associated with greater mortality for patients with severe sepsis
[21, 23].

It has become evident that initial antibiotic therapy can influence the outcomes
of patients with serious infections. However, it is equally apparent that excessive
antibiotic use promotes the emergence and spread of antibiotic-resistant bacterial
pathogens frequently isolated from patients in ICUs. There is clearly a need to
eliminate overly broad therapy once culture results become available. Therefore,
the dilemma of current antibiotic management in ICUs is the balance between
providing enough coverage to ensure adequate treatment against likely pathogens
and at the same time minimising selection of antibiotic-resistant organisms [78].

References

1. Vincent JL, Bihari DJ, Suter PM et al (1995) The prevalence of nosocomial infection in
intensive care units in Europe. Results of the European prevalence of infection in
intensive care (EPIC) study. JAMA 274:639–644

2. Bergmans DC, Bonten MJ, Gaillard CA et al (1997) Indications for antibiotic use in ICU
patients: a one-year prospective surveillance. J Antimicrob Chemother 39:527–535

3. Masterton R, Drusano G, Paterson DL (2003) Appropriate antimicrobial treatment in
nosocomial infections—the clinical challenges. J Hosp Infect 55:1–12

4. Livingston DH, Deitch EA (1995) Multiple organ failure: a common problem in surgical
intensive care unit patients. Ann Med 27:13–20

5. Niederman MS (2003) Appropriate use of antimicrobial agents: challenges and strate-
gies for improvement. Crit Care Med 31:608–616

6. Erlich P (1913) Chemotherapeutics: scientific principles, methods, and results. Lancet
445–451

7. Wenzel RP, Sahm DF, Thornsberry C et al (2003) In vitro susceptibilities of Gram-ne-
gative bacteria isolated from hospitalized patients in four European countries, Canada,
and the United States in 2000-2001 to expanded-spectrum cephalosporins and compa-
rator antimicrobials: implications for therapy. Antimicrob Agents Chemother
47:3089–3098

8. Cunha BA (2003) Empiric antimicrobial therapy for bacteremia: get it right from the
start or get a call from infectious disease. Clin Infect Dis 39:1170–1173

9. Alvarez-Lerma F, Palomar M, Grau S (2001) Management of antimicrobial use in the
intensive care unit. Drugs 61:763–775

174 V. Emmi



10. Kollef MH (2000) Inadequate antimicrobial treatment: an important determinant of
outcome for hospitalized patients. Clin Infect Dis 31(Suppl.4):S131–138

11. Kreger BE, Craven DE, McCabe WR (1980) Gram-negative bacteremia IV. Re-evalua-
tion of clinical features and treatment in 612 patients. Am J Med 68:344–355

12. Kollef MH, Ward S (1998) The influence of mini-BAL cultures on patient outcomes:
implications for the antibiotic management of ventilator-associated pneumonia. Chest
113:412–420

13. Luna CM, Vujacich P, Niederman MS et al (1997) Impact of BAL data on the therapy
and outcome of ventilator-associated pneumonia. Chest 111:676–685

14. Alvarez-Lerma F (1996) Modification of empiric antibiotic treatment in patients with
pneumonia acquired in the intensive care unit. ICU-acquired Study Group. Intensive
Care Med 22:387–394

15. Rello J, Gallego M, Mariscal D et al (1997) The value of routine microbial investigation
in ventilator-associated pneumonia. Am J Resp Crit Care Med 156:196–200

16. Montravers P, Gauzit R, Muller C et al (1996) Emergence of antibiotic-resistant bacteria
in cases of peritonitis after intra-abdominal surgery affects the efficacy of empirical
antimicrobial therapy. Clin Infect Dis 23:486–494

17. Chow JW, Fine DM, Shlaes DM et al (1991) Enterobacter bacteremia: clinical features
and emergence of antibiotic resistance during therapy. Ann Intern Med 115:585–590

18. Romero-Vivas J, Rubio M, Fernandez C et al (1995) Mortality associated with nosoco-
mial bacteremia due to methicillin-resistant Staphylococcus aureus. Clin Infect Dis
21:1417–1423

19. Chang VC, Huang CC, Wang ST et al (1997) Risk factor of complications requiring neuro-
surgical intervention in infants with bacterial meningitis. Pediatr Neurology 17:144–149

20. Heath CH, Grove DI, Looke DF (1996) Delay in appropriate therapy of Legionella
pneumonia associated with increased mortality. Eur J Clin Microbiol Infect Dis
15:286–290

21. Garnacho-Montero OJ, Garcia-GArmendia JL, Barrero-Almodovar A et al (2003) Im-
pact of adequate empirical antibiotic therapy on the outcome of patients admitted to
the intensive care unit with sepsis. Crit Care Med 31:2742–2751

22. MacArthur RD, Miller M, Albertson T et al (2003) Adequacy of early empiric antibiotic
treatment and survival in severe sepsis: experience from the MONARCS trial. Clin Infect
Dis 38:284–288

23. Leone M, Bourgoin A, Cambon S et al (2003) Empirical antimicrobial therapy of septic
shock patients: adequacy and impact on the outcome. Crit Care Med 31:462–467

24. American Thoracic Society; Infectious Diseases Society of America (2005) Guidelines
for the management of adults with hospital-acquired, ventilator-associated, and heal-
thcare-associated pneumonia. Am J Respir Crit Care Med 171:388–416

25. Chastre J, Fagon JY (2002) Ventilator-associated pneumonia. Am J Respir Crit Care
Med 165:867–903

26. National Nosocomial Infections Surveillance (NNIS) (1999) System report, data sum-
mary from January 1990–May 1999, issued June 1999. Am J Infect Control 27:520–532

27. Kollef MH (2003) Appropriate empirical antibacterial therapy for nosocomial infec-
tions Getting it right for the first time. Drugs 63:2157–2168

28. Jonas M, Ferrer M, Cavalcanti M et al (2003) Treatment failures in patients with
ventilator acquired pneumonia. Infect Dis Clin N Am 17:753–771

29. Torres A, Aznar R, Gatell JP et al (1990) Incidence, risk, and prognosis factors of
nosocomial pneumonia in mechanically ventilated patients. Am Rev Respir Dis
142:523–528

Evidence for immediate adequate parenteral antibiotics 175



30. Celis R, Torres A, Gateli JM et al (1988) Nosocomial pneumonia: a multivariate analysis
of risk and prognosis. Chest 93:318–324

31. Dupont H, Montravers P, Gauzit R et al (2003) Outcome of postoperative pneumonia
in the Eole Study. Intensive Care Med 29:179–188

32. Clec’h C, Timsit JF, De Lassence A et al (2004) Efficacy of adequate early antibiotic
therapy in ventilator-associated pneumonia: influence of disease severity. Intensive
Care Med 30:1327–1333

33. Rello J, Rué M, Jubert P et al (1997) Survival in patients with nosocomial pneumonia;
impact of the severity of illness and the etiologic agent. Crit Care Med 25:91–97

34. Bueno-Cavanillas A, Delgado-Rodriguez M, Lopez-Luque A et al (1994) Influence of
nosocomial infection on mortality rate in an intensive care unit. Crit Care Med 22:55–60

35. Rello J, Valles J (1998) Mortality as an outcome in hospital-acquired pneumonia. Infect
Control Hosp Epidemiol 19:795–797

36. Kollef MH, Silver P, Murphy DM et al (1995) The effect of late-onset ventilator associated
pneumonia in determining patient mortality. Chest 108:1655–1662

37. Sanchez-Nieto JM, Torres A, Garcia-Cordoba F et al (1998) Impact of invasive and
non-invasive quantitative culture sampling on outcome of ventilator-associated pneu-
monia: a pilot study. Am J Respir Crit Care Med 157:371–376

38. Dupont H, Mentec H, Sollet JP et al (2001) Impact of appropriateness of initial antibiotic
therapy on the outcome of ventilator-associated pneumonia. Intensive Care Med
27:355–362

39. Leroy O, Meybeck A, d’Escrivan T et al (2003) Impact of adequacy of initial antimicro-
bial therapy on the prognosis of patients with ventilator-associated pneumonia. Inten-
sive Care Med 29:2170–2173

40. Ruiz M, Torres A, Ewig S et al (2000) Noninvasive versus invasive microbial investiga-
tion in ventilator-associated pneumonia: evaluation of outcome. Am J Respir Crit Care
Med 162:119–125

41. Kollef MH, Sherman G, Ward S et al (1999) Inadequate antimicrobial treatment of
infections: a risk factor for hospital mortality among critically ill patients. Chest 115:
462–474

42. Gruson D, Hilbert G, Vargas F et al (2000) Rotation and restricted use of antibiotics in
a medical intensive care unit. Impact on the incidence of ventilator-associated pneu-
monia caused by antibiotic-resistant gram-negative bacteria. Am J Respir Crit Care Med
162:837–843

43. Kollef MH, Ward S, Sherman G et al (2000) Inadequate treatment of nosocomial
infections is associated with certain empiric antibiotic choices. Crit Care Med
28:3456–3464

44. Dennesen PJ, van der Ven AJ, Kessels AG et al (2001) Resolution of infectious parame-
ters after antimicrobial therapy in patients with ventilator-associated pneumonia. Am
J Respir Crit Care Med 163:1371–1375

45. Linden PK (1998) Clinical implications of nosocomial gram-positive bacteremia and
surperimposed antimicrobial resistance. Am J Med 104(Suppl 5A):24S–33S

46. Gatell JM, Trilla A, Latorre X et al (1988) Nosocomial bacteremia in a large Spanish
teaching hospital: analysis of factors influencing prognosis. Rev Infect Dis 10:203–210

47. Uzun O, Akalin HE, Hayran M et al (1992) Factors influencing prognosis in bacteremia
due to Gram-negative organisms: evaluation of 448 episodes in a Turkish university
hospital. Clin Infect Dis 15:866–873

48. Cisneros JM, Reyes MJ, Pachon J et al (1996) Bacteremia due to Acinetobacter baumanii:
epidemiology, clinical findings and prognostic features. Clin Infect Dis 22:1026–1032

176 V. Emmi



49. Pedersen G, Schtnheyder HC, Strensen HT (1997) Antibiotic therapy and outcome of
monomicrobial Gram-negative bacteremia: a 3-year population-based study. Scand J
Infect Dis 29:601–606

50. Leibovici L, Shraga I, Drucker M et al (1998) The benefit of appropriate empirical
antibiotic treatment in patients with bloodstream infections. J Intern Med 244:379–386

51. Rello J, Ricart M, Mirelis B et al (1994) Nosocomial bacteremia in a medical-surgical
intensive care unit: epidemiologic characteristics and factors influencing mortality in
111 episodes. Intensive Care Med 20:94–98

52. Zaragoza R, Artero A, Camarena JJ et al (2003) The influence of inadequate empirical
antimicrobial treatment on patients with bloodstream infections in an intensive care
unit. Clin Microbiol Infect 9:412–418

53. Vallés J, Leon C, Alvarez-Lerma F (1997) Nosocomial bacteremia in critically ill patients:
a multicenter study evaluating epidemiology and prognosis. Clin Infect Dis 24:387–395

54. Ibrahim EH, Sherman G, Ward S et al (2000) The influence of inadequate antimicrobial
treatment of bloodstream infections on patient outcomes in the ICU setting. Chest
118:146–155

55. Vallés J, Rello J, Ochagavia A et al (2003) Community-acquired bloodstream infection
in critically ill adult patients. Impact of shock and inappropriate antibiotic therapy on
survival. Chest 123:1615–1624

56. Mosdell DM, Morris DM, Voltura A et al (1991) Antibiotic treatment for surgical
peritonitis. Ann Surg 214:543–549

57. Davey P, Libby G, Hunter K et al (2001) How important is appropriate empirical
antibiotic treatment for intra-abdominal infections? Value Health 4:126–127

58. Krobot K, Yin D, Zhang Q et al (2004) Effect of inappropriate initial empiric antibiotic
therapy on outcome of patients with community-acquired intra-abdominal infections
requiring surgery. Eur J Clin Microbiol Infect Dis 23:682–687

59. Durand ML, Calderwood SB, Weber DJ et al (1993) Acute bacterial meningitis in adults.
N Engl J Med 328:21–28

60. Talan DA, Zibulewsky J (1993) Relationship of clinical presentation to time to antibio-
tics for the emergency department management of suspected bacterial meningitis. Ann
Emerg Med 22:1733–1738

61. Meadow WL, Lantos J, Tanz RR (1993) Ought ‘standard care’ be the ‘standard of care’?
A study of the time to administration of antibiotics in children with meningitis. Am J
Dis Child 147:40–44

62. Bryan CS, Reynolds KL, Crout L (1986) Promptness of antibiotic therapy in acute
bacterial meningitis. Ann Emerg Med 15:544–547

63. Short WR, Tunkel AR (2001) Timing of administration of antimicrobial therapy in
bacterial meningitis. Curr Infect Dis Rep 3:360–364

64. Scheld WM (1994) Bacterial meningitis and brain abscess. In: Isselbacher KJ, Braunwald
E, Wilson JD et al (eds.) Harrison’s Principles of Internal Medicine. 13th ed. New York,
McGraw-Hill, pp.2296–2309

65. Tunkel AR, Scheld WM (1995) Acute meningitis. In: Mandell GL, Bennett JE, Dolin R
(eds.) Mandell, Douglas and Bennett’s Principles and Practice of Infectious Diseases.
4th ed. New York, Churchill Livingstone, pp. 831–865

66. Lebel MH, McCracken GH Jr (1989) Delayed cerebrospinal fluid sterilization and
adverse outcome of bacterial meningitis in infants and children. Pediatrics 83:161–167

67. Kallio MJ, Kilpi T, Anttila M et al (1994) The effect of a recent previous visit to a physician
on outcome after childhood bacterial meningitis. JAMA 272:787–791

68. Kilpi T, Anttila M, Kallio MJ et al (1993) Length of prediagnostic history related to the

Evidence for immediate adequate parenteral antibiotics 177



course and sequelae of childhood bacterial meningitis. Pediatr Infec Dis J 12:184–188
69. Quagliarello VJ, Scheld WM (1997) Treatment of bacterial meningitis. N Engl J Med

336:708–716
70. Aronin SI, Peduzzi P, Quagliarello VJ (1998) Community-acquired bacterial meningitis

risk stratification for adverse clinical outcome and effect of antibiotic timing. Ann
Intern Med 129:862–869

71. Lu CH, Huang CR, Chang WN (2002) Community-acquired bacterial meningitis in
adults: the epidemiology, timing of appropriate antimicrobial therapy, and prognostic
factors. Clin Neurol Neurosurg 104:352–358

72. Fang CT, Chen YC, Chang SC et al (2000) Klebsiella pneumoniae meningitis: timing of
antimicrobial therapy and prognosis. QJM 93:45–53

73. Proulx N, Frechette D, Toye B (2005) Delays in the administration of antibiotics are
associated with mortality from adult acute bacterial meningitis. QJM 98:291–298

74. Meehan TP, Fine MJ, Krumholz, HM et al (1997) Quality of care, process, and outcomes
in elderly patients with pneumonia. JAMA 278:2080–2084

75. Battleman DS, Callahan M, Thaler HT (2002) Rapid antibiotic delivery and appropriate
antibiotic selection reduce length of hospital stay of patients with community-acquired
pneumonia. Arch Intern Med 162:682–688

76. Houck PM, Braztler DW, Nsa W et al (2004) Timing of antibiotic administration and
outcomes for Medicare patients hospitalised with community-acquired pneumonia.
Arch Intern Med 164:637–644

77. Iregui M, Ward S, Sherman G et al (2002) Clinical importance of delays in the initiation
of appropriate antibiotic treatment for ventilator-associated pneumonia. Chest
122:262–268

78. Paterson DL, Rice LB (2003) Empirical antibiotic choice for the seriously ill patient: are
minimization of selection of resistant organisms and maximization of individual
outcome mutually exclusive? Clin Infect Dis 36:1006–1012

178 V. Emmi



Focus on antibiotics: use and misuse in the intensive care
unit, and antibiotics monitoring

F. PEA, F. PAVAN, M. FURLANUT

Patients admitted to the intensive care unit (ICU) are frequently treated with
antibiotics because of suspected or documented infections. During the last few
years, several authors have documented that the probability of survival in patients
with ICU-related infections may be significantly decreased in case of inadequate
empiric therapy [1, 2]. Interestingly, most of these studies have usually considered
fixed-dose regimens and have not correlated efficacy with antibiotic concentra-
tions at the infection sites. Therefore, considering that critically ill patients often
present with unique pathophysiological conditions that may significantly alter the
pharmacokinetic behaviour of antibiotics, failure in clinical response could be at
least partially related to inappropriate pharmacodynamic exposure to the antibio-
tic. Accordingly, therapeutic drug monitoring (TDM) may be considered a useful
tool to optimise antibiotic exposure in individual patients, while taking into ac-
count that drug levels of antibiotics after administration of standard fixed dosages
may be unpredictable in the critically ill [3].

Pharmacokinetics/pharmacodynamics of antibiotics and dosing regimens

The question, how often should the dosing regimen of an antibiotic be refracted is
dependent on whether the drug exhibits time or concentration-dependent anti-
bacterial activity (Table 1). Beta-lactams, glycopeptides, and oxazolidinones are
time-dependent agents, in that the time during which concentrations are above the
MIC of the pathogen (t > MIC) is considered the major pharmacodynamic deter-
minant of their efficacy. A t > MIC of 50–60% of the dosing interval should be
considered the minimum target for efficacy of time-dependent agents [4]. Conver-
sely, aminoglycosides and fluoroquinolones are concentration-dependent agents,
since peak to MIC ratio (Cmax/MIC) and area under the concentration–time curve
to MIC ratio (AUC/MIC) are considered the most important parameters for their
efficacy [5]. Several authors have shown that a Cmax/MIC of 10–12 and an AUC/MIC
ratio of 100–125 should be considered as valid thresholds for clinical efficacy with
these agents [5–7]. Additionally, beta-lactams exhibit a poor post-antibiotic effect
(PAE), especially against gram-negative pathogens, in contrast to either aminogly-
cosides or fluoroquinolones, which exhibit valid PAE against both gram-negative
and gram-positive pathogens [8]. This means that during infections sustained by
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gram-negative pathogens, whenever the concentrations of beta-lactams fall below
the MIC, the bacteria are able to rapidly resume growth. Therefore, maintaining
trough levels above the MIC (Cmin > MIC) will maximise the efficacy of beta-lac-
tams, and in general with all time-dependent antimicrobial agents. Due to the
efficacious PAE of aminoglycosides and fluoroquinolones, sub-MIC concentra-
tions at the end of the dosing interval may be allowed for some hours.

Table 1. Pharmacokinetic/pharmacodynamic characteristics of antibiotics

Time-dependent agents Concentration-dependent agents

Beta-lactams Aminoglycosides
Glycopeptides Fluoroquinolones
Macrolides
� �

Maximise t > MIC Maximise Cmax/MIC
Through a multi-refracted regimen Through application of a once daily dose
Until continuous infusion Whenever possible

Based on this information, different schedule regimens of antibiotics must be
chosen according to the time- or concentration-dependency of the particular drug.
The best approach for time-dependent antimicrobials in order to maintain
Cmin > MIC is the choice of a multi-refracted regimen, with the number of the daily
doses depending on the length of the elimination half-life (t1/2). For example, q4h
administration should be chosen for most penicillins (oxacillin, ampicillin, peni-
cillin G) due to a t1/2 < 1 h; q6h administration may be suitable for carbapenems,
vancomycin, and most cephalosporins, whose t1/2 is longer; q12h may be appro-
priate for linezolid, teicoplanin, and ceftriaxone. Interestingly, in the ICU setting
the use of intravenous continuous infusion may be a helpful tool with the intent of
maximising pharmacodynamic exposure with time-dependent agents [9], since
under the same total daily dose, this approach may enable the highest Cmin > MIC.
Obviously, the suitability of continuous infusion depends on the chemical stability
of the administered agent in aqueous solution. Although there are convincing data
for administering continuous infusion of ampicillin, oxacillin, piperacillin, cefta-
zidime, cefepime, and vancomycin [10, 11], this might not be the case for amoxicillin
and carbapenems (imipenem and meropenem), which seem to deteriorate quite
rapidly in solution [11, 12] and for which conflicting opinions about this modality
of administration still exist in the literature [13, 14].

Conversely, patients may benefit from concentration-dependent antimicro-
bials administered by once daily dosing, as it ensures, under the same total daily
dose, the highest Cmax/MIC. Although this approach was successfully applied with
aminoglycosides, with interesting results coupling efficacy and safety [15] thanks
to the hydrophilic nature of those antibiotics, by contrast, when administering high
daily dosages of fluoroquinolones, a twice (levofloxacin) to three times (ciproflo-
xacin) daily dosing regimen should be chosen owing to potential CNS toxicity due
to the free diffusion of these drugs across the blood–brain barrier [8].
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Physicochemical characteristics of antibiotics and therapeutic drug
monitoring

It may be clinically useful to split antimicrobial agents into two major groups
according to their hydrophilicity or lipophilicity (Table 2) [16]. Hydrophilic agents,
namely beta-lactams, aminoglycosides, and glycopeptides, are characterised by a
low volume of distribution due to their inability to freely diffuse through the
eukaryotic cell membrane; thus, these drugs are mainly eliminated unchanged by
the renal route. In contrast, lipophilic agents, namely macrolides, fluoroquinolo-
nes, tetracyclines, rifampin, and linezolid, present a high volume of distribution
due to their free penetration into eukaryotic cells, and they often undergo liver
metabolism prior to being eliminated. Notable exceptions to this rule are, among
the hydrophilic agents, oxacillin and ceftriaxone which are biliary eliminated, and
among the lipophilic drugs, levofloxacin and ciprofloxacin, which are totally (le-
vofloxacin) or partially (ciprofloxacin) renally eliminated as unchanged drugs.

Table 2. Physicochemical properties of antibiotics

Hydrophilic agents: Beta-lactams, aminoglycosides, glycopeptides
Lipophilic agents: Macrolides, fluoroquinolones, tetracyclines, linezolid

The TDM of antimicrobial agents may be especially helpful in ICU patients,
considering that several pathophysiological conditions can affect the pharmacoki-
netic behaviour of antibiotics (Table 3). However, a wide range of different, day-
by-day pharmacokinetic changes of antimicrobials, according to their physicoche-
mical properties, is encountered in the critically ill [16]. Hydrophilic and renally
eliminated lipophilic antimicrobials are at the highest risk of significant alterations
of their disposition, considering that continuously changing renal function may
consistently modify renal drug clearance. An additional factor possibly affecting
the pharmacokinetics of hydrophilic agents is an increased extracellular fluid
content, causing antibiotic dilution and therefore potential underexposure.
Although it is well-known that renal impairment due to reduced elimination of
antibiotics may cause drug overexposure, it is less well-perceived that several other
pathophysiological and iatrogenic conditions frequently occur in critically ill pa-
tients that can alter their pharmacokinetic behaviour and may cause underexpo-
sure. Peritonitis, ascites, pleuritis, pericarditis, fluid therapy, oedema, presence of
thoraco-abdominal drainages, and hypoalbuminaemia are conditions that may
increase extracellular fluid content, therefore causing dilution or loss of antibiotic
[16]. Additionally, intravenous drug abuse, extensive burns, hyperdynamic sepsis,
use of haemodynamically active drugs (furosemide, dopapimine, and dobutami-
ne), acute leukaemia and hypoalbuminaemia were shown to increase renal elimi-
nation of several hydrophilic and moderately lipophilic agents, thus potentially
causing underexposure [16]. These conditions, especially when co-existing in the
same patient, should lead ICU physicians to require TDM of antimicrobials with
the intent of ensuring appropriate exposure for each single patient.
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Table 3. Pathophysiological situations potentially affecting drug pharmacokinetics in criti-
cally ill patients

Situations increasing extracellular Effusions in serous cavities, fluid therapy,
fluid contents: hypoalbuminaemia, thoraco-abdominal

drainages, oedema

Situations decreasing renal function: Renal failure

Situations increasing renal function: Extensive burns, intravenous drug abuse,
leukaemia, haemodynamically active drugs,
hyperdynamic sepsis, hypoalbuminaemia

Antibiotic drug monitoring

In the past, the TDM of antibiotics has been proposed, mainly for safety reasons,
for both aminoglycosides and vancomycin. However, over the last few years,
several authors have demonstrated that this tool may be helpful in maximising
pharmacodynamic exposure to antibiotics in critically ill patients [17–23]. The
utility of the TDM-based approach may be maximised by the so-called active TDM,
in which a TDM is performed by a clinical pharmacologist who then takes on the
responsibility of adjusting, in real time, the dosing regimen in each single patient
according to the TDM results and Bayesian forecasting [24, 25]. Our group carried
out several observational studies based on the application of a TDM of antibiotics
in the ICU setting. We showed a relevant role for active TDM in ensuring appro-
priate drug exposure in patients with several different patterns of critical illness,
including unstable renal function [26–28], as well as for those patients undergoing
renal replacement therapies [29, 30], those with acute leukaemia [31–33], and those
co-treated with haemodynamically active drugs [27]. Additionally, it should not be
overlooked that active TDM may have an educational role, by helping clinicians,
through feedback on drug exposure, in decision-making and by deepening their
knowledge of pharmacokinetics. For example, in a retrospective study carried out
over a 7-year period in critically ill patients, we demonstrated that appropriate
loading doses of teicoplanin at the commencement of treatment is important in
ensuring the achievement of therapeutically relevant concentrations of drug early
in the treatment period [28].

In conclusion, antibiotic monitoring may be helpful in optimising drug expo-
sure in ICU patients, and in avoiding either inefficacy due to undertreatment or
toxicity due to overtreatment. The use of TDM in the ICU setting should be more
frequent in those patients presenting with unstable renal function or with several
different coexisting pathophysiological conditions that may affect the pharmaco-
kinetic behaviour of drugs.
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CENTRAL NERVOUS SYSTEM



Clinical significance of monitoring the central nervous
system in the operation room and the intensive care unit

E. FREYE

Electrophysiological monitoring of the central nervous system (CNS) has become
a valuable adjunct, and in selected circumstances, a standard of care for surgical
procedures where there is a possibility of neuronal injury. Electrophysiological
monitoring is made possible by the inborn electrical properties of the human
nervous system, thus assessing both structural and functional aspects of the neural
pathways tested. These methods can be used when the patient is unable to coope-
rate (e.g. traumatic coma) or is rendered unconscious (e.g. anaesthesia, intensive
care unit, ICU). Although limited to specific neural pathways of the central and the
peripheral nervous system, these techniques have become an essential component
of some surgical procedures, where their use provides a matchless contribution to
intraoperative decision making.

Awake testing – is it still necessary?

Since electrophysiological methods are limited to specific neuronal pathways, they
cannot assess the wide variety of functions tested by awake examination. A good
example is awake monitoring during cerebral surgery for the resection of a seizure
focus, where the exact areas of cortical function can be defined prior to resection
of seizure focus. Another good example is carotid endarterectomy conducted
under regional block. Here, awake testing is more sensitive to blood flow reductions
(25 cc/min per 100 g) than the electroencephalogram (EEG) and the somatosensory
evoked potential (SSEP), which are affected only at a lower blood flow (15–20 cc/min
per 100 g). Furthermore, awake testing can assess areas of the brain (e.g. speech)
that cannot be judged by electrophysiological methods. Another example of awake
testing is the wake-up test during Harrington rod placement for scoliosis [1].
Unfortunately, advances in surgical methods (especially hardware techniques)
have increased the possibilities of neural risk in these procedures from one identi-
fiable event (distraction) to multiple, potentially deleterious events (sublaminar
wires, multiple hooks, pedicle screws, etc.). Because of such possibilities, a more
continuous method of neural assessment is mandatory. Thus, controversy has
evolved whether a wake-up test alone is sufficient for such surgical procedures [2].
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The electroencephalogram

For CNS monitoring, different techniques nowadays present a high resolution. And
although computer tomography (CT), magnetic resonance imaging (MRI), magnet
resonance tomography (MRT), electromagnetic tomography (EMT) from the EEG,
magnetencephalography (MEG), or positron emission tomography (PET) are avai-
lable for the clinician to gain further insight into cerebral function and metabolism,
these methods cannot be used routinely to monitor the CNS and replace the EEG.
Basically, the EEG is the measurement of spontaneous electrical activity of the
brain, which is produced by inhibitory and excitatory post-synaptic potentials in
the pyramidal layer of the cortex [3]. The EEG is measured from electrode pairs on
the scalp and represents comparative activity in the two cerebral regions immedi-
ately below the electrodes. A variety of methods have been used for monitoring,
including raw and processed EEG. In general, a reduction in amplitude and fre-
quency (delta-dominance) or abnormal distribution of activity of the EEG is
consistent with ischaemia, as well as a variety of other causes including the deepen-
ing of anaesthesia.

EEG monitoring is particularly useful for the detection of electrical seizure
activity and for the detection of cortical ischaemia. The EEG has therefore become
essential for intraoperative mapping of seizure foci that are not associated with any
structural abnormality such as a tumour. Because EEG changes during ischaemia
precede cell death, use of the EEG has been advocated during procedures interfer-
ing with the vascular supply of the brain (e.g. intracranial aneurysm, arterio-venous
malformation and the need for shunting during carotid endarterectomy). In these
procedures the EEG can be used to detect ischaemia from a variety of causes (see
below) and help to guide the anaesthesia and surgical management to reduce the
risk of intraoperative stroke. Several relevant studies have indicated the value of
the EEG in reducing cortical morbidity in carotid endarterectomy. And since
vascular shunting has associated risks, stroke risk can be reduced tenfold when
selective shunting in carotid endarterectomy is based on EEG monitoring [4].
However, its value in reducing overall morbidity remains controversial because
some studies demonstrated a lack of efficacy. Such latter failing may be related to
the fact that many strokes are due to postoperative occlusion by clot formation in
the bare carotid or are a result of emboli of air or atherosclerotic material during
the case, which might be better detected by transcranial Doppler sonography.
Furthermore, the development of stroke is dependent on the interaction of the
degree of reduced cerebral blood flow and the duration of reduction. Thus, patients
with short cross-clamp times (10–15 minutes) have low ischaemic stroke risk.
Advocates of monitoring in carotid endarterectomy suggest that EEG monitoring
may be able to assist the detection of major ischaemia related to cross-clamping
and:
1. Prompt the selective use of a shunt
2. Detect an occluded shunt after it has been placed
3. Assess cerebral tolerance to ischaemia (i.e. judge the adequacy of collateral

blood flow)
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4. Detect unexpected ischaemia in other cerebral regions as a consequence of
vertebral-basilar insufficiency from positioning or inadequacies in collateral
flow through the Circle of Willis.
Although changes in the EEG have long been recognised as a consequence of

deepening anaesthesia, the raw EEG patterns associated with anaesthesia vary
between drugs. Increased interest in EEG monitoring for the adequacy of anaesthe-
sia has been sparked by newer techniques for EEG measurement (e.g. bispectral
index, patient state index). Current studies of the processed EEG, or the EEG
combined with facial muscle activity (e.g. response and state entropy) show pro-
mise for the assessment of anaesthesia depth and the detection of intraoperative
awareness. These techniques utilise mathematical measures to focus the analysis
on EEG parameters, which appear to correlate not only with sedation scores and
the depth of anaesthesia, but in addition can be used to determine the level of
sedation in the ICU [5]. Application of these methods appears to reduce the cost of
anaesthetic drugs, improve awakening times, and reduce recovery costs. Also,
evidence is accumulating suggesting that its use may also reduce intraoperative
awareness, which, according to the ‘Awareness Incidence Multi Trial’ in the USA,
is on average around 0.13%. It should be noted, however, that the EEG in no way is
able to determine the level of analgesia.

Sensory evoked potentials

Evoked potentials are a measurement of electrical potentials evoked by a stimulus
and allow assessment of a specific neuronal tract by observing its reaction to the
stimulus. There is an abundance of literature on their usefulness for diagnostic
testing [6, 7] and intraoperative monitoring [8–12]. Since these evoked electrical
potentials are very small signals, averaging is used to resolve them from the much
larger underlining EEG and electrocardiogram (ECG) activity. This method in-
volves repetitive stimulation of the nervous system and measuring the response
over the corresponding cortex for a set window of time, evoked neural activity being
resolved from other electrical activity. Thus, evoked response becomes apparent
because the unwanted background activity is unrelated to the stimulus and aver-
aged out. The peaks (and valleys) of the evoked response arise from specific neural
generators, often comprising more than one neuronal structure per peak. This
method therefore can be used to follow the response at various points along the
stimulated tract.

The selective application of evoked potentials to surgical procedures has been
successful where they assist in operative decision making so as to reduce, but not
totally eliminate, the risk of neural complications. The most commonly utilised
evoked potentials are those produced by stimulation of the sensory system: sensory
evoked potentials (SEP). Many surgeons have found the SEP indispensable for
procedures where they can demarcate neural structures such as a neuroma-in-situ
or for the identification of the sensory area on the exposed cerebral cortex. Stand-
ards of care have defined monitoring as an essential part of some procedures (e.g.
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spine monitoring in scoliosis and facial nerve monitoring in vestibular schwanno-
ma or acoustic neuroma). The notion is that the reduction in neural risk associated
with monitoring offsets the added cost. This has been underlined by several studies,
which have confirmed the efficacy and cost-effectiveness of intraoperative moni-
toring. The American Academy of Neurology has published a review of intraope-
rative monitoring, concluding that there is considerable evidence favouring the use
of monitoring as a safe and efficacious tool in clinical situations where there is
significant nervous system risk, provided that its limitations are appreciated [13].

Somatosensory evoked potentials

The electrophysiological technique with the widest possible application is the SSEP.
In this technique a peripheral nerve (typically the posterior tibial, the common
peroneal, the ulnar or the median nerve) is stimulated and the neural response
measured over the corresponding sensory area of the cortex. It is currently thought
that the incoming volley of neural activity from the upper extremity represents
primarily the activity in the spinal pathway of proprioception and vibration (po-
sterior columns). The response from the lower extremity more likely includes a
contribution from the antero-lateral spinal cord (spinocerebellar pathways), in
addition to the posterior column activity.

The most common application of the SSEP is for monitoring during spinal
corrective surgery such as during scoliosis or spinal trauma. Several studies in spine
surgery have shown that monitoring is predictive of neural outcome and can reduce
neural morbidity in patients undergoing operation for spinal instability due to
trauma [15] or other pathology [16]. The Scoliosis Research Society and the Euro-
pean Spinal Deformities Society reviewed the effectiveness of monitoring in over
51 000 scoliosis cases [17, 18]. In this review, the occurrence of a neurological deficit
without SSEP warning (false negative) was 0.63%. SSEP changes were seen in the
remainder of the patients experiencing a deficit. This report also points out that
the surgical teams with the most experience in monitoring had a neurological
complication rate less than half of the rate of less experienced teams. The author
concluded that these results confirm the clinical efficacy of experienced SSEP spinal
cord monitoring. The Scoliosis Research Society developed a position statement
concluding that neurophysiological monitoring can assist in the early detection of
complications and possibly prevent postoperative morbidity in patients under-
going operations on the spine. Therefore electrophysiological monitoring during
scoliosis correction has become a fundamental standard of care.

The SSEP can also be used for monitoring the viability of pathways as they travel
through the brainstem (e.g. posterior fossa surgery) and cerebral cortex [19]. A
good example of SSEP use is the detection of cerebral ischaemia in subarachnoid
haemorrhage associated with intracranial aneurysm rupture. It has also been used
during intraoperative vascular procedures, where it can assist in the detection of:
1. Adequacy of collateral blood flow during temporary vessel clipping (i.e. assess

the tolerance to temporary occlusion)
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2. Inadvertent vessel occlusion (i.e. improper clip application)
3. Safety of vessel sacrifice in arterio-venous malformations
4. Tolerance to deliberate hypotension
5. Vasospasm.

Of particular interest is the detection of tolerance to multiple factors (e.g.
retractor pressure and hypotension, retractor pressure and temporary clipping,
deliberate hypotension and hyperventilation) to identify ischaemia that otherwise
may be overlooked. And lastly, evoked responses have been used successfully
during neuroradiological procedures such as occlusion of vessels (e.g. arterio-ve-
nous malformations), or during streptokinase dissolution of occluding blood clots.

Some individuals believe that the SSEP may be less useful than the EEG for the
detection of cerebral ischaemia because the SSEP can only assess the specific neural
tract being stimulated. However, as opposed to the EEG, the SSEP can detect ischaemia
in subcortical regions of the neural tracts being monitored. Evoked potentials have also
been termed indispensable during craniotomy for localisation of the sensory-motor
area of the brain [20]. Here, the gyrus separating the motor and sensory strip (rolandic
fissure) is identified by a phase reversal of the evoked response.

Recordings from deep structures can be utilised to identify the location of depth
probes in preparation for lesioning. For example, recordings from the tip of the
lesion probe can assist placement of lesions in the thalamus or the globus pallidus
for Parkinson’s disease and other movement disorders. Similarly, depth recordings
have been used during lesioning for pain syndromes and lesions of dorsal root entry.

One important limitation of the SSEP is the sensitivity of the cortical responses
to anaesthesia. As such, techniques have been developed for stimulation or record-
ing from the spinal cord that are less susceptible to anaesthetic effects. There,
recording electrodes are placed in the spine bony elements, the intraspinous
ligament or the subdural and the epidural space. Epidural electrodes have become
quite popular, particularly in Japan, the UK and in our institution for thoraco-ab-
dominal aneurysm repair, where they can be used for stimulation as well as
recording of neuronal activity within the spinal pathways.

Monitoring of the peripheral nervous system

Several innovative monitoring techniques similar to the SSEP have been developed
to monitor the peripheral nervous system. In all of these techniques the nervous
system is electrically or mechanically stimulated and a sensory or motor response
recorded. One major area of application has been the monitoring of spinal roots
during spinal disc surgery or vertebral pedicle screw placement. Initially, evoked
responses from dermatome stimulation were used. More recently, monitoring of
muscle activity from intentional or inadvertent mechanical stimulation of the nerve
root has been advocated [21]. This latter technique has also allowed monitoring of
bladder and rectal sphincter innervation during cauda equina procedures. Finally,
assessment of the peripheral nerve and spinal cord can be done using reflex testing.
In these cases the H and F reflex is assessed by peripheral nerve stimulation [22].
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Similar techniques can also be used for selective dorsal rhizotomy conducted to
relieve leg spasticity and thereby improve gait in cerebral palsy where bothersome
dorsal rootlets are sectioned [23]. The advantages of muscle recording have made
continuous electromyography (EMG) commonplace during spinal surgery [24].

The SEP technique is also indispensable for intraoperative evaluation and
monitoring during surgical procedures of the peripheral nerves and plexus regions
[14]. For example, stimulation and recording across neuronal structures allows
identification of the functional integrity of nerves or nerve trunks in injury areas
when peripheral function has been lost. Identification of residual function in
damaged nerves (continuity) and identification of a pre-ganglionic or a post-gan-
glionic injury of a plexus allows selective and focused repair. In addition, evoked
response has been used to detect sciatic nerve injury with hip procedures and
positioning-related nerve compromise.

Motor evoked potentials for motor tract monitoring

Monitoring techniques that include monitoring of spinal motor tracts as well as
sensory tracts have become popular since occasional unpredicted motor deficits
occur with SSEP spine monitoring. These include epidural stimulated techniques
and so-called neurogenic motor evoked potentials. Recording of responses from
peripheral nerves is done following stimulation of the spinal cord by electrodes
placed near or in the vertebral bodies rostral to the region of spinal surgery [23].
Unfortunately, responses recorded following spinal stimulation contain variable
amounts of responses mediated by sensory and motor tracts. Pure motor tract
monitoring is best accomplished by means of motor cortex stimulation using
transcranial electrical [25–28] or magnetic [29–32] stimulation. These responses
can be recorded in the spinal cord or as compound muscle action potentials
(CMAP). When CMAPs are being recorded intraoperatively, a continuous and
controlled level, and at the same time limited muscle relaxation is mandatory in
order not to blunt the response signal.

Several approved transcranial electrical stimulation devices for producing po-
tentials in motor evoked potential monitoring have shown this to be quite safe [33].
However, because they are very sensitive to anaesthetic, resulting in a depression
of the response, newer multi-pulse stimulation techniques are evolving that appear
to be less susceptible to the commonly used anaesthetic agents [34]. Therefore,
transcranial multipulse electrical motor evoked potential monitoring is gaining
more importance in clinical monitoring.

Cranial nerve monitoring

The most common monitoring application for posterior fossa surgery is monitor-
ing of facial nerve function and hearing, since many of the procedures in the
posterior fossa are for benign tumours, which may grow to a large size (4 cm), which
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obscure or interweave with the cranial nerves. Although the most commonly
involved nerves are VIII (hearing) and VII (facial), several other cranial nerves can
also be monitored when appropriate. Because of the importance of facial nerve
function, extensive experience is available with facial nerve monitoring [35]. This
technique is usually accomplished by placing bipolar recording electrodes in the
orbicularis oris and orbicularis oculi. The muscle recordings (EMG) are presented
on an oscilloscope screen as well as played through a loudspeaker system, which is
being suppressed during cautery. Two basic types of neural activity have been
identified. First are brief phasic bursts of activity usually caused by mechanical
stimulation of the nerve. This serves to indicate to the surgeon that the nerve is in
the immediate vicinity of the surgical field. More injurious stimuli can cause tonic
or train-activity, which is due to continuous, synchronous motor unit discharges
in trains of tonic activity, lasting up to several minutes.

The latter is associated with nerve compression, traction or ischaemia of the nerve,
andisanindicationofnerve injury.Thesurgeoncanalsoutilisefacialnervemonitoring
by intentional electrical stimulation using a handheld stimulating probe in the opera-
tive field to locate the facial nerve or to identify the area of nerve injury. Data suggest
that if the anatomic integrity of the nerve can be maintained by monitoring, neural
function is highly likely. Several studies utilising facial nerve monitoring have demons-
trated an improvement in facial nerve and hearing outcome in posterior fossa surgery
[36–37]. There is sufficiently strong evidence for maintenance of facial nerve integrity,
that the benefits of routine intraoperative monitoring of the facial nerve have been
clearly established by a consensus meeting. This technique should be included in all
surgical interventions, where this nerve is at risk, suggesting that routine monitoring
of other cranial nerves should also be considered [38]. Thus, facial nerve monitoring
is an established standard of care during vestibular schwanoma (acoustic neuroma)
surgery in cases where monitoring can be accomplished.

Brainstem auditory evoked potentials

A second widely used sensory evoked response is the brainstem auditory evoked
response (BAER). The BAER is produced when sound activates the cochlea fol-
lowing transmission through the external and the middle ear. The sensory evoked
response is measured as a series of peaks (I–V) produced by the neural pathway of
hearing. Cortical responses to auditory stimulation recorded over the auditory
cortex (mid-latency cortical auditory evoked potential) appear to correlate with the
depth of anaesthesia. The BAER can be used for monitoring of brainstem viability
such as during procedures for microvascular decompression for relief of hemifacial
spasm, trigeminal neuralgia or glossopharyngeal neuralgia and for monitoring to
reduce the risk of surgically induced hearing impairment. It is also used in con-
junction with procedures to relieve tinnitus and disabling positional vertigo, dur-
ing decompression of space-occupying defects in the cerebellum, and for the
removal of cerebellar vascular malformations. Because the cochlear nerve is res-
ponsible for hearing, it can be termed one of the most fragile cranial nerves being
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frequently involved in tumours of the posterior fossa. Many studies have shown an
improvement in hearing outcome using BAEPs in vestibular schwanoma [39–41].
However, with large tumours, or some other tumour types or locations, the invol-
vement of the cochlear nerve in the tumour makes hearing preservation more
difficult. Several variations of the BAEPs have been developed to monitor the
auditory system more specifically. Cochlear microphonics and cochlear nerve
action potentials and monitoring of the exposed intracranial portion of the eighth
cranial nerve (cochlear nerve action potentials) have also been used, as well as
monitoring of the nerve in the lateral recess of the fourth ventricle.

Other cranial nerves

Monitoring of the motor component of other cranial nerves has been used exten-
sively in surgery on the base of the skull, and cavernous sinus, as well as with surgery
in the posterior fossa [8, 35]. Many other cranial nerves can be monitored by
recording the muscle activity of innervated muscle in response to mechanical or
intentional stimulation of the nerves (Table 1). Methods have been described for
monitoring cranial nerves III–VII and IX–XIII, usually by techniques similar to
those for the facial nerve, as discussed above.

Monitoring of the lower cranial nerves (cranial nerves IX, X, XI and XII) is
important during resection of large low brainstem lesions because injury may cause
airway collapse and inadequate protection from aspiration of gastric contents. Of
particular interest is the monitoring of vagal innervation of the larynx. This can be
done using electrodes placed in the false vocal chords via direct laryngoscopy,
surface electrodes placed in the larynx or by a specially designed endotracheal tube
with electrode contacts on each lateral surface. This monitoring has been advocated
in resection of tumours of the lower brainstem, thyroidectomy, parathyroidectomy
and anterior cervical spine surgery.

Table 1. Cranial nerve monitoring

Type of cranial nerve Technique for monitoring

II Visual evoked potentials (VEPs)
III Oculomotor inferior rectus (motor)
IV Trochlear superior oblique (motor)
V Trigeminal masseter, temporalis (motor)
VI Abducens lateral rectus (motor)
VII Facial nerve monitoring; orbicularis oculi,

orbicularis oris (motor)
VIII Auditory evoked potentials, BAEPs
IX Glossopharyngeal posterior soft palate

(stylopharyngeus) (motor)
X Vagus-> vocal folds, cricothyroid muscle (motor)
XI Spinal accessory sternocleidomastoid,

trapezius (motor)
XII Hypoglossal tongue, genioglossus (motor)
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Visual evoked potentials

Visual evoked potentials (VEPs) are produced by light stimulation of the eyes and
recorded by electrodes over the corresponding occipital cortex. This classical
monitoring application is in procedures near the anterior visual pathways, such as
transphenoidal pituitary tumour removal or other procedures in which monitoring
allows the identification of surgical infraction on the optic pathways (e.g. lesioning
of the globus pallidus for Parkinson’s disease). Monitoring of typical flash VEPs
appears to have limited application in the operating room. Technical problems
have limited the application of large, bulky light-emitting diodes (goggles). Because
VEP monitoring consistently could not be correlated with visual outcome, this lack
of consistency has made the VEPs a less effective monitor than the other modalities
[42]. However, other research teams have had better success rates using smaller
stimulators made with contact lenses or scleral caps.

Conclusions

Electrophysiological monitoring has become a valuable adjunct to the clinical
neurological examination, especially in circumstances in which the clinical exami-
nation is hampered by injury or by medications, which do not allow patient
participation such as during surgery, or in an ICU environment. Due to newer
innovative techniques, better operative decision making is possible during certain
procedures where the neuronal system is at risk.
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Global hypothermia for neuroprotection after cardiac
arrest

W. BEHRINGER, M. HOLZER, F. STERZ

Sudden cardiac arrest remains a major unresolved public health problem. It is still
the single leading cause of death and very few cardiopulmonary–cerebral resusci-
tation (CPCR) attempts on cardiac arrest victims lead to neurologically intact
long-term survivors [1, 2].

The pathogenesis of cerebral ischaemia and post-ischaemic encephalopathy are
multifactorial and only partially understood [2–5]. Brain ischaemia results in rapid
loss of high-energy phosphate compounds [6] and generalised membrane depola-
risation, leading to increased intracellular calcium and release of large amounts of
glutamate [4]. These mechanisms initiate multiple independent chemical cascades
and fatal pathways during reperfusion, resulting in neuronal death due to necrosis
and apoptosis [5]. Due to the multifactorial pathogenesis of post-arrest neuronal
death, multifaceted treatment strategies or a combination of single-molecule tar-
geted drugs is required to achieve survival without brain damage [7, 8]. Mild
hypothermia seems to be the perfect therapy for multifaceted treatment in the
postresuscitation period of cardiac arrest.

Resuscitative hypothermia

Hypothermia is ‘a state of body temperature which is below normal in a homoeo-
thermic organism’ [9]. Accidental (uncontrolled) hypothermia is non-therapeuti-
cally altered body temperature in a homoeothermic organism, which results in the
activation of defence mechanisms such as hypermetabolism, increased oxygen
consumption, and shivering, and which is associated with particular complications
and requires specific treatments. In contrast, therapeutic hypothermia, as for
cardiac surgery and neurosurgery, or resuscitation from cardiac arrest, necessitates
controlled conditions to induce poikilothermia by insult or anaesthesia and paraly-
sis. In therapeutic hypothermia, different degrees of cooling are defined: mild
(36–33°C), moderate (32–28°C), deep (27–11°C), profound (10–6°C), and ultra-pro-
found (5–0°C) hypothermia [2].

The benefit of protective-preservative cerebral hypothermia on outcome was
already shown in the 1950s [10–12]. Experimental and clinical trials were compli-
cated by the injurious systemic effects of total body cooling, such as shivering,
vasospasm, increased plasma viscosity, increased haematocrit, hypocoagulation,
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arrhythmias, ventricular fibrillation when temperatures dropped below 30°C, and
lowered resistance to infection during prolonged moderate hypothermia [9, 12–14].
The discovery in the late 1980s that even mild hypothermia is neuroprotective [8,
15, 16], led to renewed interest in this field. Resuscitative and preservative hypo-
thermia for cardiac arrest was documented in a series of clinically reliable dog-out-
come studies with evaluation of brain histology at 3–4 days after the insult. Mode-
rate hypothermia provided some benefit for the brain, but had side-effects on the
heart [17]; mild hypothermia, which is safer and simpler than moderate hypother-
mia, improved function and brain histology after normothermic ventricular fibril-
lation cardiac arrest of 10–12 min of no-flow [18–22]; deep hypothermia via cardio-
pulmonary bypass (CPB) after prolonged normothermic cardiac arrest did not
improve function but worsened brain histology [20]; mild resuscitative hypother-
mia essentially normalised cerebral outcome after 11 min of cardiac arrest no-flow
when prolonged (12 h) and combined with measures promoting cerebral blood flow
[22]; a 15-min delay in the initiation of brief (1–2 h) mild hypothermia after
normothermic reperfusion did not improve functional outcome but did improve
histological damage [21]. Prolonged hypothermia, even if delayed, was effective in
rats [23, 24].

While the benefit of intra-ischaemic hypothermia on neuronal death is regar-
ded as long-lasting [25], results on the long-term benefit of post-ischaemic hypo-
thermia have been more controversial. Brief (4 h) post-arrest mild hypothermia
after normothermic incomplete forebrain ischaemia in rats postponed but did not
permanently salvage hippocampal neurons, while moderate intra-ischaemic
hypothermia, resulted in lasting salvage of neurons at 2 months [26]. Minimal delay
and long duration of mild hypothermia seem to be of critical importance. In gerbils,
a 24-h duration of moderate hypothermia (32ºC), even when initiated 1 h after
insult, was highly protective in terms of neurological recovery and histological
damage at 30 days [27], while neuroprotection was less when hypothermia was
initiated 4 h after insult [28]; however, increasing the duration of hypothermia to
48 h resulted in long-lasting protection of neurons at 1 month, even when hypo-
thermia was delayed for 6 h [29]. The long-lasting effect of delayed (6 h), prolonged
(48 h) hypothermia (32–34ºC) on functional and histological outcome at 1 month
was confirmed in rats [30].

Clinical trials with hypothermia after cardiac arrest

Therapeutic hypothermia after cardiac arrest in patients was dormant until the late
1990s, when Bernard et al. [31] showed that induced moderate hypothermia in-
creased the number of patients with good outcome (Glasgow Outcome Coma Scale
category 1 or 2) compared to a historic control group (11 of 22 vs 3 of 22; P < 0.05),
and reduced mortality rate (10 of 22 vs 17 of 22; P < 0.05). This was a non-rando-
mised study with a matched historic control group. Cooling was by surface cooling
with ice packs over 12 h.

In the study of Yanagawa et al. [32], cardiac arrest survivors were cooled to a
core temperature between 33 and 34°C over 48 h using water-filled cooling blankets

200 W. Behringer, M. Holzer, F. Sterz



in combination with alcohol. Three of 13 patients in the hypothermia group sur-
vived without disabilities as compared to 1 of 15 patients in the historical control
group. A higher rate of pulmonary infection was observed in the hypothermia
group, although pneumonia was not lethal in these patients.

In the pilot study of the European multicentre trial [33], 27 comatose patients
after successful resuscitation of ventricular fibrillation cardiac arrest were enrolled.
Surface cooling was initiated within 62 ± 33 min after cardiac arrest with a water-
filled blanket. The target temperature (33 ± 1°C) was reached after 287 ± 145 min
and was maintained for additional 24 h. Thereafter, patients were allowed to
re-warm passively. The aim of this study was to investigate possible harmful
side-effects of mild therapeutic hypothermia, and no major complications related
to treatment with mild hypothermia were detected. As a secondary outcome
parameter, neurological outcome was evaluated using the cerebral performance
category (CPC) score, which was subdivided into good outcome (CPC 1 or 2), poor
outcome (CPC 3 or 4), or death at 6 months. Good neurological recovery was
achieved in 14 (52%) patients, poor neurological recovery in two (7%) patients, and
11 (41%) patients died before discharge. This was a two-fold improvement in
neurological outcome compared to historic controls.

Encouraged by the positive results of the feasibility studies described above,
prospective randomised clinical trials were conducted, and the results of these
studies were published recently.

The first randomised trial took place in one of the centres also participating in
the European multicentre study [34]. In contrast to the multicentre trial, only
patients with asystole and pulseless electrical activity were included, and therefore
none of the patients were included in more than one trial. A helmet device (Frigi-
cap) containing a solution of aqueous glycerol was placed around the head and
neck and used to induce mild hypothermia in 30 patients. Once a bladder tempe-
rature of 34°C was reached, or if cooling took longer than 4 h, the patient was
allowed to rewarm spontaneously over the next 8 h. Two of 16 patients in the
hypothermia group and none of the 14 patients in the normothermia group had a
favourable neurological recovery (P = 0.49). Three patients in the hypothermia
group survived vs one patient in the normothermia group (p = 0.60). Oliguria
occurred in four hypothermic and in five normothermic patients. There were no
further complications reported.

In the Australian trial [35], 77 patients with return of spontaneous circulation
after cardiac arrest of cardiac origin (ventricular fibrillation or pulseless ventricular
tachycardia) were randomly assigned to treatment with hypothermia (33°C core
temperature over 12 h, cooled with ice packs) or normothermia. The primary
outcome measure was survival to hospital discharge with sufficiently good neuro-
logical function to be discharged to home or to a rehabilitation facility. Good
neurological outcome was achieved in 21 of 43 patients (49%) treated with hypo-
thermia compared to nine of 34 patients (26%) treated with normothermia (P =
0.046). After adjustment for baseline differences, the odds ratio for a good neuro-
logical outcome was 5.25 (95% confidence interval, 1.47–18.76; P = 0.011) for patients
treated with hypothermia compared to patients treated with normothermia. There
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was no difference in the frequency of adverse events but hypothermia was associa-
ted with a lower cardiac index, higher systemic vascular resistance, and hypergly-
caemia.

In the European multicentre trial [36], 273 patients with restoration of sponta-
neous circulation after cardiac arrest of cardiac origin (ventricular fibrillation or
pulseless ventricular tachycardia) were randomly assigned to therapeutic hypo-
thermia (32–34°C bladder temperature, cooled with cold air) over a period of 24 h,
or to standard treatment with normothermia. All patients received standard inten-
sive care according to a detailed protocol, including the use of sedation and muscle
relaxation for 32 h. The primary end point was a favourable neurological outcome
within 6 months after cardiac arrest, defined as CPC 1 or CPC 2; secondary end
points were mortality within 6 months and the rate of complications within 7 days.
Favourable neurological outcome was achieved in 75 of 136 patients (55%) in the
hypothermia group compared to 54 of 137 patients (39%) in the normothermia
group (risk ratio, 1.40; 95% confidence interval 1.08–1.81). Mortality at 6 months
was 41% in the hypothermia group (56 of 137 patients died) compared to 55% in the
normothermia group (76 of 138 patients died; risk ratio, 0.74; 95% confidence
interval 0.58–0.95). No difference in the rate of complications was observed be-
tween the two groups.

In a meta-analysis [37] that included individual patient data of all three rando-
mised trials of therapeutic hypothermia after cardiac arrest, it was shown that more
patients in the hypothermia group were discharged with favourable neurological
recovery (risk ratio, 1.68; 95% confidence interval 1.29–2.07). Furthermore, the 95%
confidence interval of the number-needed-to-treat to allow one additional patient
to leave the hospital with favourable neurological recovery was 4–13. Additionally,
patients were more likely to be alive at 6 months with favourable functional
neurological recovery if they were treated with hypothermia (risk ratio, 1.44; 95%
confidence interval 1.11–1.76).

Future perspectives

Cooling methods

Delay in cooling can negate the beneficial effects of preservative and resuscitative
hypothermia [21]. Therefore, a technique to induce hypothermia, already feasible
in the pre-hospital setting, is required. Surface cooling, as used in the two prospec-
tive randomised clinical trials described above [35, 36], was very slow, and up to 8
h were needed to reach target temperature. However, whether faster cooling results
in even better outcome remains to be determined.

Infusion of a large volume (40 ml/kg) of ice-cold intravenous fluid in healthy
humans changed core temperature only by 0.6°C (SD 0.1) [38], or by 2.5°C (SD 0.4)
[39]. Recently, 30 ml ice-cooled saline/kg, administered intravenously over 30 min,
decreased core temperature about 1.6°C in cardiac arrest survivors [40]. More
invasive blood-cooling techniques might be more powerful in inducing hypother-
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mia, but are limited to use by advanced emergency medical personnel, resulting in
delay of initiation. Virkkunen et al. [41] cooled patients already in the pre-hospital
setting. They used ice-cold Ringer’s solution in 13 adult patients after successful
resuscitation from non-traumatic cardiac arrest. After haemodynamic stabilisa-
tion, 30 ml of Ringer’s solution/kg was infused at a rate of 100 ml/min into the
antecubital vein. Of these 13 patients, four (31%) survived to hospital discharge with
favourable neurological recovery.

Veno-venous extra-corporeal pump cooling was shown to be quite efficient in
rapidly inducing hypothermia [42–44], but this cooling technique requires a dou-
ble-lumen venous catheter with portable miniaturised pump, heat-exchanger, and
a cold source, a device not available yet. Other novel endovascular cooling devices,
using cold fluid pumped through a balloon at the tip of the catheter (inserted into
the superior or inferior vena cava), are already in use in the clinic [45–47]. This
approach seems to be safe, with the advantage of no fluid entering the circulation,
although the cooling rate averaged only 0.8 ± 0.3°C/h (range 0.22–1.12°C/h) [47].

Suspended animation

About one half of out-of-hospital resuscitation attempts for sudden cardiac death
fail to restore heartbeat, and these patients are given little chance in the field [1]. It
is suspected that many of these deaths occur in patients with potential for complete
cardiac and cerebral recovery, provided prolonged cardiopulmonary bypass is
induced before loss of cerebral viability, to support the heart until recovery by
stunning, repair, or replacement [48, 49]. Cardiopulmonary bypass is not available
in the field. Therefore preservation of the organism is needed until it can be initiated
in the emergency department. In 1984, Bellamy and Safar introduced the concept
of ‘suspended animation for delayed resuscitation,’ in rapidly exsanguinating
trauma patients. Suspended animation was defined as ‘preservation of the orga-
nism during transport and surgical haemostasis, under prolonged controlled cli-
nical death, followed by delayed resuscitation to survival without brain damage’
[50].

Preservative hypothermia, induced and reversed with cardiopulmonary bypass
before cardiac arrest, has been shown to preserve the organism for up to 15 min by
mild hypothermia (34–36°C) [8], for up to 20 min by moderate hypothermia
(28–32°C) [10], for up to 30 min by deep hypothermia (11–27°C) [51, 52], and for up
to 60 min by profound hypothermia (6–10°C) [53]. To rapidly preserve the brain
with mild to moderate hypothermia until more prolonged preservation with pro-
found hypothermic circulatory arrest is induced and reversed by cardiopulmonary
bypass [49, 53, 54], the use of an aortic cold saline flush, via a balloon catheter, was
introduced [55–57]. In a clinically realistic, exsanguination cardiac arrest dog-out-
come model, the induction of suspended animation using cold (4ºC) aortic flush
within the first 5 min of cardiac arrest has shown to preserve brain viability for a
cardiac arrest time of 15 min [55], 20 min [56], 30 min [57], and 90 min, perhaps 120
min [58].

This approach of preserving the organism with rapidly induced mild to mode-
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rate cerebral hypothermia to buy time for transport to the hospital needs to be also
explored for normovolaemic cardiac arrest patients who are temporarily resistant
to conventional resuscitation attempts [48, 50]. The clinical scenario would be
(modified after [48]): After cardiac arrest, a bystander will initiate basic life support
and already induce cooling by exposure; ambulance personnel arrives at the scene
and begins conventional advanced life support with hypothermic i.v. infusion with
a vasoconstrictor and defibrillation attempts; if restoration of spontaneous circu-
lation cannot be achieved within 10 min, the emergency physician will further
attempt cooling to achieve systemic temperatures as low as possible to preserve the
brain and heart, leaving the patient in cardiac arrest for transport to the emergency
department, where cardiopulmonary bypass will be initiated.

In preliminary normovolaemic cardiac arrest studies in swine (unpublished
data), suspended animation was shown to be feasible. After 15 min of normother-
mic ventricular fibrillation, the aortic flush decreased brain temperature to appro-
ximately 20°C. Aortic flush was followed by a period of 20 min of hypothermic
no-flow, and then the animals were resuscitated with cardiopulmonary bypass. Five
out of six animals could be resuscitated and all survived to 9 days, with two animals
showing good neurological recovery. In the control group with 20 min resuscitation
attempts before cardiopulmonary bypass, four out of seven animals could be
resuscitated, and only one animal survived, with poor neurological recovery (sur-
vival P = 0.03).
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Vegetative state

N. LATRONICO

Consciousness

Historically speaking, the term ‘consciousness’ appeared in relatively recent times,
around the 17th century. Its etymology has Latin roots (cum/with and scio/know)
that indicate the necessity to share consciousness with someone or oneself. Interes-
tingly, the foremost philosophers of the past from Plato to Aristotle up to Saint
Thomas had never felt the need for such a term, and likely attributed its charac-
teristics to divinity [1, 2].

Today, consciousness is part of everyday language, even if it can have a wide
variety of meanings [3, 4]. According to Zeman [3], consciousness may indicate ‘to
be awake’, or the fundamental condition in order to interact with the surrounding
environment. In this context, consciousness is the behavioural expression of a
normal state of wakefulness [3]. At the other extreme, consciousness can be
considered as experience, or as the knowledge of awareness, meaning the sum of
events that permit an individual to feel himself, and not another. Consciousness
can thus refer not only to the knowledge of oneself and one’s surroundings, which
can be considered as a causal experience of behaviour, but can also be a subjective
quality of experience that is not directly accessible to observation. Consciousness
can be identified as the mind; any mental state with a constructive content is a
mental act (I am conscious of the fact that I may be boring the reader). Finally, from
an electro-encephalographic standpoint, three states of consciousness can be iden-
tified [5]: a state of wakefulness, sleep with rapid eye movements (REM), and slow
wave sleep (SWS). To each of these states, a particular activity can be attributed,
such as the oneiric behaviour of REM sleep or the loss of muscle tone during SWS.

Self-consciousness and unconscious perception

Self-consciousness and unconscious perception [5] further complicate the defini-
tion of consciousness. Self-consciousness can be interpreted as the appreciation of
one’s limits or as the physical identification of one’s own body, or the self-con-
sciousness that starts at around 18 months after birth, as for chimpanzees or
orangutans (but not apes), which are able to recognise their own reflection in a
mirror [5]. Self-consciousness can also be interpreted as the consciousness of
having consciousness; the lack of this dimension appears to be particularly rele-
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vant, for example, in understanding the causes of autism [5]. Lastly, self-con-
sciousness may be seen as self-awareness, or the consciousness not only of oneself
as body and mind, but also as part of a social group with particular linguistic and
socio-economic characteristics.

Unconscious, implicit or subliminal perception refers to the perception that
arises in the absence of any other conscious perception about perceived informa-
tion: the subject receives new information that is elaborated and assessed. Such
information and the fact that it is new can be demonstrated, although the subject
is not conscious of this fact [6]. The classic example of such a phenomenon is that
of blindsight, or the ability to ‘see’ objects in the absence of vision [7, 8]. Patients
with unilateral lesions of the optical radiation or visual cortex are able to point to
or localise visual stimuli with their eyes when present in the blind half-field. They
can also discriminate the orientation, direction of movement, and colour if forced
to choose or asked to guess. The same is true of monkeys that move freely about
objects placed in a test area, in spite of the fact that they have had bilateral ablation
of the striate cortex years before [7]; they do not touch the objects, indicating that,
even if blind, they nonetheless use some visual information in order to navigate
about. Monkeys subjected to removal of the primary visual cortex of the left
hemisphere and callosotomy can be taught to push two different buttons according
to whether presented with a luminous or non-luminous stimulus in the visual field
[8]. When a luminous visual stimulus is present in the blindfield (right side), the
monkey pushes a button corresponding to a non-luminous stimulus; they are thus
able to recognise the stimulus, but in a different, unconscious manner.

Coma

The above discussion helps to clarify the limits of the following equation: coma =
opposite of consciousness, for which the former can be defined as the absence of
the latter. The question then arises, ‘The absence of what?’ Is coma the absence of
consciousness defined as the state of awareness? Furthermore, is awareness a
purely subjective dimension, internal, and therefore one that cannot be demon-
strated? This latter question is particularly difficult to answer in patients in a
vegetative state (VS). With these limits in mind, and leaping into a clinical context,
the absence of awareness can be defined as the absence of any form of cognitive
activity, even elementary, in patients who have had documented cerebral damage.
The awareness requires a state of wakefulness in order to be fully functional. In
contrast, the state of wakefulness, identified as the opening of the eyes, can be
present in the absence of awareness. Coma is the only condition in human patho-
logy for which both components of consciousness are lost. The patient never opens
his eyes, not even under intense stimulation; moreover, there is no state of even
rudimental awareness and thus no comprehensible sounds are emitted. Even
simple orders cannot be followed and the patient has no intentional movements.
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Anatomical and physiological basis of consciousness: brainstem, thalamus
and basal forebrain

The traditional concept that the ascending reticular activating system (ARAS) is
essential in maintenance of consciousness can be traced to the beginning of the
20th century in studies by Bremer [9], Von Economo [10], Morison and Dempsey
[11], Jasper and Droogelever–Fortuyn [12] and Moruzzi and Magoun [13]. The latter
report, published in 1949, demonstrated that stimulation of the ARAS causes the
appearance of an electro-encephalographic (EEG) tracing characterised by a high
frequency and low amplitude (‘desynchronised’) that is typical of wakefulness,
while lesion of the same areas causes coma and the EEG is characterised by a low
frequency and elevated amplitude (‘synchronised’) [13]. The concept of synchro-
nisation and desynchronisation remains valid, even though it is more complex than
initially believed and only partly understood. For example, the pathological syn-
chronisation induced by generalised epileptic discharge explains why the patholo-
gy leads to alterations in consciousness. Moruzzi and Magoun supposed that the
ARAS present in the most cranial part of the brainstem needed to activate the
cerebral cortex and that it was essential for maintaining consciousness. Successive
studies demonstrated how the ARAS extends dorsally in the pons and mesence-
phalon [14]. The nucleus pontis oralis, the locus ceruleus, the raphe complex, the
latero-dorsal tegmental nucleus and the parabrachial nucleus are the structures of
the brainstem that are most critical for maintaining consciousness. Lesion of these
structures, especially if bilateral, invariably causes coma [14].

The thalamus [15], through the intralaminar nucleus, and the basal forebrain
[5, 16] are the other two structures necessary for the process of diffuse activation
of the cerebral cortex that is believed to be fundamental for consciousness. The
high-frequency oscillatory activity of the thalamic-cortical circuit [17, 18] is consi-
dered strategic in the maintenance of consciousness under physiological condi-
tions, in the sleep–wake transition, as well as in pathological conditions as docu-
mented in some cases of VS, for which the return of function of the circuit is
accompanied by the return of consciousness [19]. At present, the thalamus is
believed to play a role not only in storing sensorial information originating from
external stimuli; it is rather a ‘compact’ version of the cerebral cortex with critical
vascularisation. Bilateral thalamic lesions, in general secondary acute cerebrovas-
cular lesions [20, 21], invariably lead to prolonged coma or even a persistent VS, as
in the famous case of Karen Ann Quinlan, a young woman who went into cardiac
arrest in 1975 and died 10 years later without ever regaining consciousness [22].

Vegetative state

Coma does not last longer than 6–8 weeks [23]. After this period the patient recovers
the capacity for wakefulness (the patient opens his eyes), thus passing into a VS.
The VS is characterised by the complete absence of behavioural evidence for self
or environmental awareness, accompanied by the persistence of sleep–wake
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rhythms and complete or partial maintenance of autonomic functions [24, 25]. In
their pivotal publication [1], Jennett and Plum described the clinical characteristics
of vegetative patients: ‘Their eyes are open or they open after an intensely painful
stimulation, possess erratic ocular movements and are incapable of following
objects, have limb movements that are never intentional, sometimes emit sounds
but not words. Grasp reflexes are present as well as grimacing, mastication, and
deglutition’.

Diagnosis of VS is clinical and requires careful and repeated neurological
examination, and especially adequate observation over a lengthy period of time.
The sensory modality assessment and rehabilitation technique (SMART) [26] has
been proposed recently for more accurate and specific assessment of patients in
VS (http://www.rhn.org.uk/institute/cat.asp?catid=1278). Recently, neuroimaging
and activation studies (positron-emission tomography [PET], functional magnetic
resonance imaging [MRI], magnetoencephalography, EEG, event-related poten-
tials) have demonstrated that patients in VS lose connectivity between cerebral
areas that are normally interconnected, allowing an important step in the under-
standing of damage mechanisms [27, 28]; this demonstration also permitted com-
prehension of how evoked potentials (e.g. somatosensory) can be maintained in
these patients [6]. These represent the activation of primary cortical areas without
the transfer of information to higher-order associative cortices, this latter event
being essential for conscious elaboration of the message. At the same time, the
demonstration that the connectivity between cerebral areas is maintained in pa-
tients that are clinically defined as VS has opened new areas of discussion [27–33].
In fact, cases that remain in a vegetative state for years, but that are at least
‘minimally conscious’ are not uncommon [34, 35].

Persistent and permanent vegetative state

The term ‘persistent’ refers to a ‘past condition and a continuous disability with an
uncertain future’ and does not imply that the condition is ‘irreversible’ [24]; the term
‘persistent’ is used when the condition lasts at least one month [24]. This definition,
proposed in 1994 by a North-American Multi-Society Task Force on PVS [24], was
not agreed upon by everyone. In fact, the American Congress of Rehabilitation
Medicine observed how temporal specification is superfluous and suggests that the
term ‘persistent’ be used followed by the actual duration of this condition [36].

To define a VS as permanent is not a diagnosis, but rather, provides prognostic
information. At present, permanent VS is defined as that lasting longer than 3–6
months [25, 37] after anoxia or more than 12 months following brain trauma [25].
An important limitation of this definition is that it refers to the lack of the possibility
to recover not necessarily awareness, but also function, defined as the ‘capacity to
communicate, comprehend, and have adaptive behaviour, including movement,
autonomy and participation in recreation and professional activities’ [25]. In other
words, after the above-described time interval, a patient should be defined as being
in a permanent VS if unable to carry out a functionally autonomous life, even if
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awareness has been recovered. One inconsistency should be evident, namely that
the fundamental condition of the vegetative patient is that there is no awareness.
This problem was studied by an Italian working group in 2000 [38] and was recently
reconsidered in the updated guidelines of the Royal College of Physicians of
London [39]. In this latter document, it was stressed that the permanent loss of
awareness is crucial to the diagnosis of permanent VS [39].

A further limitation of the definition of ‘permanent’ is that it should indicate
the outcome with 100% certainty. The available data, however, do not consent such
certainty [36, 38, 40]. According to the analysis of the Italian working group, 6–7%
of patients with severe brain trauma recover consciousness even after 1 year
following the trauma [38]. The case reported by Childs et al. in an 18-year-old girl
is emblematic [40]. Fifteen months after trauma, for the first time the rehabilitation
staff noted that the patient followed simple orders. At 17 months, the girl, even
though paralysed and mute, was conscious. She communicated with her mother
by blinking her eyes and had her write ‘Mom, I love you’. Five years later, she can
carry out a conversation and communicate with words and short sentences.

Differential diagnosis: the locked-in syndrome and minimally conscious
state

A long list of clinical conditions must be excluded before a diagnosis of VS is made.
An equally long list exists for meaningless, which should not be used (e.g. apallic
state). The reader is referred to other publications for more details [1, 23, 41–43]; in
the present report only the two most important syndromes in the differential
diagnosis will be discussed.

Locked-in syndrome (LIS) is a condition in which the patient is conscious, but
is tetraplegic and anarthric (and therefore mute). The characterisation of the
syndrome was reported by Plum and Posner during the 1960s [23], even though
several descriptions can be found in common literature, such as the splendid
description of Monsieur Noirtier de Villefort in the ‘The Count of Montecristo’ by
Alexandre Dumas [41, 44]. The cause is often a ventral pons infarction that inter-
rupts the cortical-descending motor pathways, but traumatic, infective, and neo-
plastic causes have also been described [45–47]. In some cases, paralysis is secon-
dary to involvement of the peripheral nervous system by acute inflammatory
processes [48]. I have observed on several occasions patients with transitory LIS
secondary to a ‘critical illness myopathy and neuropathy’ that affects nerves and
muscles of the limbs, of the respiratory system, and in parts of the head. Such
patients were functionally mute due to the tracheal intubation necessary for me-
chanical ventilation. In patients with a favourable evolution, LIS is resolved with
the resolution of critical illness myopathy and neuropathy, which is in reality rather
frequent [49–51].

In patients with LIS, generally the only movements possible are raising the
eyelids and vertical eye movements; patients communicate by nictitation (e.g. one
blink is ‘yes’, two blinks mean ‘no’), although the medical literature has described
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various ingenious methods for patient communication (e.g. Morse code). The
advent of computers has obviously revolutionised communicative capacity to the
point that patients have been able to describe their condition and the way in which
they live. One example is the stunning book The Diving Bell and the Butterfly by
Jean-Dominique Bauby. Jean-Dominique, reporter and editor-in-chief of Elle,
founder of an association of patients affected by LIS (http://www.club-inter-
net.fr/alis), will continue to fly, a butterfly from the diving bell, in the two years
since the onset of his disease until his death, describing that his new world is not
always as horrible as observed from healthy eyes: ‘Do you have something to say
to people that move? Go ahead. But be careful to not be devoured by your agitation.
Even immobility is a source of joy’ (from an interview of Bauby by Erik Orsenna in
Elle). Massi is a young patient with LIS, by now a friend, whom I have followed for
over 10 years. By using a sophisticated computerised system, he is able to commu-
nicate with the outside world, write phrases and letters, and can even send e-mail.

The minimally conscious state (MCS) is a condition of severely altered con-
sciousness in which minimal but definite behavioural evidence of self or environ-
mental awareness is demonstrated [52]. MCS is distinguished from the vegetative
state by the partial preservation of awareness. Akinetic mutism is a rare state that
has been described as a subcategory of MCS [36], although other authors suggest
that this term should be avoided [43]. This subject has been described in detail
elsewhere [42]. In order to diagnose MCS, the Aspen Neurobehavioral Conference
Workgroup proposed that limited but clearly discernible evidence of self or envi-
ronmental awareness must be demonstrated on a reproducible or sustained basis
by one or more of the following criteria [52]: (a) following simple commands; (b)
gestures or verbal yes/no responses (regardless of accuracy); (c) intelligible verba-
lisation; (d) purposeful behaviour, including movements or affective behaviours
that occur in relation to relevant environmental stimuli and are not due to reflexive
activity (i.e. appropriate smiling or crying, appropriate vocalisations or gestures,
reaching for objects, pursuit eye movement or sustained fixation, etc.).

The advent of diagnostic techniques such as PET, providing the possibility to
measure variations in cerebral blood flow and cerebral metabolism in response to
various stimuli, has revealed that vegetative patients can have fragments of cerebral
cortex that remain functional [31]. In a patient who has been in VS for 20 years, and
who occasionally emits words that are uncorrelated with events or external stimuli,
PET demonstrated a reduction in cerebral metabolism of over 50% in the majority
of cerebral areas, with the exception of a small area of the left hemisphere where
the metabolism was found to be higher [30]. Magnetoencephalographic responses
to bilateral auditory stimulation were confined to the left hemisphere and localised
to primary auditory areas. These data suggest that the left-sided thalamocorti-
cal–basal ganglia loops that support language are partially preserved. In patients
with brain trauma, in which diffuse axonal injury is prevalent, the possibility to
describe cortical islands, each of which maintains its activity although discon-
nected from the others, is theoretically more frequent than in other pathological
conditions such as the post-anoxic state. Various studies on small patient popula-
tions in VS secondary to diverse pathological conditions have confirmed such a

214 N. Latronico



possibility [27–33]. The actual significance of this, and in particular whether it can
be considered as mental activity, remains in doubt. Using PET and functional MRI,
respectively, Boly et al. [53] and Schiff et al. [54] demonstrated that patients with
MCS can have activation of hearing mechanisms that are quire similar to those
present in normal subjects, including the activation of areas dedicated to under-
standing of language. As proposed by Laureys et al. [55], the preservation of
large-scale networks in patients with MCS may underlie rare instances of their late
recoveries of verbal fluency [56]. These patients have thus the potential for a series
of cognitive functions in spite of their incapacity to follow simple instruction or
communicate in an efficacious manner. Kotchoubey et al., in an important paper
on event-related brain responses [57], demonstrated the presence of cortical res-
ponsiveness in all patients in VS having an EEG frequency > 4 Hz. This cortical
responsiveness was limited in some cases to the primary cortical areas, without
evidence of diffusion to higher-order integrative cortices. However, more complex
cortical responses were also present. The mismatch negativity was found in about
one half of these patients, an oddball-P3 in about one third, and cortical evidence
for semantic differentiation in about one quarter of cases. The probability of
recording indicators of complex cortical functions such as mismatch negativity,
oddball-P3, and brain responses to semantic stimuli, was not correlated to the
clinical diagnosis of VS or MCS, but rather with a background EEG activity > 4 Hz.
This highlights the importance of the activity of thalamocortical gating systems in
maintenance or in recovery of consciousness [19, 42]. On the other hand, it gives
room for doubts that have already been raised [27–33] on the accuracy of differen-
tial diagnosis of VS and MCS based on clinical examination alone. This differential
diagnosis is extremely important due to its medical and ethical implications.

Conclusions

Vegetative state is an important medical and ethical problem and provides an
extraordinary possibility to study mechanisms at the basis of consciousness. Acti-
vation studies using PET, functional MRI, magnetoencephalography, EEG and
event-related potentials appear to be able to evaluate the functional state of areas
of the cerebral cortex that are distinct in terms of analysis and comprehension of
information. These studies have demonstrated that, in patients in VS, residual
cortical processes are present, but lack proper connections among various cortical
areas. This particularly concerns the primary areas and the higher-order multimo-
dal association cortices, thus impeding integrative processes that are necessary for
awareness. This is the basis for better differentiating patients who are truly vege-
tative from those who maintain variable grades of awareness, although they are
unable to provide direct evidence for this.
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A personal account from four decades of cardiac care: is
there a case for mechanical heart rhythm management?

J.L. ATLEE

This chapter offers a personal account based on my nearly 40 years of providing
cardiac care in emergency and critical care medicine, and anaesthesiology. First, I
must tell you some of my background, since I was supposed to be a surgeon. Seven
generations of my family have been in medicine, and the previous three generations
were all very prominent surgeons in America. Forty years ago, I was a junior
student at Temple University Medical School in Philadelphia, and had just begun
my clinical clerkships. Strongly urged by my father to pursue a career in surgery, I
decided on training in general and cardiac surgery at the Mayo Clinic. However, all
that changed when my then wife informed me in late 1966 that she would enter
Temple Medical School in the fall of 1967, the year I would began my internship.
Also, Vietnam loomed on the horizon. I was in the Naval Reserves during Medical
School, but was unable to obtain deferment to complete my training in General and
Cardiac Surgery. Also, I feared service in Vietnam as a General Medical Officer just
after my internship, especially in support of a marine combat unit. However, both
the Navy and Marines needed trained anaesthesiologists, so I was able to get the
necessary deferment to complete my Residency in Anaesthesiology and Fellowship
in Pharmacology at Temple. Unfortunately, my first wife was killed in an automo-
bile accident on her way to work at Merck, Sharpe and Dohme in April 1967.
However, by then, I was committed to Anaesthesiology and the Navy deferment.
In those days, we honoured such commitments. There was no turning back.

I am not a cardiologist, much less a certified clinical cardiac electrophysiologist
(i.e. heart-rhythm specialist). However, I have long had a very keen interest in
cardiovascular medicine and management. Also, as many of you know, in addition
to clinical anaesthesiology and teaching, I devoted nearly 30 years to basic research
in cardiac electrophysiology (EP) in animal models, beginning as a graduate student
in the Department of Pharmacology at Temple University (1970–1971) [1]. This led
to the development of a canine model for awake-anaesthetised cardiac EP testing at
the University of Wisconsin, in Madison [2]. This work continued after my move to
the Medical College of Wisconsin (MCW) in 1988, but was expanded to include in
vitro and in vivo methods for canine cardiac EP testing [3, 4]. The in vivo model was
refined at MCW to include excision of the sinoatrial (SA) node or SA node and
subsidiary atrial pacemakers. This was in order to determine the effects of anaesthe-
tics and other drugs on the stability of subsidiary atrial and AV junctional pacema-
kers, and EP mechanisms for escape rhythms (especially, wandering atrial pacema-
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ker or AV junctional rhythm). These were common with the potent inhalation
anaesthetics in use at the time (e.g. halothane, enflurane, isoflurane).

Also, to gain a more complete perspective on perioperative heart rhythm
management, I undertook comprehensive work on this topic in 1984. This dealt
with mechanisms, recognition and clinical management for perioperative dys-
rhythmias [5]. The results of this work were published in textbook form and were
based on then-available basic and clinical research heart rhythm management. This
work was revised for a second edition in 1990, and later condensed to a more
practical version in 1996 [6]. I also published several review articles pertaining to
perioperative heart rhythm management between 1990 and 2001 [7–10]. Thus, I
became recognised as knowledgeable in the perioperative management of patients
with cardiac arrhythmias or implanted cardiac rhythm management devices.

However, there is no longer a need for a book solely devoted to this topic for
anaesthesia and critical care physicians. It is addressed in chapters in more com-
prehensive works in anaesthesia and critical care, including my own work on
complications in anaesthesia and critical care [11]. This now has an Italian version
[12], thanks largely to Professor Gullo and his colleagues in Rome. The second
English edition will appear in late 2006.

So, what have I learned from nearly 40 years of clinical heart rhythm manage-
ment, and is there a case for mechanical heart rhythm management? This is
addressed in the following under three headings: (1) arrhythmia tolerance and
clinical priorities, (2) antiarrhythmic drugs and proarrhythmia, and (3) selection
of antiarrhythmic therapy: drugs vs devices.

Arrhythmia tolerance and clinical priorities

Factors that influence arrhythmia tolerance include: (1) its duration, (2) the status
of atrial transport function, (3) the presence or absence of AV dissociation, (4) the
rate of tachycardia, (5) the presence of structural heart disease (often serves as the
‘substrate’), and (6) cardiac functional status. If not treated immediately, ventricu-
lar fibrillation (VF) or pulseless electrical activity (PEA) are incompatible with life.

All tachycardias, regardless of mechanism, increase myocardial O2 demand and
decrease diastolic time. Tachycardia tolerance depends on its mechanism, but even
sinus tachycardia may be poorly tolerated in patients with structural heart disease
and reduced left ventricular (LV) function (i.e. ejection fraction � 0.40). However,
most tachycardia under 150 beats/min does not cause rate-related signs or symp-
toms [13]. Finally, seemingly benign sinus bradycardia or AV junctional rhythm
may not be tolerated by patients with severely impaired right (RV) or LV diastolic
dysfunction (i.e. impaired RV and/or LV active and/or passive relaxation).

For tachycardias, the clinician should first determine whether the signs or
symptoms are due to tachycardia. If so, the 2000 Guidelines (likely, now being
updated) advise immediate cardioversion rather than a trial of antiarrhythmic
drugs [13]. Since today we are even more aware of the potential dangers of drugs
as primary antiarrhythmic therapy, an update of the existing guidelines will likely
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strongly re-emphasise the foregoing. If cardioversion is not indicated (e.g. ectopic
atrial tachycardia), then the Guidelines emphasise making a specific rhythm dia-
gnosis and identifying patients with impaired cardiac function (ejection fraction <
40%). Furthermore, they discourage the use of adenosine for determining the
origin of wide QRS tachycardias (i.e. ventricular aberration vs ectopy). Not only
does this unnecessarily expose patients to the unpleasant side effects of adenosine,
but also it may provoke worse arrhythmias, as well as destabilise heart rate and
blood pressure. Instead, more attention should be devoted to explicit diagnoses
within the scope of the clinician’s available resources.

Antiarrhythmic drugs and proarrhythmia

Proarrhythmia

Proarrhythmia is the provocation of new or worse arrhythmias by antiarrhythmic
drugs. All antiarrhythmics pose some proarrhythmia risk. This ranges from 1–2%
with amiodarone to 10% or higher with class IC antiarrhythmics (e.g. encainide,
flecainide—withdrawn from the market in the USA). Proarrhythmia may present
as torsades de pointes (TdP) (polymorphic ventricular tachycardia in association
with QT interval prolongation) or incessant monomorphic ventricular tachycardia
without QT prolongation. The latter is more commonly the mechanism for proar-
rhythmia in patients with structural heart disease and severe functional impair-
ment. Also, proarrhythmia is more likely in these patients.

Antiarrhythmics alter the EP properties of both normal and diseased myocar-
dium, usually favourably, to modify the triggers and/or substrates for tachyar-
rhythmias. Use of two or more antiarrhythmic drugs exponentially compounds the
proarrhythmia potential. Therefore, the ACLS Guidelines advise one and only one
antiarrhythmic drug per patient [13, 14].

Causes and management of the acquired long QT syndrome

As discussed above, QT prolongation predisposes to proarrhythmia as possibly fatal
TdP [15–17]. While long QT syndrome (LQTS) is often considered as congenital
(C-LQTS)oracquired(A-LQTS), it likely involvesagene–environmentinteraction[15].
‘Pure’ C-LQTS is rare, but carries a high risk of sudden death. Several forms are known
(LQT1, LQT2, LQT3), each with different clinical manifestations and outcomes, inclu-
dingfactorsthattriggerarrhythmiastocausesuddendeathorsyncope[15,16].Physical
activity triggers events in LQT1, auditory stimuli in LQT2, and rest or sleep in
LQT3. Each form involves mutations of genes encoding cardiac ion channels
involved in depolarisation (LQT3) or repolarisation (LQT1 and LQT2). While the
risk for cardiac events is significantly higher with LQT1 or LQT2, that for lethal
events is higher with LQT3. Finally, therecanbeincompletepenetranceofgenedefects
in C-LQTS [17]. Thus, family members of persons with C-LQTS may have gene
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mutations, but near normal QT intervals and no predisposition to lethal arrhythmias.
Drugs that prolong the QT interval and pose proven risk for TdP are listed in

Table 1. A more extensive listing, including drugs with lower risk, can be found at

Table 1. Drugs with potential to cause QT interval prolongation and torsades de pointes (TdP)

Drug Trade name(s) Clinical indication(s) Comments

(USA)

Amiodarone Cordarone Antiarrhythmic TDP risk low (<1–2%)
Pacerone

Arsenic trioxide Trisenox Anti-neoplastic, Unlikely
leukemia

Bepridil Vasocor Anti-anginal Females > males

Chloroquine Arelan Anti-malarial Unlikely
Clorpromazine Thorazine Anti-psychotic, Unlikely

schizophrenia, nausea,
anti-emetic

Cisapride Propulsid Prokinetic and reduces Females > males;
gastric secretions cisapride use is

restricted in the USA
Clarithromycin Biaxin Antibiotic TDP risk is high

(� 10%)
a

Disopyramide Norpace Antiarrhythmic (class I) Unlikely
Dofetilide Tikosyn Antiarrhythmic (class III) Unlikely
Dromperidone Motilium Antiemetic-antinauseant Unlikely
Droperidol Inapsine Unlikely Unlikely
Erythromycin Erythrosin, E.E.S. Antibiotic, prokinetc Unlikely

Halofantrine Halfan Antimalarial Females > males
Haloperidol Haldol Antipsychotic, agitation or Unlikely

schizophrenia

Ibutilide Covert Antiarrhythmic (class III) Females > males; TdP
risk high (� 10%

a
)

Levomethadyl Orlaam Opiate agonist, pain control, Unlikely
narcotic dependence

Mesoridazine Serentil Antipsychotic, Unlikely
schizophrenia

Methadone Dolophine Opiate agonist, pain control, Females > males
narcotic dependence

Pentamidine NebuPent Antimicrobial, pneumocystis Females > males
pneumonia

Pimozide Orap Antipsychotic/Tourette’s Females > males
Procainamide Pronestyl Antiarrhythmic (class IA) Unlikely
Sotolol Betapace Antiarrhythmic (class III)b Females > males

Sparfloxacin Zagam Antibiotic Unlikely
Thioridazine Mellaril Antipsychotic Unlikely
aHighest in patients with structural heart disease. Source: http://www.torsades.org.
(accessed 5/7/04).
b
Also has class II activity.
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http://www.torsades.org. With baseline QTc prolongation (men > 450 ms; wo-
men > 460 ms), but no interventricular conduction defects, one should avoid any
QT-prolonging medications (Table 1) [15]. Regarding QT-prolonging antiarrhyth-
mic drugs, TdP risk is highest for patients with structural heart disease within the
first few days of beginning therapy. For this reason, it is advised that such patients
be hospitalised to monitor for warning signs of TdP (QTc > 500–520 ms1) [15].

When exposed to QT-prolonging drugs or imbalance (e.g. hypokalaemia),
individuals without life-threatening QT prolongation may develop it with or
without TdP, or not develop it at all [15, 17]. Current evidence suggests that 5–10%
of persons in whom TdP develops on exposure to QT-prolonging drugs have gene
mutations associated with LQTS, and are viewed as having a subclinical form of the
congenital syndrome [17]. Another explanation is that common gene polymor-
phisms cause subtle variations in ion-channels generating cardiac action poten-
tials. These defects become apparent only when the person is exposed to drugs that
block K-channels (sotalol, ibutilide, dofetilide, amiodarone) or other stresses (e.g.
hypokalaemia or heart failure) [17]. Such variants may be frequent (~15% in some
populations) and vary among ethnic groups [17].

Predisposing factors for acquired QT prolongation (A-LQTS) and TdP are older
age, female sex, reduced LV ejection fraction, especially when the associated remo-
delling provides a substrate for TdP2. TdP management requires urgent suppressive
measures. Magnesium may suppress it, but it does not shorten the QT interval [16].
Increasing heart rate with atropine or isoproterenol, or preferably in a more con-
trolled fashion with temporary atrial or ventricular pacing, often suppresses TdP.
Fast pacing shortens action potential duration and the QT interval, thereby suppres-
sing early afterdepolarisations. Also, one must correct any electrolyte abnormalities
and remove QT-interval-prolonging drugs. Finally, K-channel openers (pinacidil,
cromakalim) may be useful in both C-LQTS and A-LQTS [18].

Selection of antiarrhythmic therapy: drugs vs devices

The case against drugs

Even IV antiarrhythmic drugs (AD) take some time to act. Also, they may have the
following potent effects on cardiovascular function: (1) depress systolic ventricular
function, 2) dilate the venous capacitance bed to reduce preload, (3) alter ventricu-
lar diastolic function, and (4) cause AV heart block or bradycardia. All AD block

____________________

1 There is no clear consensus on the degree of drug-induced QT prolongation that should require
discontinuation of a drug that prolongs the QT interval, although respondents to a survey [15] were
more likely to stop a QT-prolonging medication for a QT of 520 ms vs one of 500 ms.

2 TdP are likely initiated by early afterdepolarisations (EAD). EAD generate ‘triggered’ action
potentials (AP) [17]. Certain cells (e.g. Purkinje fibers, M cells) appear more likely to develop EAD on
exposure to drugs (Table 1). EAD in tissue vulnerable to reentry (i.e. heterogeneity in AP excitation and
duration) likely triggers reentry, the proximate cause for TdP.
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ion channels found in cardiac and vascular smooth muscle, and the central nervous
system. Chronic use may have other untoward effects (e.g. pulmonary fibrosis with
amiodarone, systemic lupus-erythematosus-like syndrome with procainamide).
Also, AD may interact with drugs that affect autonomic or neural function. Impor-
tantly, once an AD is given, there is no turning back. Finally, AD interactions with
abnormal myocardium can be complex, leading to inadequate arrhythmia control
or proarrhythmia [19]. However, having said this, there still is and always will be a
place for AD and other adjunct drug therapy in arrhythmia management (see
below).

The case for devices: pacing, cardioversion, and defibrillation

In contrast to drugs, pacing, cardioversion or defibrillation can be turned on or off
at will. Also, the needed energy can easily be titrated to effect, and the effects are
immediate. Given the widely recognised deficiencies of ADs, it is not surprising
that ‘electricity’ has assumed a more prominent place in the overall management
and prevention of arrhythmias [20, 21].

Concerning drugs or electricity for arrhythmia management, some generalisa-
tions can be made [6, 8–10, 19–22]. First, acute disadvantageous bradycardia,
regardless of origin or cause, is best treated with temporary pacing vs drugs to
accelerate the rate of sinus or lower pacemakers. Positive chronotropes may
provoke untoward tachycardia or arrhythmias or precipitate an acute coronary
syndrome. Also, chronic, symptomatic, disadvantageous bradycardia and lower
escape rhythms are indications for a permanent pacemaker [23]. Second, automatic
tachyarrhythmias are not amenable to cardioversion. Also, cardioversion will not
affect arrhythmia, accelerate it, or provoke far worse arrhythmias, even VF. Third,
if destabilising tachycardia is amenable to cardioversion, use it! However, consider
the use of drugs to prevent recurrences. Fourth, not all wide QRS tachycardia is
ventricular in origin. If destabilising, the origin does not much matter! Early
cardioversion or defibrillation is required [13, 14]. For example, pre-excited atrial
fibrillation (AFB) will probably cause severe impairment due to extremely fast
ventricular rates (250–300 beats/min). Both the haemodynamic effects and appea-
rance will be similar to those of polymorphic ventricular tachycardia (PMVT) or
VF. For preexcited AFB, PMVT and VF, treatment is the same: cardioversion (with
clearly defined R or S waves) or defibrillation (without clearly defined R or S waves).
Again, drugs are used to prevent recurrences. Fifth, drugs should not be used to
suppress isolated extrasystoles (whether of atrial, atrial with ventricular aberration,
or ventricular origin), unless they trigger recurrences of disadvantageous tachy-
cardia. Finally, often overlooked is the effect of physiologic imbalance to cause or
promote arrhythmias. It is necessary to identify and correct any such imbalance.
Not only may this be sufficient therapy alone, but also it will go a long way to prevent
recurrences and will facilitate more specific therapy.
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Amiodarone as adjunct drug therapy

Amiodarone has all four Vaughan-Williams class actions [14], but far lower proar-
rhythmia potential (2–4%) vs other antiarrhythmics (5 � 10%). IV amiodarone is
useful: (1) for ventricular rate control of rapid atrial arrhythmias with severely
impaired ventricular function when digitalis has proved ineffective, (2) for control
of haemodynamically stable wide-QRS complex tachycardia of uncertain origin,
(3) for control of potentially extremely rapid ventricular rates (250–300 beats/min)
with preexcited atrial tachyarrhythmias, and (4) as adjunct therapy to electrical
cardioversion of drug-refractory paroxysmal supraventricular tachycardia (SVT)
or reentrant atrial tachycardia, and for drug conversion of AFB or atrial flutter [2].
Concerning the latter, in 665 patients with persistent AFB and receiving anticoa-
gulants, amiodarone and sotalol were equally effective for converting AFB to sinus
rhythm [24]. However, amiodarone was superior for maintaining sinus rhythm.
The median times to recurrence of AFB were 487, 74 and 6 days for amiodarone,
sotalol, and placebo, respectively, based on intention to treat, and 808, 209, and 13
days, respectively, based on treatment received. Both drugs were superior to
placebo for converting AFB to sinus rhythm. For patients with ischaemic heart
disease (96 of 665), the median time to a recurrence of AFB was 569 (amiodarone)
vs 428 days (sotalol). Thus, both drugs had similar efficacy. Also, in patients with
persistent AFB (likely after failed electrical conversion), it appears that amiodarone
and sotalol are equally efficacious for converting AFB to sinus rhythm, although
amiodarone appears superior for maintaining sinus rhythm in patients without
ischaemic heart disease.

With severely impaired myocardial function, IV amiodarone is preferred to
other IV drugs for atrial and ventricular tachyarrhythmias due to greater efficacy
and less proarrhythmia [2]. Amiodarone is indicated after defibrillation, and
epinephrine or vasopressin for ventricular tachycardia or VF that persists [2,
25–30]. Also, amiodarone may suppress AV junctional tachycardia, especially in
children after open-heart surgery. However, removal of all inciting factors (e.g.
digitalis, catecholamines, or theophylline [14]) is also required. AV junctional
tachycardia (AVJT) is not terminated by electrical cardioversion. However, AVJT
can be overdriven with temporary atrial pacing (either direct or indirect transoeso-
phageal atrial3), with subsequent gradual weaning from pacing.

Other adjunct therapy

Most life-threatening arrhythmias occur in patients with severe heart disease that
has progressed to NYHA Class III or IV (AHA/ACC Stage C or D)4. Despite

____________________

3 Author: unpublished observations in patients after cardiopulmonary bypass or with myocardial
ischaemia.

4 NYHA (New York Heart Association) functional classification of heart failure (HF): Class I:
asymptomatic on ordinary physical activity, Class II: symptoms with usual exertion, Class III: symptoms
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convincing evidence that combined diuretics, angiotensin-converting enzyme in-
hibitors, b-blockers, and aldosterone antagonists (i.e. optimal drug therapy) can
reduce hospitalisations and mortality in patients with heart failure, such life-pro-
longing therapy continues to be underutilised [31].

Concluding remarks

When I began practicing medicine nearly 40 years ago, lidocaine followed by
cardioversion or defibrillation was conventional management for malignant ven-
tricular arrhythmias. Also, in patients with acute myocardial infarction, lidocaine
or procainamide were used as prophylaxis for recurrences of malignant ventricular
arrhythmias, and lidocaine for suppression of ventricular extrasystoles or non-sus-
tained VT (NSVT). The latter was due to the widely held belief (1960s and 1970s)
that ventricular extrasystoles (VES) were the harbingers for more dangerous ar-
rhythmias. This idea carried over into the 1980s, and was extended to use of Class
IC oral antiarrhythmic drugs (e.g. encainide, flecainide, moricizine) for chronic
suppression of frequent VES or NSVT in patients after acute myocardial infarction.
However, the unanticipated results of both CAST I [32] and CAST II [33]5, of actually
increased mortality from ventricular arrhythmias, cast a new light on the use of
antiarrhythmic drugs for secondary or primary arrhythmia prevention due to
increased risk for fatal proarrhythmic events. Extension of this practice to
anaesthesiology and critical care settings has never been tested in a properly
controlled, large prospective trial. However, given that the myocardial substrate
(often, ischaemic, dilated or hypertrophic cardiomyopathy) that is conducive to
VES or NSVT is affected by other drugs the patient may be receiving (including
anaesthetics) or co-existing physiologic imbalance, presumably the risk for proar-
rhythmia is increased in these settings as well. Thus, it is my firm belief that
electricity (mechanical) heart rhythm management is preferred to drugs, at least
as initial therapy. Then, after correction of any obvious imbalance, and when
indicated, drugs may be used cautiously to prevent recurrences.

____________________

with < ordinary exertion, and Class IV: symptoms at rest. The ACC/AHA (American College of
Cardiology/American Heart Association) emphasises the evolution and progression of HF: Stage A: high
risk for HF, but without evident structural heart disease (SHD); Stage B: with SHD, but without HF
symptoms; Stage C: with SHD and past or current symptoms of HF; Stage D: with end-stage SHD and
need for advanced therapy (i.e. positive inotropes, mechanical circulatory support, cardiac
transplantation, or hospice care).

5 CAST I and II: Cardiac Arrhythmia Suppression Trial
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Oesophageal pacing and cardioversion–defibrillation

J.L. ATLEE

Overview of the evolution of pacing, cardioversion, and defibrillation
technology

Indirect oesophageal cardiac pacing evolved from indirect (transcutaneous pacing)
and direct (thoracotomy epicardial; transvenous endocardial) approaches to car-
diac pacing [1]. Similarly, indirect oesophageal cardioversion and defibrillation
(CV and DF) were developed for definitive or ‘rescue’ CV and DF, with the latter
for failed transcutaneous CV or DF.

CV and DF differ. With CV, shocks are synchronised to electrocardiographic
(ECG) R or S waves, depending on the lead selected and whichever has a higher
amplitude. Generally, lower energies are required for CV. CV is effective against
reentry tachyarrhythmias with organised ventricular activity, while DF is used for
those without (Table 1). Ventricular activity may be considered organised if there
are distinct ventricular (QRS) complexes. If so, an ECG isoelectric interval will
separate the QRS complexes.

Table 1. Reentry tachyarrhythmias with organised or disorganised ventricular activity. SVT

Supraventricular tachycardia, SAN sinoatrial or sinus node, AVN atrioventricular (AV)
node, AP accessory AVN bypass pathway, ECG electrocardiogram, AFT or AFB atrial flutter
or atrial fibrillation, VT ventricular tachycardia, WPW Wolff-Parkinson-White syndrome

Organised ventricular activity Disorganised ventricular activity

(terminated by cardioversion
a
) (terminated by defibrillation

b
)

• Paroxysmal SVT (SAN, atrial, AVN, • AFT or AFB
c,d

or AP with AVN reentry) • Polymorphic VT (indistinct R or S waves)
• AFT (type 1 or 2)c,d

• AFB (except with WPWd) • Ventricular flutter
• Monomorphic and polymorphic VT • Ventricular fibrillation
(with distinct R or S waves)
a
Lower energy shocks that are synchronised with the R or S waves on the ECG

b
Higher energy shocks that are not synchronised to R or S waves, since these are indistinct

c
With type 1 AFT, the atrial rate is � 340 beats/min. With type 2 AFT, it is > 40 beats/min

dWith WPW, there may be 1:1 AV conduction with AFT or AFB, and ventricular rates may
exceed 250 beats/min (even > 300 beats/min). If so, R or S waves may be indistinct. If so,
lower energy, defibrillation shocks are used for termination
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Epicardial direct CV or DF, was pioneered in the 1950s. Epicardial electrodes
were used for pacing during and after cardiac surgery, and then in patients with
complete atrioventricular (AV) heart block. By the early 1960s, transcutaneous
indirect DF or CV had become available for the management of cardiac arrest in
hospitals, and shortly thereafter for elective conversion of atrial or ventricular
tachyarrhythmias with distinct ECG R or S waves. By the early 1970s, paramedics
used DF or CV in the out-of-hospital setting to terminate ventricular fibrillation
(VF) in cardiac arrest or ventricular tachycardia (VT) with cardiovascular col-
lapse. The pioneering work of Mirowski’s group at John Hopkins in 1980 [2] led
to clinical implantation of the first internal cardioverter-defibrillators in the early
1980s [3, 4].

The first lead systems used with implantable (internal) cardioverter-defibrilla-
tors (ICD) were epicardial. These required formal thoracotomy for implantation.
Next, transvenous endocardial leads were developed for CV or DF with ICD. Today,
except in infants and very small children, ICD lead systems are transvenous, and
deployed under radiographic guidance. By the late 1980s and early 1990s, transve-
nous (direct) and oesophageal (indirect) electrodes began to be used with cutaneous
patch (indirect) electrodes as rescue therapy for failed transcutaneous CV or DF.

Access, lead and electrode configuration, and pulse waveform polarity

The distinction between direct (epicardial or transvenous endocardial) and indi-
rect access (transcutaneous or oesophageal) for pacing or CV and DF is clinically
relevant. Direct pacing CV and DF are more efficient and reliable for pacing or
tachyarrhythmia termination. Furthermore, less energy is required due to lower
impedances with direct pacing. Yet, indirect oesophageal pacing CV and DF are
still more efficient than transcutaneous indirect pacing CV or DF. Because the
oesophagus is quite proximate to the left atrium and base of the left ventricle (Fig.
1), tissue impedance is lower than with transcutaneous pacing CV or DF. This
proximity also has implications for oesophageal echocardiography. Reputedly,
Cremer (1906) was the first to record an oesophageal ECG—in a human sword-
swallower. However, the first definitive work on the subject was that of WH Brown
in 1936. Brown was the first to describe the application of oesophageal ECG leads
for observing atrial T waves (Ta), bundle-branch block, and disorders of atrial
rhythm [5, 6]. The technique was further refined, especially bipolar oesophageal
ECG, by Brody and Copeland’s group in the 1950s [7, 8]. Highly amplified bipolar
oesophageal ECG P waves (Fig. 2) are invaluable for determining the origin of wide
QRS tachycardias, especially when distinguishing supraventricular tachycardia
(SVT) with ventricular aberration from ventricular tachycardia.

Electrodes vary by type (e.g. discreet bands or rings, coils, spring- or J-wires),
and leads by configuration. With unipolar configurations, the ICD and/or pacing
pulse generator serve as the anode, and electrodes as the cathode. With bipolar
configurations, electrodes are located within (endocardial) or on (epicardial) the
heart. When used for sensing, bipolar lead configurations are far less subject to
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Fig. 1. Left. Mediastinal sections from a frozen human cadaver at the closest approximation
of esophagus (Es) to the left atrium (LA, top) and left ventricular base (LV, bottom). A aorta,
RA/RV right atrium/ventricle. Right. Saggital section of head and thorax depicting a quadri-
polar oesophageal electrode catheter positioned for simultaneous atrial ECG or pacing and
ventricular ECG. Ventricular pacing is not feasible with electrodes configured as shown. The
LA and LV base are 0.5–1.0 cm and 1.5–3.0 cm from the oesophagus, respectively, when the
atrial electrodes (proximal electrode pair) are positioned at Pmax ( see Fig. 2)

Fig. 2. Surface ECG lead II (top) and bipolar oesophageal ECG (bottom) recorded at the
position of maximal amplitude P waves (Pmax), and 1 cm proximal and distal. Note that P
waves at Pmax have a higher amplitude than the QRS complexes. Such amplified P waves aid
in the diagnosis of wide QRS tachycardias, especially if P waves are nonapparent on surface
ECG
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detecting biologic or electromechanical interference (EMI). Also, less energy is
needed for pacing capture and/or shocks.

Finally, distinction is made between monophasic and biphasic shock wave-
forms for CV or DF. First- and second-generation ICDs, and most external cardio-
verter–defibrillators (ECDs) until the 1990s provided monophasic shock wave-
forms. The transition from monophasic to biphasic shocks occurred with the third
and subsequent generation ICDs. Furthermore, today, automatic ECDs provide
biphasic shock waveforms.

Evolution of oesophageal indirect pacing, cardioversion, and
defibrillation

Indirect oesophageal pacing and CV or DF have not enjoyed anywhere near the
technological evolution that has affected direct (invasive) endocardial or epicardial
pacing and CV-DF or ECDs. As noted above, the pioneering work in this field was
that of Brown in relation to oesophageal ECG in the 1930s [5, 6], and later that of
Body and Copeland in the late 1950s [7]. Burack and Furman first showed the
feasibility of oesophageal indirect atrial pacing in 1969 [8]. Andersen and Pless
extended on this work, including the development of electrodes for dual-chamber
pacing in 1983 [9, 10]. In the early 1990s, Atlee’s group developed and used an atrial
(indirect) pacing oesophageal stethoscope to treat bradycardia and overdrive
escape rhythms in anaesthetised patients [11–13]. Atlee and Bilof subsequently
modified the pacing oesophageal stethoscope for indirect ventricular pacing [14,
15]. Cohen first tested oesophageal DF in dogs [16], and then used it as rescue
therapy in patients in 1993 [17]. Oesophageal indirect atrial and ventricular pacing
require further technological refinements to make the technique an acceptable
alternative to transcutaneous or transvenous endocardial pacing. At first, high-
energy monophasic shock waveforms were used for oesophageal indirect CV or
DF. Today, in parallel with refinements to ICD and automatic ECD technology,
low-energy monophasic shock waveforms are used for oesophageal CV or DF.

Transoesophageal indirect atrial pacing for bradyarrhythmias

Sinus bradycardia and AV junctional or idioventricular escape rhythms were not
uncommon in anaesthetised patients prior to the early 1990s, when potent volatile
anaesthetic agents (i.e. halothane, enflurane, isoflurane, or methoxyflurane) or
high-dose, narcotic-based anaesthetic techniques (e.g. fentanyl and sufenta-
nil ± N2O and/or a volatile agent) were more commonly used. Often, sinus brady-
cardia and escape rhythms were treated with positive chronotropic drugs (e.g.
atropine, glycopyrrolate, ephedrine, isoproterenol, or dopamine) to increase the
sinus rate, especially outside of cardiovascular surgery. However, chronotropes
were notoriously unreliable for increasing sinus rate to (effectively) ‘overdrive’
escape rhythms. Indeed, chronotropes often only increased the rate of escape
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rhythms; for example, converting AV junctional rhythm to accelerated AV junc-
tional rhythm, or idioventricular rhythm to accelerated idioventricular rhythm.
Worse, chronotropic drugs occasionally provoked even more dangerous supraven-
tricular or ventricular tachyarrhythmias.

However, bradycardia and escape rhythms were anticipated prior to cardiopul-
monary bypass in cardiac surgical patients, or when patients had cardiac pathology
that required maintenance of a high cardiac rate (e.g. valvular insufficiency, heart
failure). In these patients, an A/V-pacing pulmonary artery catheter or transvenous
pacing electrodes were inserted prior to surgery. For prophylaxis of escape rhythms
or other arrhythmias after cardiopulmonary bypass, epicardial atrial and ventri-
cular pacing wires were placed by the surgeons.

The author became aware of the developments in transoesophageal pacing in
the mid-1980s [5–10]. This led to interest in the development of the pacing oeso-
phageal stethoscope as a preferred therapy for intraoperative bradycardia and
escape rhythms, especially outside of cardiac surgery [11–13]. At first, a quadripolar
electrode catheter (Tapcath, CardioCommand, Tampa, FL, USA) that was designed
for oesophageal ECG and stress transoesophageal atrial pacing (TAP) was attached
to a standard oesophageal stethoscope [11]. Then, a stethoscope with bipolar ring
electrodes (Tapscope, CardioCommand) was tested in patients [12]. Subsequently,
this device was used to treat sinus bradycardia and escape rhythms [13]. This work
confirmed our expectation that the haemodynamic benefit of TAP would be
greatest in patients with lower escape rhythms, due to the restoration of atrial
transport function. In none of our experience with TAP, were new arrhythmias
provoked by TAP. However, some other interesting observations were made:
1. Apparent failure to capture: Especially in patients receiving high-dose nar-

cotics, or high concentrations of enflurane or halothane (but less so with
isoflurane and sevoflurane or desflurane), it was not uncommon to see
non-capture beats with TAP rates set above 80 paced pulses/min (ppm). This
was also a problem in some patients receiving verapamil, diltiazem, or
b-blockers. It was soon obvious that this was not due to capture failure, but
rather to Wenckebach (type 1, 2) AV heart block. In fact, the stimulus or atrial
QRS interval gradually lengthened prior to dropped beats. In all probability,
AV nodal refractoriness was increased by drugs the patient was receiving prior
to surgery, and/or this was compounded or caused by opiates or potent volatile
anaesthetics.

2. Diaphragmatic pacing: In some patients, especially when TAP current was
increased to ³ 15 mA (2-ms pulse widths), phrenic nerve stimulation can lead
to diaphragmatic pacing at the selected pacing rate. However, since TAP
capture thresholds were much lower than this with Tapscope ‘I’ [7.3 ±0.3 mA
(SEM) and 8.5 ± 0.4 mA in males and females, respectively] [12], this was rarely
seen with the version of Tapscope that we developed and tested. However, since
occasionally the ring electrodes of Tapscope ‘I’ slipped along the stethoscope
barrel assembly, exposing the lead wire (with potential damage to the oesopha-
geal mucosa), a new design for Tapscope ‘II’, with fixed electrodes, was intro-
duced and is the version available today. However, the current for reliable TAP
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capture is higher with Tapscope ‘II’ (13–17 mA in our experience); thus, the risk
for phrenic nerve stimulation is also higher.

3. Overdrive pacing for escape rhythms: It soon became apparent that TAP was
useful for overdriving AV junctional escape rhythms [13], and also occasionally
for idioventricular rhythm in some patients before cardiopulmonary bypass
and/or the placement of epicardial pacing wires (unpublished observations).
In the author’s opinion, TAP is a preferred therapy for haemodynamically

disadvantageous bradycardia or escape rhythms in perioperative settings, as com-
pared to chronotropic drugs. With topical anaesthesia and light sedation, it is
tolerated by non-anaesthetised patients. However, except in surgeries likely to be
associated with disadvantageous bradycardia (e.g. carotid endarterectomy,
ophthalmologic surgery, intracranial surgery, and radical neck dissection), there
is less impetus for its use today due to a lower incidence of disadvantageous
intraoperative bradycardia and escape rhythms with contemporary anaesthetics
and techniques.

Transoesophageal indirect ventricular pacing for bradyarrhythmias or
asystole

Other than the work of Andersen and Pless [9, 10], and preliminary observations
by Atlee and Bilof [14, 15], there are no clinical reports of transoesophageal ventri-
cular pacing (TVP). TVP is more problematic due to the increased oesophago–left
ventricular (LV) distance (estimated to be 1.5–2.0 cm) vs the oesophago–left atrial
distance (estimated to be 0.5–1.0 cm). Due to this, TVP with Tapscope ‘I’ was
feasible in only one-third of subjects, and the only with a custom stimulator that
supplied up to 10-ms pulse widths and 100 mA of current [14]. One approach to
reduce the oesophago–LV distance has been to use inflatable balloon electrodes
that more nearly approximate the LV base [9, 10]. We tried yet another approach,
in which ‘point’ electrodes directed toward the LV base were projected using an
inflatable balloon [15]. TVP capture was observed in all 11 patients tested. However,
TVP thresholds were unacceptably high (22–77 mA) for 2-ms pulse widths. Whet-
her the difficulties with TVP can be resolved remains to be seen. But, for the
time-being, for transoesophageal pacing to be an acceptable alternative to more
invasive routes for pacing, or transcutaneous (ventricular) pacing, the capability
for low-energy TVP (� 15-mA, 2-ms pulse widths) and dual-chamber pacing must
be developed.

Transoesophageal atrial pacing stethoscope and transoesophageal
echocardiography

Hesselvik and Otega determined the effect of transoesophageal echocardiography
(TEE) probe insertion on TAP thresholds in 20 patients with an indwelling TAP
stethoscope [18]. They also examined whether the latter would affect the feasibility
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and image quality of TEE. After TEE placement, there was a average 5-mA increase
in TAP thresholds (from 19 to 24 mA). Loss of TAP capture during TEE manipula-
tion occurred in 15 patients, was transient in ten patients, but permanent in five.
Due to the TAP stethoscope, there were problems with manipulating the TEE probe
in ten patients. Also, there was poor TEE image quality in two patients while the
TAP stethoscope was present. After removal of the TAP stethoscope, image quality
improved.

Oesophageal indirect pacing, cardioversion, or defibrillation for
tachyarrhythmias

Electrophysiological considerations fundamental to the selection of therapy

Even with organised tachyarrhythmias (Table 1), QRS complexes may be narrow
(� 120 ms) or widened (� 120 ms). Also, the QRS complexes may appear uniform
(monophasic) or multiform (polyphasic). Furthermore, wide QRS tachycardias
may be supraventricular or ventricular in origin. If of supraventricular origin, the
tachycardia originates within or above the common (His) bundle. If of ventricular
origin, the QRS complexes will invariably be widened, unless the tachycardia
originates above the His bundle bifurcation or trifurcation1.

Thus, not all wide QRS beats with ectopic beats or tachycardias are of ventricular
origin. They may be due to ventricular aberration, which can be anatomic or
functional. If anatomic, it may be due to fixed right or left bundle-branch, or
intraventricular conduction block. However, if functional, the rate of SVT (cycle
length in ms) must exceed the functional refractory period (ms) of some portion
of the ventricular conduction system below the His bundle bifurcation or trifurca-
tion.

SVT has many possible sites of origin, including the sinoatrial (SA) node, the
atria, the atrial approaches, i.e. functionally distinct conduction pathways to the
AV node (AVN), and the AVN itself. Also, SVT (or VT) can have different cellular
electrophysiologic (EP) mechanisms (Table 2). Reentry is macroreentry if it invol-
ves a large anatomic circuit, such as the leading circle reentry around vena cava
orifices in type I atrial flutter, or the AVN with or without an accessory AV bypass
pathway (AP) in paroxysmal SVT. If microreentry is present, many small reentry
circuits (wavefronts) co-exist (i.e. atrial or ventricular fibrillation).

All of the above considerations affect the choice between CV and DF, and their
efficacy [19, 20]. Also, overdrive atrial or ventricular pacing is effective against some
tachyarrhythmias. For example, CV is not an effective therapy for automatic
tachycardias, such as ectopic atrial tachycardia (EAT), especially when digitalis

________________
1 The left and right bundle branches (LBB, RBB) commonly arise directly from the His bundle (i.e.

bifurcation), or there may be no distinct left bundle branch (LBB). Rather, the LBB anterior and
posterior fascicles arise from the His bundle along with the RBB (trifurcation). Or, the His bundle may
trifurcate into septal branch, LBB and RBB.
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toxicity is the cause. Further, CV or DF will not terminate AV junctional tachycardia
(AVJT) or idioventricular tachycardia (IVT). AVJT and IVT are rapid AV junctio-
nal or ventricular escape rhythms, and believed to be due to abnormal automat-
icity2. Their rate is often 70–110 beats/min, and rarely above 120–130 beats/min.
Either AVJT or IVT can be overdriven by atrial pacing, provided AV conduction is
intact, which it usually is. Similarly, EAT can be overdriven by rapid atrial pacing
while the proximate cause is corrected, and provided the required high rate of atrial
pacing is haemodynamically tolerated. After treatment of the cause for EAT, pacing
is gradually slowed and then stopped. Often, sinus rhythm resumes with the
termination of pacing. Finally, programmed trains of rapid atrial or ventricular
pacing stimulation (antitachycardia pacing, ATP) are used in most contemporary

________________
2 Automaticity arising in cells with a reduced transmembrane potential. This type of automaticity

usually occurs in the setting of myocardial ischaemia or reperfusion injury.

Table 2. Likely electrophysiological mechanisms for common clinical supraventricular and
ventricular brady- or tachyarrhythmias that impact on the efficacy of cardioversion, defi-
brillation and antibradycardia or antitachycardia pacing therapies

a
. AV Atrioventricular,

VT ventricular tachycardia, SVT supraventricular tachycardia, AVN AV node, AP accessory
AV conduction pathway, EAD early afterdepolarisations, DAD delayed afterdepolarisations.

Automatic (normal or abnormal automaticity)
b

• AV junctional rhythm (= 70 beats/min) and tachycardia
• Idioventricular rhythm (= 60 beats/min) and tachycardia
• Ectopic atrial tachycardia (uniform or multiform), especially in association with chronic
pulmonary disease, pulmonary hypertension, and chronic ethanol abuse
• Some focal ventricular tachycardia (e.g. right ventricular outflow tract tachycardia)
Triggered from early or delayed afterdepolarisations (EAD, DAD)
• EAD: Polymorphic VT with congenital or acquired QT-interval prolongation (i.e.
Torsades de Pointes)
• DAD: Ectopic atrial or AV junctional tachycardia with digitalis toxicity

Macroreentry (involves a fixed anatomical circuit)
• Paroxysmal SVT due to AVN reentry, or reentry involving the AVN and an AP
• VT (monomorphic or polymorphic) in patients with coronary heart disease and: (1)
acute coronary syndromes, or (2) healed myocardial infarction
• Atrial flutter (reentry circuit around the vena cava orifices)
• Bundle-branch reentry VT

Microreentry (depends on functional electrophysiological differences at the myocardial
cellular or tissue level)
• Atrial fibrillation—likely, the sustaining mechanism; however, often triggered from
ectopic foci located at the pulmonary vein orifices
• Ventricular fibrillation—again, the most plausible sustaining mechanism. It could be
triggered by ectopic beats be consequent to sustained VT � ‘micro’-electrophysiological
changes
aListed are only the best known examples. Other brady- or tachyarrhythmias may be due
to the listed mechanisms
b
Automaticity arising from partially depolarised (even working) myocardial fibres, and

brought about by loss of cellular transmembrane potential
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ICDs as initial therapy for SVT or VT and to reduce the need for painful shocks.
ATP sequences are programmed at the time of ICD implantation during EP studies.
ATP effectively terminates most reentrant SVT and 90% or more of VT [20].

Oesophageal antitachycardia pacing

Volkmann et al. [21] used rapid TAP or TVP to terminate various tachyarrhythmias
in 233 patients. Atrial flutter (mostly type I AFT; flutter rate � 340 beats/min) was
terminated in 136 of 162 patients. In 75 patients, AFT converted to sinus rhythm. In
another 61 patients, atrial fibrillation (AFB) was induced. In the remaining 26, AFT
persisted. However, conversion to AFB is not necessarily a bad early result, because
rate control is easier with AFB than with AFT [19]. However, due to the increased
risk for stroke caused by cerebral thromboembolism, persistent AFB is often
electively cardioverted, especially when of recent onset. TAP appeared less effective
against type II AFT (flutter rate > 340 beats/min). Volkmann’s group also interrup-
ted ectopic atrial tachycardias in 17 of 31 patients, converting 11 to sinus rhythm,
and another six to AFT. Finally, rapid TAP was also used against SVT due to AVN
reentry or AV reciprocation (the reentry circuit includes both the AVN and an AP).
SVT was converted to sinus rhythm in 58 patients and to AFB in four. One patient
failed to convert with TAP. With TVP, Volkmann et al. were also able to terminate
VT in 10 of 15 patients. They concluded that the success of transoesophageal pacing
for terminating SVT or VT was influenced both by the pacing cycle length (rate)
and type of tachyarrhythmia (e.g. type I vs II AFT).

Long-duration pulse widths (e.g. 10 ms) and high current (> 15–20 mA) had
been used to pace terminate AFT. However, such high current and long stimulus
durations can cause severe chest pain (similar to ‘pulsating’ heart burn3). There-
fore, Ajisaki et al. investigated the effect of low-output (� 15 mA), short-duration
(10 pulses over � 4 s) TAP burst pacing at paced cycle lengths 20 ms shorter than
that of AFT wavelength in 31 patients with AFT [22]. Sixteen patients (52%)
converted to sinus rhythm, and 12 (38%) to AFB. TAP was ineffective in three
patients. Patients who converted to sinus rhythm had significantly longer AFT cycle
lengths than those who did not (248 vs 221 ms). No patients had complications
related to TAP burst pacing or complained of chest pain.

Several groups have investigated the efficacy of oral or IV propafenone to
facilitate elective TAP conversion of type I or II AFT. In contrast to type I AFT
(leading circle reentry around the caval orifices with an excitable gap), type II AFT
usually cannot be interrupted by rapid atrial pacing. The mechanism for type II AFT
is believed to be leading circle atrial macroreentry (vs microreentry with AFB), but
without an excitable gap. In one small observational trial, 15 patients were randomi-
sed to oral propafenone (600 mg) prior to TAP CV, while another 15 patients
received no drug [23]. TAP was significantly more effective for interrupting type I
AFT after propafenone (13/15) than without the drug (8/15). A significant lengthening

________________
3 Based on the author’s experience as a participant in a volunteer study of TAP pain thresholds.
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of the AFT cycle length was observed in patients receiving propafenone prior to
termination of AFT. The investigators concluded that the slowing effect of propafe-
none on intraatrial conduction and its possible stabilising effect on the AFT reentry
circuit were outweighed by a positive effect (lengthening) on the excitable gap of the
reentry circuit, thereby facilitating atrial capture with TAP during AFT. In another
small observational trial, out of 50 patients with type I AFT in whom termination of
AFT with TAP was unsuccessful, 25 were randomised to undergo repeat TAP after
receiving IV propafenone, while the other 25 received placebo [24]. After propafe-
none or placebo, TAP converted 36% or 4% of AFT (P = 0.005), suggesting that
propafenone increases the success of failed TAP for conversion of type I AFT.

As earlier noted, type II AFT, cannot usually be interrupted by atrial pacing
because there is no excitable gap. In another observational trial, Doni et al. investi-
gated whether oral propafenone (600 mg) had a beneficial effect on TAP conver-
sion of type II AFT in 12 patients [25]. Propafenone primarily increases atrial
conduction velocity. Half of the patients were randomised to propafenone, and the
others to placebo. Sinus rhythm was restored with TAP in 4 of 6 patients after
propafenone, but in none without (P � 0.05). Propafenone lengthened the mean
cycle length of type II AFT by about 45 ms. The authors speculated that propafe-
none facilitated conversion of type II AFT by converting it to type I AFT, thereby
providing an excitable gap.

Oesophageal atrial stress pacing and electrophysiological testing

Atrial stress pacing

Atar’s group investigated the feasibility and accuracy of bedside transoesophageal
pacing stress echocardiography (PASE) in patients with new-onset chest pain or
unstable angina, after acute myocardial infarction had been excluded [26, 27]. In
the first study, PASE was correlated with myocardial stress scintigraphy in 70
patients within 24 h of bedside PASE [26]. In the second study, PASE was validated
in 54 consecutive patients by coronary angiography within 24 h of bedside PASE
[27]. In the first study [26], PASE and myocardial perfusion stress scintigraphy
correlated well for identification or exclusion of myocardial ischaemia in 90% of
patients. Also, the extent of inducible ischaemia by vascular territories correlated
with stress scintigraphy in 74% of patients. Both findings were highly significant.
In the second study [27], the sensitivity of PASE for identifying patients with
significant coronary artery disease (CAD) vs coronary angiography was 95%,
specificity was 87%, and accuracy was 92%. Moreover, the extent of significant CAD
(single- or multivessel was highly concordant with coronary angiography (kap-
pa = 0.73, P <0.001). Finally, bedside PASE testing was well tolerated, with the
average test (including echocardiographic image interpretation) lasting
38 ± 6 min. Thus, PASE appears to be accurate and sensitive for identifying indu-
cible myocardial ischaemia or significant CAD in patients with new-onset chest
pain or unstable angina.
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EP testing

Kesek et al. used TAP and oesophageal atrial and surface ECG recording for cardiac
EP testing as a screening procedure for evaluation of suspected SVT in 128 patients
(group 1) [28]. Group 2 consisted of 77 routine follow-up investigations performed
3–5 months after radiofrequency catheter ablation of SVT. Clinical inductions for
the study were, palpitations (n = 49), paroxysmal narrow QRS tachycardia (n = 38),
AFT or AFB (n = 15), wide QRS tachycardia (n = 5), evaluation of preexcitation on
resting ECG (n = 20), or presyncope (n = 1). The investigations were carried out as
outpatient procedures with patients in a fasting, non-sedated state with a secured
IV line. All antiarrhythmic drugs were discontinued five half-times before oeso-
phageal EP testing. Induced tachycardias were analysed for QRS width, and the R–R
and V–A and intervals, and were terminated by overdrive TAP. A bipolar electrode
catheter (Medtronic 6992) with an Arzco 7A stimulator attached to a Medtronic
5328 stimulator was used for TAP. The catheter was positioned to obtain a maximal
amplitude, bipolar atrial deflection (i.e. ‘Pmax,’ Fig. 2). TAP thresholds were deter-
mined with 10-ms pulse widths. Drug provocation (IV isoproterenol + atropine)
was used in group 1 patients with symptomatic arrhythmias, but not in asympto-
matic patients of group 2. The endpoint for a successful procedure was either an
induced tachycardia consistent with the reported symptoms or completion of the
protocol. An interrupted procedure in which some diagnostic information could
be obtained for at least one pacing moment was defined as partially successful. A
procedure interrupted before completion of the first pacing moment was classified
as unsuccessful. Of the 205 procedures analysed, 193 (94%) were successful and
seven (3%) were partially successful. The limiting factor was patient discomfort in
four investigations, induction of AFB in two, and TAP threshold elevation in one.
Five procedures were unsuccessful due to uncontrolled vomiting (3 patients) and
to failure to obtain capture (2 patients). The mean TAP threshold was 12.6 ± 3.1 mA.
The sensitivity and specificity of the TAP EP protocol for group 1 and 2 patients
was 74 and 90%, respectively. This compares favourably to other non-invasive
methods used in cardiology, such as myocardial stress imaging methods for ischae-
mic heart disease prior to coronary angiography.

TAP was also used to document arrhythmias in 67 infants and children age
2 months to 16 years who had palpitations or symptoms suggesting tachyarrhyth-
mias, but no documented cardiac arrhythmias [29]. TAP induced various tachyar-
rhythmias in 47 of 67 (70%) patients with suspected tachyarrhythmias. In ten
patients, tachycardia was induced during infusion of isoproterenol. Tachycardia
was induced in 14 of 15 patients � 6-years-old, and in 33 of 52 patients � 6-years-
old. Of the induced tachycardias, 25 of 47 were AV reciprocating tachycardia (i.e.
reentry involving the AVN and an AP), 16 were AVN reentry, and six were idio-
pathic LV tachycardia. Both TAP and invasive EP studies were performed in ten
patients. Except for one patient, mechanisms for induced tachycardia were identi-
cal with both methods.
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Transoesophageal cardioversion

Monophasic shocks

McKeown’s group tested transoesophageal cardioversion (TOECV) as therapy for
SVT, AFT, AFB, or VT. For TOECV, a quadripolar oesophageal electrode was
coupled to a cutaneous electrode at the cardiac apex [30]. TOECV was performed
131 times in 105 patients. Of the tachyarrhythmia episodes, 109 were AFB, 16 were
AFT, two were SVT, and four were VT. The mean predicted TOECV impedance
(± SEM) of 52.6 ± 1.1 W was significantly lower than the mean predicted transtho-
racic impedance (63.1 ± 1.6 W). Of the 88 patients presenting with AFB as the initial
rhythm disturbance, TOECV was successful in 70 (79.5%). Maximal delivered
transoesophageal energy (monophasic shocks) was 100 J in 84 patients and 200 J
in four patients. TOECV required a mean delivered energy of 63.1 ± 4.2 J and a mean
peak current of 20.3 ± 0.6A. Transthoracic countershock (maximal delivered ener-
gy of 360 J) was used in 17 of 18 patients when the TOECV was unsuccessful. This
was successful in ten of 17 patients. While TOECV did not convert all episodes of
AFB, all episodes of AFT, SVT, and VT were successfully terminated with TOECV.

Subsequently, McKeown’s group used the previously described TOECV elec-
trode system for countershock of atrial and ventricular tachyarrhythmias, with
special regard to the measurement of transoesophageal and transthoracic impe-
dances, and their association with anthropometric variables [31]. TOECV was
attempted for 131 episodes of tachyarrhythmias in 105 patients, including 109
episodes of AFB. The TOECV system was also used in cardiac electrophysiologic
(EP) testing for 29 patients with ventricular tachyarrhythmias. Both transoesopha-
geal and transthoracic impedances were estimated during passage of a high-fre-
quency, low-amplitude current between the cutaneous and oesophageal electrodes.
These estimates were associated with anthropomorphic measurements using li-
near regression. In the patients with attempted TOECV, the estimated mean
transoesophageal impedance (52.6 ± 1.7 W) was significantly lower than the estima-
ted mean transthoracic impedance (63.1 ± 16.4 W). For all patients, transoesopha-
geal and transthoracic impedances were significantly associated with patient
weight, body-mass index, and chest-wall circumference. Thus, the TOECV electro-
de system results in lower impedance values for monophasic CV waveforms vs
conventional transthoracic placement. However, since oesophageal electrodes are
referenced to a cutaneous electrode for TOECV, it is not surprising that both
transcutaneous CV and TOECV impedances depend on anthropomorphic factors.

Low-energy internal (intracardiac) CV (ICV) is considered the elective alterna-
tive method for acute restoration of sinus rhythm when transcutaneous CV (TCCV)
fails or is contraindicated. TOECV is yet a another alternative method for CV and
obviates the potential complications of low-energy ICV that requires transvenous
insertion of intracardiac electrodes. Zardo et al. prospectively evaluated the acute
efficacy, and patient acceptance and preference among ICV, TOECV, and TCCV in
30 patients with persistent AFB [32]. Apparently, biphasic shocks were used for all
types of CV. Sinus rhythm was acutely restored in 29 patients, but persisted in only
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12 of these after 1 month, despite drug prophylaxis. Discomfort induced by electri-
cal shocks was minimal or mild in 40 patients. TOECV was usually preferred by
patients who had previously been submitted to TCCV or ICV. No complications
were reported with any of the above methods for CV.

Biphasic shocks

The feasibility of combined TEE and TOECV was examined in 26 patients by
Scholten et al. [33]. A custom TEE-TOECV probe and biphasic shocks were used.
TOECV for AFB employed a step-up protocol (20J � 30–50 J). The presence of
spontaneous echo contrast was scored, and the cumulative energy to restore sinus
rhythm was calculated. Patient discomfort was scaled. Sinus rhythm was restored
in 24/26 (92%) of patients with a mean cumulative energy of 42.3 J. Sixteen of 26
patients converted with 20-J shocks. However, six of these had early recurrence of
AFB. Left atrial (LA) appendage velocity was significantly reduced after TOECV.
Thus, the use of a combined TEE/TOECV probe allows effective CV with low energy
levels, is well-tolerated, and allows assessment of haemodynamics before and after
CV. The authors concluded that early CV, after exclusion of LA thrombus, was
time-saving and cost-effective. More recently, Kronzon et al. published on the
technical aspects of combined TEE-TOECV probe construction, its use, and the
prospects for future practice [34].

Oesophageal defibrillation

Ventricular fibrillation that fails to respond to transthoracic (transcutaneous–TC)
DF leaves the clinician with few alternatives. Cohen et al. developed a transoeso-
phageal technique for rescue DF (TOEDF) and tested it in anaesthetised dogs
weighing 20–30 kg [16]. Two electrodes (surface area 300 mm2) were mounted 8 cm
apart on an oesophageal probe and positioned 40 cm from the mouth. Alternating
current was used to induce VF. TOEDF was between the distal oesophageal (anode)
and anterior cutaneous electrodes (cathode). After 15 s of VF, TOEDF and TC DF
thresholds (DFT—monophasic shocks) were determined in random order. TOEDF
DFT (90 ± 15 J) were lower than TC DFT (115 ± 30 J), although this was not statisti-
cally significant. One dog was not defibrillated by TC DF, but responded to TOEDF.

This same group tested several innovative techniques as ‘rescue’ DF for VF
refractory to conventional TC DF in 15 patients in a variety of hospital settings
between 1986 and 1992 [17]. The selected patients had failed � two, TC high-energy,
monophasic shocks. The rescue techniques included intracardiac DF (RV catheter
electrode to posterior cutaneous patch electrode) in nine patients during EP testing.
Emergency simultaneous transthoracic and epicardial DF was performed with
standard paddles placed over the thorax and in contact with epicardial patch or
pacing lead connectors in two patients in the operating room who underwent ICD
placement and had failed standard rescue DF. All ‘rescue’ DF was with monophasic
shocks, and was successful in all patients. TOEDF–monophasic shocks was perfor-
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med in four patients in the emergency room after 50 min of cardiac arrest due to
refractory VF in-the-field. TOEDF successfully terminated VF in each patient.

Conclusions

The oesophagus provides alternative non-invasive access for pacing, CV and DF,
compared to the more conventional transcutaneous (TC) pacing, CV or DF. Also,
it is less invasive than direct epicardial or transvenous endocardial pacing, CV or
DF. There were no reports of oesophageal DF with biphasic shock waveforms at the
time of this writing (July 2005). But, energy requirements for TOEDF should be
lower than with monophasic-shock waveforms, as has been reported with TOECV.
Over the next two to three decades, the oesophagus will most likely become the
preferred non-invasive site for most initial in- and out-of-hospital, critical patient
monitoring and pacing, CV and DF. Why? Because the oesophagus is easily acces-
sed by non-physician first responders and healthcare providers. Also, therapeutic
efficacy and quality of patient informatics will likely exceed that of the more
traditional approaches.
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Thrombolysis during cardiopulmonary resuscitation

F. SPÖHR, B.W. BÖTTIGER

Cardiac arrest has been associated with a very poor prognosis. Only 15–37% of
patients suffering in-hospital cardiac arrest are expected to leave the hospital alive,
and only 5–14% of patients can be discharged from hospital after an out-of-hospital
cardiac arrest [1–3]. Due to the lack of specific therapeutic strategies shown to
improve the outcome of patients requiring cardiopulmonary resuscitation (CPR)
after sudden cardiac arrest [4, 5], the prognosis of these patients has hardly
improved during the last 20 years [6].

In more than 70% of patients, cardiac arrest is caused by acute myocardial
infarction (AMI) or massive pulmonary embolism (PE) [7, 8]. Systemic thromboly-
sis is widely used in the treatment of patients suffering from AMI or PE occurring
with haemodynamic instability [9]. However, the danger of causing life-threaten-
ing bleeding complications has been a major drawback for using thrombolytic
drugs during CPR. Prolonged or traumatic CPR has been regarded as a relative
contraindication for thrombolytic treatment [10, 11]. Although this recommenda-
tion was never based sufficiently on clinical data [12], a high incidence of fatal
bleeding complications may theoretically outweigh the potential therapeutic bene-
fit of thrombolysis during CPR.

This article will briefly review the theoretical and experimental background and
then focus on clinical data and studies on thrombolytic therapy during CPR. In the
light of the currently available data, the safety of this treatment will be discussed.

Mechanisms of action

There are at least two mechanisms that contribute to the effect of thrombolytics
during CPR. The most intuitive mechanism of thrombolytic agents administered
during CPR is direct thrombolysis at the site of coronary or pulmonary occlusion.
Therefore, these agents treat the cause of cardiac arrest, specifically very early after
AMI or PE has caused cardiac arrest. In addition, thrombolysis is suggested to
improve microcirculatory reperfusion after cardiac arrest. This second mechanism
of action may be of particular importance for cerebral reperfusion. Microcircula-
tory reperfusion failure, also referred to as the ‘no-reflow’ phenomenon, is com-
mon after cardiac arrest and represents one of the most important causes for
cerebral dysfunction. Cerebral no-reflow is a regional phenomenon that can occur
despite sufficient systemic reperfusion conditions. It may be caused by leu-
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cocyte–endothelial interactions and coagulation activation following cardiac arrest
[13, 14]. Thrombolytics have been shown to reduce the cerebral no-reflow effect—si-
gnificantly in the brain of cats after cardiac arrest of 15 min [14]. In patients after
cardiac arrest, an imbalance of the blood coagulation system may be responsible for
the failure of cerebral microcirculation during reperfusion. A marked activation of
blood coagulation was found 8–48 h after return of spontaneous circulation (ROSC)
in patients after out-of-hospital resuscitation. In contrast, in most patients, the
plasma levels of d-dimer, an indicator of endogenous fibrinolytic activity, were not
markedly increased during CPR [15]. Massive fibrin generation with consecutive
impairment of fibrinolysis during and after CPR in patients whosuffered out-of-hos-
pital cardiac arrest was reported in another study [16]. Therefore, it has been
concluded that, in patients after cardiac arrest, a marked activation of blood coagu-
lation was not counterbalanced by an appropriate activation of endogenous fibri-
nolysis [15]. The exceptionally good neurological outcomes of patients receiving
thrombolytic treatment even during prolonged CPR [17] are most likely the result
of both the direct actions of thrombolytics on coronary thrombosis or pulmonary
emboli and the effect of thrombolytics on microcirculatory reperfusion. Although
the attenuation of microcirculatory failure after cardiac arrest by thrombolytics is
clinically most evident for the brain, it is probably not limited to cerebral perfusion
and is likely to occur also in other organs (kidneys, intestine, etc.).

In-hospital studies

More than 30 years ago, a German anaesthesiologist reported the first case of
thrombolysis during CPR in a patient with fulminant postoperative PE [18]. Since
then, many other case reports have been published, most of them demonstrating
an exceptionally high rate of ROSC after unsuccessful conventional treatment.
Interestingly, the case reports included a surprising number of neurologically
intact survivors even after prolonged CPR. Although the exceptional outcome
results of these reports may, in part, be attributed to a selection bias in publication
(i.e. the bias to publish positive rather than negative results), the success of
thrombolysis during CPR as a therapy option of last resort was exceptionally high.
These case reports have been reviewed in detail before [19, 20].

The results of the studies on in-hospital thrombolysis during CPR are shown in
Table 1. A small prospective study comprising 20 patients requiring CPR after
massive PE was presented by Köhle et al. in 1984 [21]. In these patients, PE was
diagnosed by pulmonary angiography, and streptokinase was administered locally
by pulmonary angiography catheter. ROSC was achieved in 11 patients (55%). In
another prospective study, 28 patients suffering from AMI were administered
thrombolytic drugs during resuscitation. Nine patients were stabilised primarily,
three of them were long-term survivors [22]. Kürkciyan and coworkers presented
a retrospective study with 21 patients suffering cardiac arrest after massive PE who
were given a bolus dose of recombinant tissue plasminogen activator (alteplase,
rt-PA) during CPR. They compared this group to 21 patients receiving conventio-
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nal resuscitation [23]. Nine conventionally treated patients showed ROSC, whereas
17 patients of the thrombolysis group could be stabilised primarily (P < 0.05).
However, the number of survivors was generally low and not significantly different
in both groups. In an uncontrolled prospective multicentre observational trial,
tenecteplase was administered to patients who had been unresponsive to conven-
tional resuscitation efforts. Thirty patients with pre-hospital (83%) and in-hospital
(17%) cardiac arrest were included. Of these patients, 30% had ROSC, 17% were
admitted to the intensive care unit, 10% survived 24 h, and 7% were discharged
from hospital. Again, all survivors had a good neurological outcomes [24].

Table 1. Thrombolysis during cardiopulmonary resuscitation (CPR): in-hospital studies.
AMI Acute myocardial infarction, n.r. not reported, PE pulmonary embolism, rt-PA recom-
binant tissue plasminogen activator (alteplase), SK streptokinase, TNK tenecteplase, UK

urokinase

Reference Study Underlying Number Thrombolytic CPR-related Number of

type disease of patients agent bleeding survivors

Köhle Prospective PE 020 SK - 11
1984 [21]
Scholz Retrospective PE 009 SK/UK/rt-PA Pectoral/sternal 5
1990 [37] haemorrhage,

liver laceration
Gramann Prospective AMI 028 SK/rt-PA Pericardial/sternal 3
1991 [22] haemorrhage (4)
Scholz Retrospective AMI 006 SK/UK/rt-PA - 3
1992 [38]
Kürkciyan Retrospective PE 021 rt-PA Two liver 2
2000 [23] ruptures,

mediastinal
bleeding

Kleiner Prospective n.r. 030 TNK - 2
2003 [24]
Fatovich Randomised, n.r. 019 TNK - 1
2004 [25] placebo-

controlled
Total 133 9 (6.7%) 27 (20.3%)

The most recent clinical study on thrombolysis during CPR in an in-hospital
setting was a small, prospective, randomised, double-blind, placebo-controlled
pilot study [25]. Patients were enrolled after they had had a prolonged resuscitation
following an out-of-hospital cardiac arrest. No drugs were given outside the hospi-
tal, and the first drug patients received in the emergency department (about 40 min
after cardiac arrest) was tenecteplase or placebo. Patients treated with tenecteplase
more often achieved ROSC compared to the control group (42% vs 6%). However,
there were no differences in survival between the tenecteplase and placebo group
at hospital discharge. Unfortunately, the study had to be stopped after 35 patients
due to funding difficulties and therefore, was not powered to show a significant
difference in outcome.

In conclusion, current in-hospital clinical studies show an improved rate of
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ROSC in patients receiving thrombolysis during cardiac arrest after AMI or massive
PE. In addition, they suggest an improved long-term survival (20.3%, see Table 1)
compared to patients receiving standard in-hospital treatment (approximately 15%
survivors [1, 26]).

Out-of-hospital studies

A large number of patients suffer cardiac arrests outside the hospital; unfortu-
nately, the outcome of these patients is even more unfavourable than in the
in-hospital setting [2]. Table 2 summarises the out-of-hospital studies on throm-
bolysis during CPR. The first study of out-of-hospital cardiac arrest patients was
performed in 1995 by Klefisch and coworkers, who administered streptokinase
during CPR as ‘rescue thrombolysis’ to 34 patients with suspected AMI or massive
PE. Five patients, all presenting with ventricular fibrillation refractory to conven-
tional resuscitation, survived, three of them without neurological deficit [27]. The
first controlled, prospective study on thrombolysis during CPR was performed in
our department [28]. Ninety patients were enrolled, 50 of whom received standard
advanced cardiac life support, and 40 who were administered alteplase during CPR
after resuscitation had been unsuccessful for more than 15 min. In the thrombolysis
group, ROSC was achieved significantly more often (68% vs 44%) and more
patients were admitted to hospital (58% vs 30%) than in the control group. At
hospital discharge, there was a trend towards better survival in the thrombolysis
group (15% vs 8%) that was not statistically significant due to the relatively small
number of patients. Almost at the same time, these results were confirmed by a
retrospective study with 108 out-of-hospital patients that were administered alte-
plase during CPR. Compared to 216 conventionally resuscitated patients using a

Table 2. Thrombolysis during CPR. Out-of-hospital studies. CPR Cardiopulmonary resusci-
tation, rt-PA recombinant tissue plasminogen activator (alteplase), SK streptokinase

Reference Study Number Thrombolytic CPR-related Number of

type of patients agent bleeding survivors

Klefisch Prospective 34 SK Haemothorax 5
1995 [27]
Böttiger Prospective, 40 rt-PA - 6
2001 [28] controlled
Lederer Retrospective, 108 rt-PA Two pericardial 27
2001 [29] controlled tamponades, one

haemothorax
Abu-Laban Prospective, 117 rt-PA One pulmonary 1
2002 [30] randomised, haemorrhage,

controlled one major
haemorrhage
(not clearly
specified)

Total 299 6 (2.0%) 39 (13.0%)
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‘matched-pairs’ analysis, both short- and long-term survival were improved in the
thrombolysis group. ROSC occurred in 70.4% treated with alteplase (vs 51.0% in
the control group), and 25.0% of patients who were administered thrombolytic
treatment survived to discharge (vs 15.3% in the control group) [29]. In contrast to
these studies, the first randomised, double-blind, placebo-controlled trial on out-
of-hospital thrombolysis during cardiac arrest did not show a benefit of throm-
bolytic treatment on survival [30]. This study, however, focused on patients with
pulseless electrical activity of the heart, and in more than one third of patients,
collapse was not witnessed. Since no patient in the control group survived, the study
was underpowered to detect a difference in outcome of patients with an extraordi-
nary poor prognosis. Therefore, the data are difficult to interpret. The study has
been criticised for its substantial methodological problems [31].

In conclusion, data from out-of-hospital studies suggest a beneficial effect of
thrombolysis on outcome and potentially also on neurological performance of
survivors.

The TROICA study

As outlined above, despite a number of positive clinical trials on thrombolysis
during cardiac arrest in an in-hospital and out-of-hospital setting, no study has
been powered to answer the question whether thrombolytic therapy can generally
improve the poor prognosis of patients suffering sudden cardiac arrest. Therefore,
a large international multicentre study on thrombolysis during CPR after pre-hos-
pital cardiac arrest was designed. The Thrombolysis in Cardiac Arrest (TROICA)
study is a randomised, double-blind, placebo-controlled trial comprising approxi-
mately 1300 patients suffering pre-hospital cardiac arrest of presumed cardiac
origin. Patients either receive tenecteplase or placebo during resuscitation after the
first vasopressor. Patients can be enrolled if either basic life support had started
within 10 min of onset of cardiac arrest and had been performed up to 10 min, or
if advanced life support is started within 10 min of onset of cardiac arrest. Patients
must be at least 18-years-old and presenting with ventricular fibrillation, pulseless
ventricular tachycardia, or pulseless electrical activity. Primary endpoints are the
survival rate after 30 days and at hospital admission. Important secondary end-
points are ROSC, survival after 24 h, and neurological outcome. Bleeding compli-
cations will be monitored closely and evaluated as safety endpoints [32]. The results
of the TROICA study are expected in 2006.

Risks of thrombolytic therapy during CPR

Thrombolytic therapy is associated with several risks, most importantly intracra-
nial haemorrhage and systemic haemorrhage. Immunologic complications, hypo-
tension, and reperfusion injury have also been described [33] but play a less
important role in the setting of cardiac arrest. As recent international recommen-

Thrombolysis during cardiopulmonary resuscitation 251



dations still regard ‘prolonged’ or ‘traumatic’ CPR as a contraindication for throm-
bolysis [10, 11], severe haemorrhages represent the major safety concern in throm-
bolysis during CPR. However, this recommendation was never supported by
sufficient clinical data [12].

The use of thrombolytic drugs is clearly associated with an increased risk of
haemorrhagic complications. A meta-analysis of nine large randomised trials on
thrombolysis for the treatment of AMI showed an incidence of 1.1% of major
bleedings compared to an incidence of 0.4% in the control group. The risk of
intracranial bleeding after thrombolysis for AMI was 0.8% compared to 0.1% in the
control group without thrombolysis [34]. If thrombolysis is used for the treatment
of PE, the incidence of intracranial bleeding may be up to 1.9%, one third of the
cases being fatal [35]. Therefore, the risk for severe bleeding events in patients with
AMI or PE who were administered thrombolytics without CPR can be estimated to
be between 1.9% and 3.0% as compared to 0.5% in patients not receiving throm-
bolytics [12]. In addition, autopsy studies in patients after unsuccessful CPR show
that significant haemorrhagic complications may occur in more than 15% of all
patients after CPR [12]. Haemorrhages of the heart and the great vessels were found
in more than 10% of these patients, followed by abdominal bleedings, haemotho-
rax, and lung contusions [36].

As shown in Table 1, the incidence of severe bleeding complications in in-hos-
pital studies on thrombolysis during CPR was 6.7%. Although this incidence is
higher than in thrombolysis without CPR, it does not appear excessively high
compared to the incidence of haemorrhagic complications of about 15% in autopsy
studies, as described above. In addition, most of the severe bleeding complications
can be treated by transfusion or surgery. Of all bleeding events reported from the
in-hospital studies, there was only one pericardial haemorrhage that had a fatal
outcome [22].

Pre-hospital studies on thrombolysis during CPR revealed an incidence of
severe bleeding of 2.0% (Table 2). In the study by Klefisch, one patient who had
undergone a prolonged resuscitation (75 min) had a haemothorax [27]. The most
relevant data on bleeding complications in out-of-hospital patients were provided
by Lederer et al. [29]. In their retrospective study of 108 patients, six severe bleeding
incidents were discovered during autopsy in a subgroup of 45 non-surviving
patients. Three of these were directly related to CPR. Interestingly, in the corres-
ponding control group (patients without thrombolysis), there were seven severe
bleeding events, i.e. the incidence of bleeding complications was not significantly
different between the treatment and control groups. The study of Abu-Laban et al.
reported pulmonary haemorrhage in the only surviving patient, and one more
major haemorrhage that was not clearly specified [30].

In conclusion, currently available data from out-of-hospital studies show an
incidence for CPR-related bleeding complications of 2.0% and therefore, suggest
that thrombolysis is not likely to cause an increased bleeding risk. The endpoints
of the TROICA study include a safety endpoint to assess the safety of thrombolysis
during pre-hospital CPR.
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Cardiac resynchronisation therapy: do we know
everything?

C. FANTONI, A. AURICCHIO

Despite striking advances in medical therapy of heart failure (HF) over the last
decades [1, 2], morbidity and mortality of HF patients remain high [3]. Heart
transplantation and ventricular assist devices offer an important, but limited
alternative therapy. Cardiac transplantation can be an extremely effective therapy,
but its provision is severely limited by lack of available organs. Mechanical devices
to augment cardiac output are currently only suitable for short-term use and the
financial cost of these devices is likely to limit their widespread application. On this
background, cardiac resynchronisation therapy (CRT) has emerged as an effective
option in selected HF patients who present with electro-mechanical dyssynchrony.
Its safety and clinical efficacy have been demonstrated in several prospective,
randomised controlled trials [4–7]. Furthermore, CRT has been proven able to
reduce morbidity and mortality of HF patients [8–10], especially when combined
with a defibrillator back-up [7].

Mechanical consequences of electrical delays

‘… Obviously the shorter the distance that must be transversed in order to reach the
Purkinje conducting system, the smaller the fractionate contraction element derived
from fiber to fiber excitation and the greater the number of fractions excited over
the natural pathways, with the result that more vigorous beats occur…’ [11].

Wiggers [11] first recognised the acute effects of a non-physiological activation
sequence on left ventricular function. The strict relationship between conduction
delays and abnormal mechanical function has since been confirmed in many other
animal models [12] and in humans [13]. Given the tight relation between excitation
and contraction in the myocardium, it is not surprising that asynchronous electri-
cal activation also leads to asynchronous contraction.

Patients with HF often present with conduction delays located at various levels
of the conduction system, which may depress cardiac performance. Spontaneous
or pharmacologically induced sinus node incompetence may contribute to further
reduce the already impaired functional capacity of HF patients [14].

About 50% of HF patients show different degrees of atrio-ventricular block, a
prolonged atrio-ventricular conduction time being the most frequent. Prolonga-
tion of atrio-ventricular time delays ventricular contraction (and consequently
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relaxation of the ventricle), so that early passive filling overlaps the active filling,
with consequent shorter total filling time and reduced atrial booster contribution
to ventricular filling. Finally, loss of atrio-ventricular synchrony may determine a
ventriculo-atrial tele-diastolic gradient with early re-opening of the mitral valve
leading to significant ‘pre-systolic or diastolic’ mitral regurgitation [15]. All toge-
ther these phenomena lead to impaired ventricular pre-load.

A significant prolongation of QRS complex of more than 120 ms may be found
in approximately 30% of HF patients. The negative prognostic value related to QRS
widening, independently of QRS morphology, has been proven in several studies
[16, 17]. At our best understanding, prolongation of QRS duration is the result of
electrical asynchrony at the inter-ventricular, intra-ventricular and intramural
level [18]. Inter-ventricular mechanical delay is defined as the time difference
between the onset of pulmonary artery flow and the onset of aortic flow with respect
to the beginning of the QRS complex. A delay longer than 40 ms is usually
considered indicative of significant inter-ventricular dyssynchrony. Nevertheless,
many studies have questioned the real importance of such delay in impairing
systolic function compared to the intra-ventricular electrical delay [19].

Left bundle branch block is the most common intra-ventricular conduction
disturbance occurring in patients with depressed ventricular function. Recent
electrophysiological findings have demonstrated that left bundle branch block is a
rather complex and heterogeneous electrical disease [20–22]. There is increasing
evidence that disarray of myocardial layers may partly account for this heteroge-
neity [21]. During left bundle branch block local contraction patterns differ not only
in the onset of contraction, but also, and more importantly, in the pattern of
contraction. These contraction patterns imply that opposing regions of the ventri-
cular walls are out of phase and that energy generated by one region is dissipated
in opposite regions.

In patients with left bundle branch block, the region of earliest ventricular
activation (usually the inter-ventricular septum) contracts while the remaining
ventricular myocardium is still in a non-activated phase. Thus, a consistent part of
contraction energy is wasted as no effective intra-ventricular pressure can develop.
At the same time, the latest activated regions of the left ventricle (usually the lateral
and postero-lateral walls) are passively stretched with increasing wall tension at
this site and further waste of energy. By the time that the latest depolarised
ventricular regions contract, the septum starts to relax and is no more able to
withstand the increasing pressure development, and is pushed toward the right
ventricle (paradoxical septal motion). In this way, pressure is generated asynchro-
nously by different regions of the left ventricle without effective ejection and with
higher waste of energy.

Furthermore, the delayed depolarisation of the lateral wall causes a delayed and
slow contraction of the postero-lateral papillary muscle. This event, in the presence
of a dilated chamber and abnormal ventricular geometry, contributes to significant
worsening of mitral regurgitation. Finally, the heterogeneous electrical and mecha-
nical ventricular activation may further impair systolic ventricular function by
delaying relaxation phase and reducing ventricular filling time.
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Structural changes related to electro-mechanical dyssynchrony

In different heart models [23–25], it has been demonstrated that the abnormal
loading and work distribution caused by electro-mechanical dyssynchrony may
induce regional alterations of myocardial metabolism, gene expression and protein
synthesis [24]. These changes could lead to rearrangement of both contractile and
non-contractile cells, fibrosis and apoptosis. Experimentally induced left bundle
branch block causes eccentric hypertrophy [26] with an apico-basal and septo-la-
teral oriented gradient and determines altered synthesis of stress kinases and
calcium-handling proteins in the high stress areas [24]. Furthermore, it has been
demonstrated that mechanical dyssynchrony causes a redistribution of regional
flows [27] with consequent chronic hypoperfusion of unloaded regions. The mean-
ing of such complex interactions between changes in regional loading conditions,
myocardial metabolism, gene expression, protein synthesis and blood flow distri-
bution induced by an abnormal activation sequence is not fully understood. All
together it appears that mechanical dyssynchrony arising from conduction distur-
bances favours a maladaptive structural remodeling process. Thus, it is conceivable
that dyssynchrony represents a newly appreciated pathophysiological process that
directly depresses ventricular function and ultimately leads to further ventricular
dilatation and progression of HF.

Cardiac resynchronisation therapy: how does it work?

With the introduction of CRT, cardiac pacemakers have seen their use transformed
from just artificially maintaining the heart rhythm, to the restoration of pump
function. Indeed, the restoration of ventricular mechanical synchrony by pacing
the left ventricle alone or in combination with the right ventricle also has as its
objective the restoration and/or maintenance of the proper timing of the atrial and
ventricular contractions by modulating the atrio-ventricular delay.

During left bundle branch block, the most common conduction delay in pa-
tients with HF, the activation spreads from the right bundle branch to the right
ventricular wall and, after trans-septal conduction, within the left ventricle—from
the septum to the left ventricular lateral wall. Thus, pacing at the left ventricular
lateral wall is used to create an activation wavefront, which starts from the opposite
direction of a spontaneously occurring activation wavefront [28]. Consequently,
during biventricular pacing, two activation wavefronts are generated in the right
and left ventricle, merging approximately in the middle. A similar effect is obtained
by single-site left ventricular pacing, using an atrio-ventricular interval that allows
merging of the intrinsic activation originating from the right bundle branch with
the wavefront derived from the left ventricular pacing lead. This merging of
wavefronts leads to a reduction of electrical asynchrony compared to left bundle
branch block. Due to the tight excitation–contraction coupling in the heart, CRT
also improves coordination of contraction between the cardiac chambers and
within the left ventricular walls, as shown using different imaging techniques [29,
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30]. The improved mechanical synchrony leads to improvement of cardiac pump
function, as determined by LVdP/dt, pulse pressure, cardiac output and ejection
fraction [31, 32]. Such improved systolic pump function is achieved at unchanged
or even decreased filling pressures, denoting a true improvement of ventricular
contractility through improved coordination of contraction. Moreover, Nelson et
al. [33] have shown that the better coordination of contraction improves mechani-
cal pump function while slightly decreasing myocardial energy consumption, thus
suggesting that CRT increases heart efficiency. Further improvement in pump
function is possibly mediated by reduction of mitral regurgitation [30] and prolon-
gation of diastolic filling time. These beneficial effects occur almost immediately
after starting resynchronisation.

A variety of cardiac and extracardiac processes are triggered by CRT, which are
responsible for its long-term beneficial effect. First of all, the improved pump
function reduces neurohumoral imbalance, which is evidenced by a reduction in
plasma norepinephrine and B-type natriuretic peptide levels and an increase in
heart rate variability [34]. Furthermore, the improved contractility and pump
efficiency at a smaller end-diastolic volume reduces mechanical ventricular stretch.
This latter reduction and the probably associated reduction in neurohumoral
activation may well explain the beneficial reverse remodeling effect of CRT [30, 35].
Interestingly, CRT is also able to reverse the eccentric hypertrophy of the left
ventricle related to mechanical dyssynchrony, reducing the thickness of the latest
activated regions [36]. These structural changes are important because hyper-
trophy is associated with various molecular changes, resulting in increased risk for
contractile failure and arrhythmias.

Clinical effects of cardiac resynchronisation therapy

Several prospective, randomised controlled trials [4–6, 10, 37], conducted in pa-
tients with functional New York Heart Association (NYHA) class III–IV, due to
dilated cardiomyopathy of any aetiology, presenting with electro-mechanical
dyssynchrony, have proven the safety and clinical effectiveness of CRT. All these
studies demonstrated a significant improvement of quality of life, NYHA functional
class, exercise tolerance, and a significant reduction in hospitalisations for HF.
Furthermore, there was a consistent report of significant improvement of left
ventricular ejection fraction and partial reversal of maladaptive remodelling pro-
cess [6, 30]. CRT also showed a favourable effect on sympathetic–parasympathetic
activity with a reduction of plasma norepinephrine levels and increase of heart rate
variability [34]. Finally, the recently concluded CARE-HF study (Cardiac Resyn-
chronisation in Heart Failure) [10] demonstrated a clear survival benefit given by
CRT in addition to optimal medical therapy compared to optimal medical therapy
alone.

Based on these evidences, CRT is currently indicated (Table 1) for patients with
symptomatic HF (NYHA III–IV) despite optimal medical therapy, due to dilated
cardiomyopathy of any aetiology (left ventricular ejection fraction � 35%), who
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present with ventricular conduction delays (QRS � 120 ms) for the improvement
of symptoms, functional status and exercise capacity [38].

Table 1. Current indications for cardiac resynchronisation therapy (American Heart Asso-
ciation Science Advisory [38])

· Sinus rhythm
· Functional New York Heart Association class III or IV
· Ischaemic or non-ischaemic cardiomyopathy
· QRS Duration � 120 ms
· Left ventricular ejection fraction � 35%
· Maximal pharmacological therapy for heart failure

It has been reported that a small proportion of patients treated with CRT remain
symptomatic. These individuals are usually considered as non-responder patients
to CRT. All randomised clinical CRT trials have used statistical techniques to define
the response of groups of patients to CRT. No standardised criteria are available to
predict reliably the clinical response of a given individual. The large clinical
improvement that is observed in some individuals after CRT has created the
perception that patients who do not exhibit such improvement are not responding
positively to CRT. However, many patients who do not show overt improvement
may nevertheless benefit from a slowing of disease progression by living longer and
not undergoing hospitalisations. Although major efforts have been made for iden-
tifying such patients, there are still several unresolved issues in the definition of
non-responders and in how best to identify and then treat these patients.

Effects on morbidity and mortality

The COMPANION trial (Comparison of Medical therapy, Pacing, and Defibrilla-
tion in chronic heart failure) [7] has shown marked reduction in combined mea-
sures of morbidity and mortality both with CRT alone and with CRT plus defibril-
lator back-up (CRT-D) with a similar 1-year event-free survival rate. Nevertheless,
in contrast to CRT alone, which demonstrated a relative risk reduction in all-cause
mortality of about 24% (p = 0.060), CRT-D provided a larger (36%) and significant
relative risk reduction in all-cause mortality compared to optimal drug therapy (p
= 0.003). These results are consistent with data of a recent meta-analysis showing
that CRT alone may be able to reduce all-cause mortality by about 21% [8]. Based
on these data, the number of patients who need to be treated to save one life is about
25 for CRT alone and 14 when CRT is combined with an implantable cardioverter
defibrillator (ICD). These numbers are comparable with many pharmacological
trials, which enrolled similarly sick HF patients.

The recently concluded CARE-HF trial [10] that randomised 813 advanced HF
patients to optimal medical therapy alone or in combination with a CRT device
showed a 36% reduction in the relative risk of all-cause mortality with CRT
compared with medical therapy alone. Nevertheless, 32 and 35% of the deaths that
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occurred among patients randomised to medical therapy and to CRT respectively
were sudden deaths, which could have been avoided by associating a defibrillator
back-up.

Finally, results of the CARE-HF and COMPANION trials and those from an-
other important meta-analysis [9] were consistent in showing a similar risk reduction
for the combined end-point—hospitalisations and death—in patients treated with
CRT. This finding may suggest a substantial reduction of medical resources with
CRT.

Implantation issues

The implantation technique is similar to a standard dual chamber sequential
pacemaker or cardioverter defibrillator. The most challenging aspect for achieving
resynchronisation therapy is placing a permanent left ventricular lead. A transve-
nous or thoracotomic approach can be used. The transvenous approach requires
the retrograde cannulation of the coronary sinus, a selective angiography of the
coronary sinus and its tributaries, which delineates the venous anatomy, and the
final placement of a specifically designed pacing lead into a coronary vein lying
over the surface of the left ventricle. Several reports have demonstrated the impor-
tance of targeting the latest activated wall, which requires implantation of a pacing
lead into a lateral or postero-lateral vein [39]. The transvenous approach may be a
difficult and time-consuming technique. The major limitation is that options for
lead placement are governed largely by the patient’s venous anatomy, which shows
considerable inter-individual variability. In about 10–15% of cases, it is not possible
to achieve a satisfactory left ventricular pacing position or left phrenic nerve
stimulation may occur, so that a thoracotomic approach becomes necessary.

Selection of patients

Duration of QRS complex has so far been used as the most practical and readily
available criterion to select patients who are candidates for CRT. Indeed, QRS
duration is one of the simplest ways to measure electrical delays that may have a
mechanical correlate. Baseline QRS duration has been shown to be associated with
degree of mechanical dyssynchrony and with short-term clinical improvement
obtained from CRT. Nevertheless there are increasing data [40] suggesting that a
considerable proportion of HF patients presenting with narrow QRS complex (<
120 ms) may present echocardiographically assessed mechanical dyssynchrony of
similar magnitude as patients with prolonged QRS duration (> 120 ms).

Recently introduced tissue Doppler imaging (TDI) techniques permit precise
evaluation of regional systolic and diastolic synchrony by comparing the time to
peak systolic contraction and early diastolic relaxation of multiple segments. TDI
appears to offer a comprehensive assessment of cardiac mechanical synchrony. A
number of parameters based on TDI have been proposed to evaluate intra-ventri-
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cular dyssynchrony but the validity of TDI and other echocardiographic parame-
ters in selecting patients with both narrow and wide QRS who can benefit from CRT
needs to be confirmed in prospective, randomised long-term studies.

Open questions

Cardiac resynchronisation therapy is not currently indicated in patients with
NYHA class II, even though some data suggest that application of CRT in mildly
symptomatic HF patients could prevent or slow HF progression. Furthermore, the
increasing indications for ICD implantation, based on results of recent big trials
(MADIT, MADIT II, SCD-HeFT ) raise the problem of considering implementation
of the ICD devices with a CRT back-up in less symptomatic (NYHA II) patients
with ventricular conduction delays.

Not enough data are so far available about CRT in patients with atrial fibrilla-
tion, although preliminary results support its efficacy in this clinical setting [41].
Furthermore, there is increasing evidence that the implantation of a CRT device
instead of a standard single- or dual-chamber pacemaker may be appropriate for
HF patients who undergo His-bundle ablation.

The question of whether HF patients with a standard pacemaker indication for
bradycardia benefit from CRT is still unanswered. Nevertheless, data from the
DAVID trial [42] encourage implantation of a CRT device in patients with impaired
ventricular systolic function who are candidates for chronic pacing.

Recent data suggest that patients with narrow QRS (< 120 ms), but with
echocardiographic evidence of mechanical dyssynchrony, may also benefit from
CRT. Nevertheless, CRT should not be extended to this group of patients before
results of prospective randomised trials are available.

The important issue raised by the COMPANION study [7] is whether all HF
patients who are candidates for CRT should be treated with an ICD back-up. The
recently concluded SCD-HeFT trial (Sudden Cardiac Death–Heart Failure trial)
[43] has provided further evidence that implantation of a defibrillator in addition
to best pharmacological therapy is the most effective long-term (5-year) treatment
to prolong life in HF patients compared to optimal medical therapy alone with or
without amiodarone. Therefore, despite the fact that CRT-D devices have larger
initial costs, and may require more extensive follow-up than CRT alone, this
strategy may be more cost-effective, particularly when measured in terms of gain
in quality-adjusted life-years.

Conclusions

Cardiac resynchronisation therapy is an effective, adjunctive treatment to pharma-
cological therapy for a selected group of HF patients who remain symptomatic
despite optimal medical therapy, and who present with electro-mechanical dyssyn-
chrony. Safety and effectiveness of CRT have been demonstrated by many clinical
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controlled trials, with patients achieving significant improvement in symptoms,
functional status and exercise capacity. Furthermore, CRT promotes reverse remo-
delling and reduces morbidity and mortality of HF patients. Importantly, CRT
should not be considered an alternative to medical therapy but a synergistic
therapy. Indeed, in those patients in whom optimal dosage of ACE inhibitors or
beta-blockers cannot be achieved because of haemodynamic intolerance or severe
bradycardia, CRT may be considered in order to support ventricular systolic
function, allowing optimisation of beta-blocking and ACE-inhibitor treatment.
Whether CRT should be delivered in NYHA class II, in HF patients with QRS < 120
ms and in HF candidates to chronic pacing needs to be confirmed by randomised
controlled trials.
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Minimising reperfusion injury in settings of myocardial
ischaemia1

R.J. GAZMURI

The myocardium is a prime target for injury caused by ischaemia and reperfusion
during cardiac arrest and resuscitation, leading to functional abnormalities that
may adversely affect ultimate outcome. These functional abnormalities are des-
cribed below and include the development of ischaemic contracture during cardiac
resuscitation, the development of reperfusion arrhythmias upon return of sponta-
neous circulation, and the development of largely reversible global post-resuscita-
tion myocardial dysfunction. Ischaemic contracture is a term used for describing
progressive left ventricular wall thickening with reductions in cavity size as a result
of ischaemia. Ischaemic contracture occurs during cardiac resuscitation and com-
promises preload-dependent forward blood flow generation, partly explaining
time-dependent reductions in the haemodynamic efficacy of closed-chest resusci-
tation [1, 2]. We have documented in rat and pig models of ventricular fibrillation
(VF) that ischaemic contracture begins shortly after starting the resuscitation
efforts, suggesting that reperfusion plays a pivotal role [2–4]. In the absence of
reperfusion, the time to onset of ischaemic contracture is substantially delayed [5,
6]. These observations indicate that a more proper term for ischaemic contracture
developing during resuscitation might be ‘reperfusion contracture.’ In humans,
ischaemic (reperfusion) contracture has been described as myocardial ‘firmness’
and was also found to compromise resuscitability [7]. Reperfusion arrhythmias
commonly occur after return of spontaneous circulation, with VF being the most
serious manifestation and occurring in up to 79% of successfully resuscitated
victims [8–10]. The underlying mechanism of reperfusion arrhythmias (including
VF) is likely to involve cytosolic Ca2+ overload, predisposing to delayed afterdepo-
larisations, and electrical alternans, leading to triggered activity along with shorten-
ing of the action potential duration (possibly related to opening of potassium
channels), which favours excitable gaps and reentry. These abnormalities are
typically short-lived, occurring predominantly during the early minutes after
return of spontaneous circulation. Post-resuscitation myocardial dysfunction
characteristically develops after resuscitation from cardiac arrest and represents
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the functional manifestation of global myocardial ischaemia and reperfusion injury
compounded by adverse effects of interventions, such as repetitive electrical shocks
[11] and the administration of adrenergic vasopressor agent [12]. In addition,
post-resuscitation myocardial dysfunction encompasses systolic and diastolic dys-
function. Systolic dysfunction is characterised by decreases in contractility and
reductions in ejection fraction, while diastolic dysfunction is characterised by left
ventricular wall thickening with reductions in end-diastolic volume [11], and
probably represents resolving ischemic contracture. Diastolic dysfunction can
preclude ventricular dilation compromising compensatory responses to decreased
contractility [2]. Post-resuscitation myocardial dysfunction commonly reverses
within hours or days [13]; however, if severe enough it may preclude restoration of
stable circulation. The combination of reperfusion arrhythmias and post-resusci-
tation myocardial dysfunction is likely to account for the nearly 40% death rate of
initially resuscitated victims of out-of-hospital sudden cardiac arrest before admis-
sion to a hospital [14].

At the core of the functional myocardial abnormalities described above is the
severe injury that cells suffer consequent to ischaemia and reperfusion. However,
an improved understanding of ischaemia and reperfusion is providing innovative
concepts for novel approaches to cardiac resuscitation. Because reperfusion is an
obligatory step in the resuscitation process, we hypothesise that a more favourable
outcome results from securing that reperfusion occurs under conditions in which
the associated injury is minimised and cell survival mechanisms are activated. To
this end, we propose to group resuscitation interventions into three main catego-
ries: (1) those aimed at enhancing the benefits of reperfusion (type-A intervention),
(2) those aimed at blocking specific pathways or mechanisms of reperfusion injury
(type-B intervention), and (3) those aimed at activating specific pathways of cell
survival (type-C intervention). Within this conceptual framework, our group has
examined the effects of blocking the sarcolemmal sodium-hydrogen exchanger
isoform-1 (NHE-1), representing a type-B intervention, and the effects of adminis-
tering erythropoietin, representing a type-C intervention. In the sections below, we
provide a succinct overview of these two interventions and their potential role for
resuscitation from cardiac arrest.

NHE-1 inhibition

Increased sarcolemmal Na+ influx causes the accumulation of cytosolic Na+ due
to the inability of the Na+-K+ pump to extrude Na+. This sequence of events
represents an important pathogenic mechanism responsible for cell injury during
ischaemia and reperfusion [15]. Na+ can enter the cell during ischaemia through
the NHE-1, the Na+-HCO3- cotransporter, and/or Na+ channels; however, NHE-1
seems to be the principal route during ischaemia and reperfusion. NHE-1 is activated
by the intense intracellular acidosis that accompanies ischaemia, initiating an
electroneutral sarcolemmal Na+-H+ exchange. It is believed that, as protons exit the
cell and accumulate in the extracellular space, the trans-sarcolemmal proton gradient
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declines, hence diminishing but not eliminating Na+-H+ exchange. Reperfusion
with normo-acidic fluid washes out the acidic extracellular space, re-establishing
the proton gradient and intensifying sarcolemmal Na+-H+ exchange. When reper-
fusion occurs with normal flows, this pathogenic mechanism presumably resolves
as aerobic metabolism and Na+-K+ pump functions are restored. During closed-
chest resuscitation, however, the coronary blood flow generated rarely exceeds 20%
of normal [16, 17] and typically fails to reverse ischaemia. Yet, this flow is sufficient
to supply the coronary circuit with normo-acidic blood, thus creating conditions
favourable for NHE-1 to remain active throughout the resuscitation effort.

Cytosolic Na+ accumulation worsens ischaemia by driving Ca2+ entry through
the sarcolemmal Na+-Ca2+ exchanger isoform-1 operating in reverse mode [18].
Ca2+ overload leads to cell injury, through mechanisms that involve mitochondrial
dysfunction, and favours reperfusion arrhythmias through delayed afterdepolari-
sations causing triggered activity.

In addition to these local mechanisms, cardiac arrest prompts a massive neu-
roendocrine stress response with release of mediators that can further enhance
NHE-1 activity through activation of a1-adrenergic [19, 20], endothelin-1 [21, 22],
and angiotensin II [23] receptors. Activation of these receptors increase the ‘H+

sensor’ sensitivity of NHE-1 through phosphorylation of cytoplasmic residues, thus
increasing the Na+-H+ exchange rate for a given intracellular pH level.

We reported that selective NHE-1 inhibition by cariporide, given after induction
of VF (ischaemia) but before or shortly after starting closed-chest resuscitation
(reperfusion), can ameliorate the aforementioned functional myocardial abnorma-
lities. Accordingly, administration of cariporide ameliorates ischaemic contracture,
enabling haemodynamically more effective chest compression [24–26]. We re-
cently demonstrated in a rat model of VF that cariporide was associated with the
generation of systemic and myocardial blood flows with less depth of chest com-
pression than in control rats [17]. The improved capability for forward blood flow
generation resulted in a favourable interaction with vasopressor agents, such that
higher coronary perfusion pressures could be generated with fewer vasopressor
agent doses [26]. Post-resuscitation, cariporide markedly reduced ventricular ec-
topic activity and essentially eliminated episodes of recurrent VF [24, 25]. Caripo-
ride also ameliorated post-resuscitation left ventricular dysfunction and enabled
greater post-resuscitation haemodynamic stability [24, 27]. Moreover, in prelimi-
nary studies using a rat model of VF and closed-chest resuscitation, zoniporide,
which is another selective NHE-1 inhibitor, mitigated brain injury and improved
recovery of neurological function [28].

NHE-1 inhibition during clinical resuscitation may therefore lead to increased
resuscitability with more stable haemodynamic function, enabling a greater num-
ber of cardiac arrest victims to be resuscitated and restored to productive lives.
However, the potential clinical applicability of NHE-1 inhibitors for the moment
has been halted. A recent clinical trial in patients undergoing coronary artery
bypass graft surgery demonstrated increased incidence of cerebrovascular occlu-
sive events and higher overall mortality despite a significant reduction in non-fatal
post-operative myocardial infarction [29]. In this clinical trial, cariporide was given
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as an infusion before surgery and continued post-operatively for 48 h. In our
studies, no adverse neurological effects related to administration of cariporide were
noted. Although information on the mechanism of this adverse effect of cariporide
is not currently available, it appears to be unrelated to the mode of action. Deve-
lopment of newer compounds is anticipated.

Erythropoietin

Erythropoietin is a 30.4-kDa glycoprotein best known for its action on erythroid
progenitor cells and regulation of circulating red cell mass [30]. However, within
the past few years, investigators have reported that erythropoietin also signals
survival responses during ischaemia and reperfusion in a broad range of tissues,
including the heart [31–40], brain [41–44], spinal cord [45], retina [46], kidney [47,
48], liver [48], and skin [49]. Some of these protective actions are induced imme-
diately upon administration of erythropoietin and result in attenuation of ischae-
mia and reperfusion injury, even when given after the onset of ischaemia and at the
time of reperfusion [37, 39, 50, 51], suggesting the erythropoietin could be beneficial
for cardiac resuscitation.

The mechanisms underlying the beneficial effects of erythropoietin involve
activation of the erythropoietin receptor, which is a member of the type-I superfa-
mily of single-transmembrane cytokine receptors. The receptor exists as homodi-
mers with distinctive extracellular, transmembrane, and intracellular domains,
and is constitutively associated with Janus tyrosine kinase 1 (JAK1) and 2 (JAK2)
[30]. Binding of erythropoietin to the extracellular domains of the receptor induces
conformational changes of the intracellular domains, prompting cross-phospho-
rylation and activation of JAK [30, 52]. JAK activation phosphorylates several
tyrosine residues in the intracellular domain, thus creating docking sites for
recruitment and activation of multiple signalling proteins that have Src-homolo-
gy-2 (SH2) domains [52]. Through this mechanism, erythropoietin orchestrates a
coordinated, multi-targeted, and highly effective cell survival response [51, 53].
Protective pathways/mechanisms in the heart include activation of: signal transdu-
cer and activators of transcription (STAT) proteins isoforms 3 and 5A [53]; protein
kinase C epsilon (PKCe) [53]; phosphatidylinositol 3-kinase (PI3K) and its main
target, protein kinase B (Akt) [50, 54]; extracellular signal-regulated kinase (ERK)
1/2 [54]; and raf/mitogen activated protein kinase (MAPK) p38 and p42/44 [53]. Of
these mechanisms, PIK3/Akt and PKCe seem to play leading roles in immediate
protection.

The PI3K/Akt pathway

Akt is a serine/threonine kinase that requires phosphorylation of both the serine
and threonine residues for full activation. Phosphorylation is partly dependent on
binding of Akt to the PI3K products phosphatidylinositol 3,4 biphosphate (PIP2)
and phosphatidylinositol 3,4,5 triphosphate (PIP3), and subsequent phosphoryla-
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tion of Akt by activated phosphoinositide-dependent kinase 1 (PDK1) [55, 56].
Activated Akt signals physiologically favourable effects by phosphorylating a di-
verse array of substrates [57, 58]. This includes phosphorylation of apoptotic
proteins such as Bcl-2 associated death protein (Bad), Bcl-2–associated X protein
(Bax), p53, and procaspase-9. Bad, for example, exerts its apoptotic effects by
associating with the anti-apoptotic proteins B cell lymphoma-XL (Bcl-XL) and B
cell lymphoma-2 (Bcl-2), thereby neutralising their anti-apoptotic effects [59].
Phosphorylated Bad instead associates with 14-3-3 proteins, enabling Bcl-XL and
Bcl-2 to remain active [59]. Akt also phosphorylates glycogen synthase kinase 3 beta
(GSK-3b), which has recently been identified as a regulator of the mitochondrial
permeability transition pore (MPTP) and as the point of convergence for multiple
protective pathways [60]. GSK-3b is constitutively active, and phosphorylation of
its serine-9 inactivates the enzyme and increases the threshold for MPTP opening
by reactive oxygen species. Inactivation of GSK-3b also signals, downstream, a shift
towards an anti-apoptotic state. Akt can promote translocation of the glucose
transporter 4 (GLUT4) from the cytosol to the plasma membrane, enhancing
glucose entry and glycolytic ATP production [61, 62]. Akt also signals survival
responses through phosphorylation of I kappa B kinase alpha (IKK-a) and fork-
head proteins [58]. PIK3/Akt can be activated by various upstream ligand-receptor
systems besides erythropoietin, such as insulin, insulin-like growth factor-1 (IGF-
1), cardiotrophin-1 (CT-1), urocortin, and bradykinin [58].

Protein kinase Ce

Activation of PKCe plays an important role in myocardial protection [54, 63].
The mechanism is thought to involve phosphorylation by PDK1 and translocation
from the cytosol to cell membranes, including mitochondria, with opening of
putative mitochondrial ATP-sensitive K+ channels (KATP channels) expressed in
the inner mitochondrial membrane. Increased mitochondrial conductivity to K+

has been shown to be energetically favourable and to mediate preconditioning and
acute protection [64]. In isolated perfused rabbit hearts subjected to ischaemia and
reperfusion, inhibition of mitochondrial KATP channels abrogated the protective
effects of erythropoietin [65]. Administration of KATP channel openers during
cardiac resuscitation can minimise post-resuscitation myocardial dysfunction
[66]. Protective action after PKCe activation is rapid and demonstrable within
5 min [53]. In addition to KATP channels, erythropoietin also activates Ca2+-sensi-
tive K+ channels (KCa channels), which are expressed in mitochondria and sarco-
lemma [65]. Inhibition of KCa channels also abrogates the protective effects of
erythropoietin. However, it is not clear whether the mechanism for KCa activation
also involves PKCe.

Evidence that erythropoietin protects the heart during ischaemia and reperfu-
sion was first reported in 2003 [31, 32, 34, 35] and continues to accumulate. Studies
have been conducted in isolated rat cardiomyocytes [32]; isolated rat [31, 36, 54],
and rabbit heart models of global or regional ischaemia followed by reperfusion;
and in intact rat [32, 37, 54], rabbit [34, 38], and dog [50] models of coronary
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occlusion and reperfusion. The studies collectively show that erythropoietin given
before [36], at the onset of ischaemia [34, 35], or at the time of reperfusion [37, 48,
50, 54] can limit post-ischaemic dysfunction and decrease infarct zone associated
with decreased apoptosis. Erythropoietin can also mitigate post-ischaemic dysfunc-
tion of viable cells through mechanisms that are not well-established.

We recently completed pilot studies in a rat model of prolonged VF (unpu-
blished) and found that administration of erythropoietin (5000 U/kg) at the start
of closed-chest resuscitation enabled haemodynamically more effective chest com-
pression and improved post-resuscitation haemodynamic function.

Concluding remarks

Scientific developments in the area of ischaemia and reperfusion are providing
unprecedented levels of understanding and paving the way for novel therapeutic
approaches. However, it is unlikely that novel agents will be developed specifically
for use in the cardiac arrest setting. A more likely scenario is that drugs developed
for other indications, with a greater potential market, but which are also found to
exert rapid protection against myocardial ischaemia and reperfusion, may be
further developed for use in the cardiac arrest setting. One such scenario involves
erythropoietin, which is already approved for use in humans and might have a role
for cardiac resuscitation.
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Non-invasive haemodynamic monitoring: where we are in
2005

R. MUCHADA

Non-invasive haemodynamic monitoring tries to obtain information about perfor-
mances and failures of the cardiovascular system without crossing the cuta-
neous–mucosal barrier of the organism.

Scientific interest in accessing this information appears to have started with the
study of the arterial pulse characteristics. Some historical facts are linked to
Egyptian medicine. They are recorded on the EBERT papyrus (museum of the
University of Leipzig), and on the walls of the temple of Kom-Ombo, taking into
account only two of the most widespread historical sources.

More recently, the Arabic physician Avicena (980–1037 AD) described in his
book ‘The Canon’ (a scholastic and dogmatic structure) the fundamental charac-
teristics of pulse during the arrhythmic, hyper- or hypokinetic cardiac states.

The notions of pulsed cycles derive from the palpation of the arterial wall.
Through the skin, variations of wall movements can be detected and even stopped
with an external compression, allowing the subjective evaluation of arterial wall
tension.

The first measurement of arterial pressure was carried out by Hales [1], who
used an invasive system to measure the intra-carotid pressure in his mare. He could
observe the oscillatory movements of the blood column filling the glass pipe used
for the experiment. The oscillatory characteristics of the wave, produced by inter-
mittent variations in blood flow, introduced the notion of a maximum pressure
(systolic) and a minimum pressure (diastolic). Later, the notions of mean and
differential arterial pressure were introduced, allowing conceptualisation of some
haemodynamic notions, derivatives from arterial pressure values.

Research into less aggressive and non-invasive methods to measure the arterial
pressure has led to the development of the arterial wall compression–decompres-
sion sequential and regulated method. The former, coupled with palpation of the
pulse and using a manometric system, has allowed measurement of the systolic
blood pressure.

The description by Korotkoff [2] of the noises linked to variations in the
intra-arterial flow during a progressive decompression has facilitated acquisition
of information about modifications in the systolic, diastolic and differential arterial
pressure.

Finally, the possibility of detecting movements of the arterial wall using the
oscillometric system, associating Gallavardin’s double pneumatic cuff and Pa-
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chon’s oscillometer, opened the perspective of also measuring the mean arterial
pressure.

The technical evolution has allowed integration of the ancient methods with
new automatic systems, such as the Dynamap (Ramsey–Critickon, USA) for oscil-
lometric measurement, the Doppler arterial cuff, adapted to the Korotkoff noises
method (Abbott, USA) and even the ancient Penaz’s pressure-measurement tech-
nique in the Finapress (Ohmeda, USA). This last system measures continuously
and non-invasively at a digital level, the systolic, diastolic and mean and differential
arterial pressure, with heart-rate recording and visualisation of the pulsed wave
and data trends.

At the beginning of the twentieth century, the cardiac electrical exploration
initiated by Eithoven gave access to a new dimension for non-invasive haemodyna-
mic exploration.

Monitoring systems associating arterial pressure, heart rate and electrocardio-
graphic (ECG) signals have become a classic bedside method for ‘non-invasive
monitoring’. They were generalised with the devices marketed by Hewlett Packard
in the 1960s.

This kind of approach is popular even today, despite experimental and clinical
studies on cardiovascular physiology and physiopathology and despite concepts
repeated insistently by authors such as C. Bernard (France 1813–1878), B. Houssey
(Argentina, Nobel Prize for Medicine 1947) and A.C. Guyton (USA 1919–2003). The
interpretation of variations in arterial blood pressure (ABP) should take into
account the fact that arterial pressure is a dependent parameter derived from two
factors, namely blood flow (cardiac output, CO) and vascular resistance (VR).

DABP = DCO x DVR

Without knowing the value of at least one of these two determinant factors, blood
pressure measurements provide arbitrary information, conditioned by the clinic
valuation and the experience of the practitioner. Even so, blood pressure remains
one of the basic parameters to appreciate the haemodynamic state, in clinical
practice, even today.

As measurement of vascular resistance is practically impossible, efforts have
been concentrated on the development of techniques to measure blood flow, not
only to increase interest on data obtained, but also to open new horizons in
haemodynamic monitoring.

As long ago as 1896, Fick [3] introduced his method for intermittent measure-
ment of CO, allowing the possibility of obtaining an integrated haemodynamic
profile. But technical difficulties for daily utilisation of Fick’s method did not allow
it to be integrated as a monitoring technique for clinical usage.

In the mid-1960s, Kubicek [4, 5] worked on methods based on trans-thoracic
bio-impedance variation. Daigele developed ultrasound techniques applied to the
measurement of blood flow and later the ‘indirect’ Fick’s method has caused a
renewal in interest for non-invasive bedside monitoring devices.

The most common methods currently used in anaesthesia and intensive care are:
• Bio-impedance
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• Ultrasound combining the echo scan and the Doppler effect
• The ‘indirect’ Fick’s method.

Bio-impedance: summary of the method

The basis of this technique is the detection of the variation in intensity of an
electrical current (resistance) passing through organic tissues (impedance). This
electrical resistance variation is strongly influenced, at any moment in time, by the
blood volume crossing the explored field, because the plasma is the body element
presenting low electrical resistance (plasmatic resistance = 65 ohms/cm3; total
blood resistance = 130 ohms/cm3; fat tissues and lung resistance = 300–500
ohms/cm3). Trans-thoracic impedance therefore partially depends on the quantity
of blood, varying with time, contained in the thoracic cavity.

Using a calculation to process rhythmical variations of the trans-thoracic
impedance, it is possible to evaluate the stroke volume (SV). Multiplying this
volume by the heart rate (HR), the CO value is obtained.

The use of the bio-impedance method supposes that the thorax is a relatively
uniform electrical conductor, with a resistance depending essentially on the intra-
thoracic blood volume and its cyclic variations. In a steady-state situation, this
conductor would therefore have stable average impedance. This impedance will
vary with the passage of blood into the thoracic cavity, which itself depends partially
on the intra-thoracic aortic pulsed flow. The impedance variation during the left
ventricle ejection time would give the SV, which, multiplied by the HR, determines
the aortic blood flow (ABF) (Fig. 1).

Fig. 1. The bio-impedance is a low-cost technique to monitor haemodynamics non-inva-
sively, allowing a cardiovascular profile to be obtained. The detection of the Q wave on the
ECG, coupled with bio-impedance variation signal, where the opening and the closing of the
aortic valve are detected, facilitate the measurement of systolic time intervals. This
information, integrated with the other data given for the bio-impedance method, permits
an evaluation of modification of performance in the left ventricle
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Limitations of the technique

This technique, although theoretically interesting because it is non-invasive
and measures ABF in a continuous way, comprises a certain number of limits
[6]:
• The impedance variation does not correspond only to left ventricle SV. Other

factors can be involved (blood volume in the atriums, left ventricle, right
ventricle, pulmonary vessels, intra-thoracic veins).

• The orientation of the red cell column can vary the thoracic resistance by up to
50% of the basic value.

• Thoracic cutaneous wounds, variation in hydration (interstitial or pulmonary
oedema), cardiac arrhythmias, pacemakers, hyperventilation with high intra-
thoracic pressure variations, are some other factors involved in the modifica-
tion of the thoracic bio-impedance.

• The thoracic morphology and the disposition of explorer electrodes can also
influence the impedance variation and the calculation of the SV.

• The correlation studies between bio-impedance, thermodilution or electromag-
netic perivascular ring measurements are contradictory [7, 8].
Using the bio-impedance technique seems to be possible for the follow-up of

the CO relative evolution and to obtain a haemodynamic profile, without pushing
the criticism to the extreme, as done by Weil [9].

Echo Doppler aortic blood flow measurement: summary of the method

Using a Doppler transducer, and the approach of the Austrian physician Christian
Johann Döppler (Salzburg 1803–1853), when the ultrasound emission frequency is
known, by measuring the reception frequency of an ultrasound beam reflected over
a particle moving across the beam, we can calculate the velocity of displacement of
the particle. But, used alone, a Doppler system allows only measurement of the
velocity of particles. A Doppler system alone does not measure flow. To determine
the flow, we need to measure or calculate the section of the pipe or the vessel in
which the particles are moving.

By definition, flow (Q) as a function of time (t) is equal to the section (S)
multiplied by velocity (V).

Q(t) = S(t) � V(t)

Currently, there is a preference among clinicians for using the trans-oesopha-
geal probe for the ultrasound measurement of ABF, as proposed by Daigle [10].

Only one system currently marketed measures simultaneously the aortic dia-
meter and calculates the section, together with blood velocity at the same anatomi-
cal region, to obtain flow (Hemosonic 100 Arrow, USA) [11]. If we consider that
calculation of the section involves the square power of the diameter, for a determi-
ned velocity, an error in measurement can have extremely important repercus-
sions on the calculation of flow. In the same way, an erroneous calculation of the
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section of the vessels can introduce a great error in the ABF determination [12].
Advantages of the Hemosonic system include:

• The utilisation of a divergent Doppler beam allows practically the full transverse
section of the aorta to be covered up to a diameter of 40 mm.

• An extremely thin echo beam pilots this divergent beam. When we visualise the
echoes of the two walls of the aorta, we can be sure that the impact of the Doppler
beam is oriented for a maximal exploration of the vessel surface (patent IN-
SERM, US, Europe, Japan) [12].

• The system can be used in paediatrics (children from 3 to 15 kg body weight)
[13].

• The flow is measured with objective markers, avoiding subjective apprecia-
tions. A modest but real haemodynamic profile can be obtained.
Despite these advantages, some difficulties persist, in particular:

• The necessity to ensure a good depth of introduction of the probe to avoid
turbulence where the aorta crosses the angle of ultrasound impact.

• The non-integration of very rapid blood velocities (Fig. 2).

Fig. 2. When the aortic blood flow is measured with an echo Doppler system and when the
intra-aortic high velocities exceed the Doppler measurement limits, an under-flow estima-
tion can be made. The differences between echo Doppler (ABF) and thermodilution (CO)
increase during a hyperkinetic (2) syndrome under 10 mg/kg/min of dobutamine. The
relationship between ABF and CO returns to a ‘normal’ difference when dopamine perfusion
is reduced at 4 mg/kg/min

Non-invasive haemodynamic monitoring: where we are in 2005 281



• The limit imposed by pathological or anatomical problems (cyphoscoliosis,
malformation, and coarctation of the thoracic aorta, oesophageal pathology,
varices, diverticulum, hiatus hernia, and mega-oesophagus). In some cases,
anomalies or oropharyngeal trauma forbid the introduction of a probe.

• It is difficult to use the system in awake patients or in particular conditions
(aortic cross-clamping)

‘Indirect’ Fick method: summary of the method

In his postulate, Adolph Fick said that the quantity of O2 taken up by the blood
during its passage at the pulmonary level was equivalent to the volume of O2

transferred through the alveolar capillary membrane. CO can then be calculated
when O2 consumption is measured and when CvO2 and CaO2 are calculated,
requiring central venous and arterial blood samples.

But with a modification of the method, using an ‘indirect’ Fick principle with
partial respiratory re-inhalation, as is currently used in the NICO device (Novame-
trix, Medical System Inc.), CO can be measured non-invasively [13, 14]. For this
calculation, it is necessary that the patient be intubated and under controlled
ventilation.

Every 3 min the NICO re-inhalation system (Fig. 3) is activated, for 50 s. Since
during this period PvCO2 does not vary, the value of PetCO2 during open ventila-
tion and during the re-inhalation period is assimilated to the value of PaCO2. The
variation of PetCO2 between normal ventilation and the re-inhalation period allows
calculation of the volume of eliminated CO2 (VCO2).

From all these elements, we can calculate the CO:

DC = VCO2/CvCO2–CaCO2

To obtain valid information, it is necessary to assume that CO, CvCO2, alveolar
ventilation and the gradient P (a–et) CO2 remain constant during measurements.

Advantages of the technique

This method has the advantage of simplicity, because the connection of a transdu-
cer near the intubation probe and the use of a specific ventilatory circuit, allowing
measurement of PetCO2, are enough to obtain an absolute value of CO. Compara-
tive measurements obtained with the NICO and other techniques have been made.
Results seem acceptable to be used in clinical practice [15].

We can describe it as a non-invasive method because there is no break into the
cutaneous–mucosal barrier, but the patient does need to have tracheal intubation
and mechanical ventilation.

The simplicity of the system is therefore its principal factor, but, as for all
monitoring techniques, there are some disadvantages.
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Limitations of the NICO system

• An endotracheal probe is necessary.
• Some restrictive conditions have to be respected during the CO determination:

– the patient has to be under controlled ventilation at a constant tidal volume,
without spontaneous respiratory cycles
– PetCO2 has to be maintained between 15 and 70 mmHg
– the respiratory rate has to be superior to 3 c/min
– VCO2 has to be between 20 and 500 ml/min
– tidal volume has to be higher than 200 ml (this technique is not suitable for
paediatric monitoring).

• As PetCO2 is taken as the pivotal element, it is assumed that the stability of the
gradient between PaCO2 and PetCO2 remains constant during the re-inhalation
period. Stability could be modified by many circumstances, one of the most
important of which is the sampling point of the gas for the determination of
expired CO2 [16].

• Variation in the intrapulmonary shunt can also alter CO measurement. In
reality, the indirect Fick method measures only the pulmonary capillary flow
implied in gaseous transfer. To appreciate the total pulmonary blood flow, it is
necessary to use a correction factor, based on the shunt curves described by
Nunn [17].

• It is therefore necessary also to monitor simultaneously SaO2.
• Errors of measures can be increased for a FIO2 > 0.6.
• The CO value can equally be erroneous when haemoglobin is < 9 g/100 ml or

>16 g/100 ml.

Fig. 3. The mainstream CO2 analyser measures determine the PetCO2. The CO2 flow sensor
integrates the total CO2 volume exhaled. Finally, the automatic respiratory circuit allows
intermittent re-breathing periods to be introduced, conditioning the measurement of the D

pCO2. With these parameters the calculation of CO by an indirect Fick method is possible.
Unfortunately the price of the disposable circuit and some other limits (see text) linked to
this technique diminish the practical interest of the method
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• The administration of any product liberating CO2 during measuring, such as
bicarbonate, completely alters the results.

• Calculation of CO has to be made at least 3 min after the declamping of a
large venous or arterial vessel (to avoid the CO2 tissue wash-out pheno-
mena).

Conclusions

After this analysis it seems that not one of the techniques on the market fulfils, in
a precise and clear manner, the clinician’s expectation. Three sectors could be
rendered responsible for this:
1. The medical sector, through lack of training, information and interest.
2. The system inventors and developers, who have a tendency to increase the

complexity, introducing a lot of low-interest functions, without taking into
account the real needs of clinicians.

3. Commercial companies marketing the products; in general, when searching for
a maximum profit, they do not risk sufficient investment in the development
of already existing techniques, which could bring real solutions to some prob-
lems that have been known for a long time.
Is it therefore necessary to make a negative statement for the future of non-in-

vasive cardiovascular monitoring? Certainly not.
Increasing our basic knowledge of the physiology and physiopathology will

guide us to a clear and necessary understanding of the haemodynamic variations
in the pathological contexts. This better understanding could drive us to obtain a
correct system imbalance, compensating the alterations, as a result of monitored
and oriented therapeutic action, according to the sequence, diagnosis, decision,
monitoring, follow-up or rectification. And for this action haemodynamic non-in-
vasive monitoring becomes a fundamental tool, allowing us, with the information
obtained, to complete the clinical evaluation.

Even if nowadays an understanding of cellular molecular biology is becoming
more and more important in diagnosis and therapeutic actions, we have to remem-
ber that cellular metabolism and biological processes need energy to proceed.
Metabolic component transport and residual recovery are ensured for the cardio-
vascular system, when it maintains a correct tissue perfusion with a harmonic flow
distribution. And this fact could be another main objective to be attempted in the
future, associating cardiovascular monitoring with some other parameters (VO2,
VCO2, etc.) to appreciate the quality of global or regional perfusion.

New therapeutic perspectives could be developed as a result of better under-
standing of the cardiac and vascular receiver specificity. Shouldered for an adapted
non-invasive haemodynamic monitoring, a new strategy could be developed for
the use of new agents or the association of already existing agents, looking for better
modulation of the cardiovascular reactivity.

Finally, clinicians’ interest in this kind of monitoring could be accelerated,
thanks to technological improvements integrated in a simplified device that is easy
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to use, with diagnostic and therapeutic soft orientations, helping the clinicians’
decisions.
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Role of shock timing in cardiac vulnerability to electric
shocks

B. RODRIGUEZ, N. TRAYANOVA, D. GAVAGHAN

Induction of ventricular fibrillation by an electric shock applied during the vulne-
rable window (VW) is rapidly becoming a standard clinical practice during implan-
tation of internal cardioverter/defibrillators or postoperative defibrillation
threshold testing. Furthermore, a large body of research has demonstrated that
defibrillation failure and cardiac vulnerability to electric shocks are driven by the
same mechanisms [1–3]. Therefore, understanding the mechanisms by which a
shock applied during the VW results in arrhythmia is pivotal to optimising the
clinical practice of defibrillation.

Recently, optical mapping and computer simulation studies have demonstrated
that the outcome of the shock depends on the shock-induced virtual electrode
polarisation (VEP) [4–6]. Shock-induced areas of negative polarisation represent
excitable gaps through which postshock activations, generated at the borders
between oppositely polarised areas, could propagate. Conversely, tissue strongly
depolarised by the shock remains refractory for a significant period of time after
the shock ends, blocking propagation of postshock activations. Only shocks ap-
plied during the VW result in re-entry. The goal of this study is to investigate, in
the three-dimensional (3D) volume of the ventricles, the mechanisms of shock-in-
duced arrhythmogenesis that underlie the existence of the VW.

Methods

We used the anatomically based rabbit ventricular model described in a previous
study [7]. The model was generated from data by Vetter and McCulloch [8], which
incorporate realistic geometry and fibre orientation, and included representation
of the blood in the ventricular cavities and the perfusing bath. The electrical activity
in the myocardium was simulated using the bidomain equations. The augmented
Luo–Rudy dynamic model suitable for defibrillation was used to represent the
kinetics of the ionic currents [9]. Simulations were performed using a semi-implicit
finite element method with a variable time step as previously described [7].

The protocol for determining the vulnerability area has been described in a
previous paper [10]. In brief, the rabbit ventricular model was paced at the apex at
a basic cycle length of 250 ms. Truncated exponential monophasic shocks of 8-ms
duration and 65% tilt were applied via two large planar electrodes located at the
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vertical walls of the perfusing chamber (Fig. 1). The electrode near the right
ventricle (RV) was the cathode, and the one near the left ventricle (LV) was a
grounding electrode. Shock strength referred to the leading-edge value of the
electric field between electrodes. The shock timing (coupling interval, CI) was
defined as the time interval between the last pacing stimulus and the onset of the
shock. Shocks of several strengths were administered at various CIs, in order to
determine the lowest and highest CI (CImin and CImax) at which sustained arrhyth-
mia was induced. The VW was estimated to be the interval in time between CImin

and CImax. An arrhythmia was considered sustained if more than two beats were
induced following the shock.

Results

In this study, the VW extends from CImin = 120 to CImax = 170 ms, and occurs for
shock strength of 11.5 V/cm. The VW limits in our simulations are in close agree-
ment with experimental results using a similar protocol and electrode configura-
tion, where the VW extends from 116 ± 8.9 to 184 ± 16.7 ms [6]. In order to
understand the mechanisms by which shock timing (i.e. CI) affects cardiac vulne-
rability to electric shocks, we analysed VEP and postshock electrical activity for
shocks applied at CIs shorter than CImin, CIs within the VW, and CIs longer than
CImax.

Figure 2 shows the transmembrane potential distribution at the time of shock

Fig. 1. Anterior view of the rabbit ventricular model with shock electrodes in the bath.
Preshock transmembrane potential distribution corresponds to CI = 130 ms
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delivery (left panels, anterior epicardial view), at shock end (middle panel, anterior
epicardial and transmural views), and at 30 ms post-shock (right panel, anterior
epicardial and transmural views) for 11.5 V/cm shocks applied at CIs of 100, 130,
160 and 190 ms (panels A, B, C and D, respectively). As observed previously by
optical recordings [5, 6], VEP on the epicardium is represented by two main areas
of opposite polarisation and of nearly the same spatial extent: the RV epicardium,
which is near the cathode, is positively polarised, while the LV epicardium is
negatively polarised by the shock. In contrast to the surface VEP, transmural views
in the 0 ms panels of Fig. 2 present a very complex shock-end distribution of
transmembrane potential throughout the mid-myocardium, which strongly de-
pends on the CI at which the shock is applied.

For CI < CImin (e.g. CI = 100 ms, Fig. 2A), the ventricles are mostly depolarised
at the time of shock delivery (left panel). At shock end, most of the myocardial
tissue in the RV and the septum is positively polarised, and only tissue on the LV
epicardium and in a small region close to the apex within the LV free wall is
negatively polarised by the shock (middle panel). This finding is quantified in Fig.

Fig. 2. Transmembrane potential distribution at time of shock delivery (left, epicardial view),
at shock end (middle, epicardial and transmural views), and at 30 ms after the shock (right,
epicardial and transmural views) for a 11.5 V/cm shock applied at CI = 100, 130, 160 and 190
ms in panels A, B, C and D, respectively. Colour scale is saturated, i.e. transmembrane
potentials above 20 mV and below 90 mV appear red and blue, respectively
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3, which presents the amount of myocardial tissue experiencing potentials > +20
mV and < –90mV (calculated as a percentage of all nodes in the ventricular
volume), plotted as a function of CI. For CI < CImin, positively polarised tissue
represents more than 33% of all myocardial tissue, while the percentage of nodes
negatively polarised at shock end is less than 15% of all myocardial nodes. Following
the shock end, the large amount of tissue strongly depolarised by the shock leads
to blockade of propagation as it surrounds the wavefront, resulting in failure to
induce arrhythmia. This is shown in the 30 ms panels of Fig. 2A and in Fig. 4A for
the 11.5 V/cm shock applied at CI = 100 ms. After the shock, propagation starts at
the apex (Fig. 4A, 12 ms panel) through the small postshock excitable area located
within the LV free wall (Fig. 2A, transmural view in 0 ms panel). However, 20 ms
postshock, the entire ventricles are refractory and the shock fails to induce arrhyth-
mia (Fig. 4A, 20, 50 and 100 ms panels).

Increasing CI above CImin (e.g. from CI = 100 ms to 130 ms and 160 ms) results
in an increase in the amount of repolarised tissue at the time of shock delivery,
which leads to two main changes in transmembrane potential distribution at shock
end: first, the amount of tissue strongly depolarised decreases, particularly within
the septum and the basal part of the LV wall; and second, the regions negatively
polarised by the shock extend towards the basal part of the LV free wall (compare
transmural images in 0 ms panel in Figs. 2A and 2B). Figure 3 shows that for CIs

Fig. 3. Percentage of myocardial nodes that are of transmembrane potential above +20 mV
(black bars) and below –90 mV (grey bars) at the end of 11.5 V/cm shocks applied at CIs in
the range between 100 and 190 ms
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Fig. 4. Evolution of postshock electrical activity following 11.5 V/cm shocks applied at CIs of
100, 130, 160 and 190 ms in panels A, B, C and D, respectively. Colour scale as in Fig. 2
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within the VW, the extent of tissue polarised above +20 mV is between 20 and 30%
of total myocardial volume, while the regions polarised below –90 mV represent
between 15 and 21% of total myocardial volume. As a consequence of these changes,
for CIs within the VW (e.g. CI = 130 and 160 ms), large excitable areas within the
LV wall are still present at 30 ms postshock (Figs. 2B and 2C, 30 ms panels), allowing
propagation and ultimately, re-entry induction. Figures 4B and 4C illustrate
postshock electrical activity during the first two cycles of re-entry for the shocks
applied at CIs of 130 and 160 ms, respectively. Shortly after the shock, two wave-
fronts propagate through the LV free wall, while the septal and RV free wall tissue
recovers (12 and 20 ms panels). When the two wavefronts collide within the LV wall,
propagation continues through the anterior and posterior of the ventricles, first
towards the septum and then towards the RV wall (40 ms panels). Two wavefronts
engulf the RV, one propagating towards the base and the other towards the apex
(60 ms panels). The wavefront that propagates towards the base dies out, sur-
rounded by refractory tissue, while the wavefront propagating towards the RV apex
re-enters through the LV free wall, closing the loop of the first cycle of re-entry (100
ms panels), and establishing a self-perpetuating re-entrant activity (200 ms panels).
A figure-of-eight re-entry is induced, with two rotors, one counterclockwise and
one clockwise, on the anterior and the posterior of the ventricles, respectively.

Figure 3 shows that for CI < 150 ms, while increasing CI leads to a decrease in
the extent of the positively polarised areas, this trend changes for CI > 150 ms, where
increasing CI results in an increase in the extent of the areas positively polarised
by the shock (also, compare transmural views in 0 ms panels of Fig. 2). For CI >
CImax, the extent of tissue with Vm > 20 mV at shock end increases above 33% of
total myocardial volume, while the percentage of myocardial nodes polarised below
–90 mV remains between 19 and 21% (Fig. 3). For these long CIs, at shock end,
positively polarised areas are induced in the main part of the RV and the septum,
and around the main postshock excitable area located within the LV free wall (0
ms panel in Fig. 2D for CI = 190 ms). When the shock is turned off, propagation
quickly proceeds through the postshock excitable regions located mostly in the LV
free wall, but soon thereafter it is blocked, surrounded by strongly depolarised
tissue (Fig. 4D, 12 and 40 ms panels, and Fig. 2D, 30 ms panel). Thus, for CI > CImax,
the shock fails to induce arrhythmia (Fig. 4D, 70 and 110 ms panels).

Discussion

In this study, we have examined, within the framework of the VEP theory, the role
of shock timing in cardiac vulnerability to electric shocks, in order to determine
the mechanisms underlying the existence of the VW. For this purpose, we con-
ducted computer simulations using an anatomically based rabbit ventricular mo-
del with realistic fibre architecture that incorporates the non-linear kinetics of the
membrane ionic currents. Bidomain simulations using this model have the ability
to predict faithfully the VEP pattern and postshock electrical activity in the depth
of the ventricular wall, not achievable by any imaging technique thus far. Therefore,
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this model presents a unique opportunity to investigate the mechanisms under-
lying the existence of the VW by exploring the postshock electrical events that take
place in the 3D volume of the ventricles.

Similar to previous studies [6], our results demonstrate that the mid-myocar-
dium exhibits a complex shock-induced VEP, which is not predictable from the
epicardial VEP. Furthermore, the effect of varying shock timing on VEP differs
significantly in the mid-myocardium and on the epicardium. On the epicardium,
the shock induces two large areas of opposite-in-sign polarisation of nearly the
same extent for all CIs (Fig. 2, epicardial views in 0 ms panel). In contrast, in the
depth of the ventricular wall, varying shock timing results in important changes in
the extent and location of VEP (Fig. 2, transmural views in 0 ms panel). These
changes ultimately determine the outcome of shocks applied at different CIs, and
thus explain the existence of the VW.

Our bidomain simulations reveal that varying CI in the range 100–190 ms results
in large changes in the extent of positively polarised areas of up to 93.2% (between
22 and 42.3% of total myocardial volume, see Fig. 3), while the extent of negatively
polarised areas changes only by up to 48.6% (between 14 and 21% of total myocar-
dial volume, see Fig. 3). These large changes in the extent of shock-end positively
polarised areas are caused by the strong dependence of the septal transmembrane
potential distribution on CI. For CIs outside the VW, the septal tissue is strongly
depolarised at shock end and the total extent of the positively polarised regions
represents more than 33% of total myocardial volume. Thus, a large amount of
tissue, mostly in the septum and the RV free wall, remains refractory for tens of
milliseconds after shock end, blocking propagation of postshock activations (Figs.
2A and 2D, and Figs. 4A and 4D). In contrast, for CIs within the VW, septal tissue
is either negatively polarised by the shock (Fig. 2C), or it is weakly depolarised and
thus it recovers shortly after shock end (Fig. 2B). Thus, for CIs inside the VW,
following the end of the shock, propagation proceeds through the LV free wall and
the septum, while the RV wall recovers, allowing the establishment of a scroll wave
on each side of the ventricles with a common apical pathway (Figs. 4B and 4C).
Therefore, our 3D simulations demonstrate that the shock-end septal transmem-
brane potential distribution plays a major role in the mechanisms underlying the
existence of the VW.
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Analysis of arterial pulse and ventricular devices

S. SCOLLETTA, S.M. ROMANO, B. BIAGIOLI

Cardiac transplantation is the ultimate surgical treatment for end-stage heart
failure, but the chronic shortage of donor hearts has necessitated other surgical
options. Mechanical circulatory support (MCS) systems are being used with increa-
ing frequency to support patients with severe heart failure, and implantable ventri-
cular assist system (VAS) are now available commercially for use as a bridge to
transplantation, and as a bridge to recovery of myocardial function [1].

The first generation of VAS produces intermittent, or pulsatile, blood flow at
physiologic rates, thus mimicking the normal circulation. Although the implan-
table VAS devices have been shown to be safe and effective, serious and frequent
complications associated with their use persist [2]. New MCS devices are being
developed in an attempt to provide more cost-effective systems with fewer compli-
cations. New MCS systems range from small intraventricular blood pumps (based
on axial flow technology) that provide partial cardiac assistance to total cardiac
replacement systems [1, 2]. To date, clinicians who treat the increasing number of
heart failure patients can choose from a variety of extracorporeal and implantable
circulatory support systems. Therefore, anaesthesiologists are now confronted
more frequently with the specialised needs of patients who receive left ventricular
assist devices (LVADs) [3–5].

Ventricular assist devices and blood flow

Some of the new VADs designs (HeartMate II, Jarvik 2000, DeBakey pump) are
based on axial flow technology and provide continuous nonpulsatile blood flow. In
contrast, an implantable pulsatile assist device provides intermittent blood flow at
physiologic rates. Another significant difference is that the axial flow VAD provides
submaximal blood flow from the left heart only, whereas a pulsatile VAD can
provides total circulation to the systemic arterial system. The arterial blood pres-
sure waveform and amount of blood flow provided by the axial flow pumps and
the pulsatile VAD differ, as do the physiologic response of heart failure patients to
each system. When using an axial flow pump for an LVAD, the flow wave changes
with the native heart flow wave because the axial flow pump produces a nonpulsa-
tile flow wave and the native heart produces a pulsatile flow wave. Therefore, if a
nonpulsatile pump is used as an LVAD, a peripheral arterial flow probe will detect
the flow wave that is generated by both the pulsatile and nonpulsatile flows.
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The influence of nonpulsatile pumps on native heart function remains unclear,
however, understanding the differences between these two systems (pulsatile and
nonpulsatile) is important to ensure proper patient care and management [2].

Pulse wave analysis (PWA) can provide new insights into principles governing
the function of VAD and may help optimise coupling between the LVAD and the
vascular system. Nakata and colleagues analysed the LVAD’s outflow waveform
and calculated the pulsatility index (PI) and the pulse power index (PPI) to examine
their relationship with LVAD output [6, 7]. The authors used a mock circulation
system followed by an animal model, and then applied fast Fourier transform (FFT)
to calculate the PI and the PPI. The PI is the sum of the square of its harmonic
components divided by the square of the mean flow. PPI quantifies the relative
power of a pulsatile waveform with respect to a nonpulsatile equivalent flow [8].
Similar to the first in vitro study, the authors then changed the LVAD rotational
speed (and consequently the LVAD flow) and found that PI and PPI decreased
exponentially with the increase of the assist ratio during left heart bypass with the
LVAD [6, 7]. The pulsatility of the arterial blood pressure waveform during non-
pulsatile LVAD implantation was quantified using the PI and PPI, and these seemed
to be good indicators of arterial blood pressure waveform changes depending on
changes in the pulsatility.

Even if the evaluation of the arterial blood pressure waveform using the FFT
technique may be effective in estimating an ideal LVAD condition for clinical use,
this method requires accuracy and a noise-free pressure signal. Minimal noise due
to a movement or arrhythmia may produce a major distortion [6, 7].

Arterial pressure waveform monitoring and VAD

To manage patients with a VAD, assessment of the perfusion of vital organs (heart,
brain, kidneys) is of great importance. Because the driving pressure immediately
upstream from an organ determines its perfusion, aortic pressure determines
perfusion of vital organs. The pressure waveform undergoes significant variations
during LVAD, and it also undergoes significantly amplification toward the peri-
phery. Thus, peripheral systolic pressure may be significantly higher than corre-
sponding central aortic systolic pressure, such that usual monitoring of a periphe-
ral artery (radial or femoral) in clinical practice may not reflect real end-organ
perfusion [9]. This becomes particularly important in patients undergoing VAD
insertion, who often have low cardiac output (CO) and multiorgan dysfunction as
a result of severe ventricular impairment [5]. In those patients, a ‘reassuring’
measurement in the periphery may correspond to actual low-pressure values in the
aorta. Another issue is that only the maximal and minimal values of peripheral
pressure waveform usually are taken into account, thereby neglecting the contour
of the waveform and losing the important information that it may convey [9]. In
fact, when only peak systolic and nadir diastolic values are taken into account, we
gain estimations of pressure fluctuations only for the systolic period. However,
pressure augmentation during the diastolic period aids perfusion of coronary
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arteries and may be particularly beneficial, as has been shown with intra-aortic
balloon counterpulsation patients. To better interpret peripheral pressure recor-
dings and to gain insight into central haemodynamics in patients on pulsatile
LVAD, Vlachopoulos and colleagues used a valid non-invasive tonometric techni-
que to analyse the arterial pulse wave [9, 10]. They chose an appropriate method
to analyse peripheral pressure waveform and to generate the pressure waveform in
the central aorta. Systolic and diastolic central aortic pressures were also calculated,
along their integrals during the respective phases, which are indexes of perfusion
of vital organs [9]. Vlachopoulos found that, after LVAD implantation, the assist
device completely overrode native left ventricular function and was the sole source
of pump output. Both radial and aortic pulse waveforms were substantially altered,
and peak pressures were significantly improved. Most important, the reflected
wave (from the peripheral to the central site) was responsible for a second systolic
hump of the aortic waveform that corresponded to a more prolonged pump
ejection. In contrast, in the radial artery the second peak was only slightly higher
than the first, and thus did not alter the peak systolic value of the waveform [9].

Vlachopoulos and colleagues studied only two patients on pulsatile LVAD, and
did not examine continuous and nonpulsatile VAD. The cardiovascular response
of patients undergoing total implantable nonpulsatile VAD differs from intermit-
tent (pulsatile) MCS in several important aspects. The physiology is unique in that
flow is nonpulsatile and continuous. The left ventricle is offloaded and blood flow
is provided throughout the cardiac cycle. Ideally, these pumps act as a true LVAD,
functioning synergistically with the native pulsatility of the heart. However, if
necessary, end-organ perfusion can be completely supported. Since axial-flow
VADs provide positive continuous pressure and flow during systole and diastole,
end-organ perfusion is further augmented. Moreover, diastolic blood pressure
increases, systolic blood pressure remains unchanged, and the mean blood pres-
sure increases. The pulse pressure is normally reduced during support with axial
flow pumps, and the amount of blood flow through an axial flow pump depends
primarily on the differential pressure across the pump [11]. As a consequence, the
PWA in patients on VAD could be of great aid.

Cardiac output monitoring of patients on VAD

To manage patients with a VAD, assessment of the resulting left ventricular (LV)
CO is of great importance in order to avoid low output syndrome, which remains
one of the leading causes of death after MCS. In addition, although indirectly,
LV-CO monitoring can provide an estimation of the remaining right ventricular
function in patients on only right ventricular assist devices (RVADs), and it could
be useful to determine the timing of weaning from right circulatory support [2].

Although several methods are available for CO estimation, many of them are
either unsuitable for continuous measurement or inapplicable in subjects on MCS.
Undoubtedly, flowmetry from the graft’s outflow is considered as the gold standard
method, but it is invasive and its use is limited to the intraoperative period.

Analysis of arterial pulse and ventricular devices 297



Transoesophageal echocardiography (TEE) has emerged as the procedure of choice
for evaluation of cardiac performance in patients on MCS. However, this technique
depends mainly on an experienced operator and cannot be used continuously.
Continuous thermodilution cardiac output (CCO) measurements have advantages
over intermittent bolus thermodilution (ThD) technique because they provided
continuous data. The CCO technique is used increasingly to monitor cardiac
function in patients on LVAD [12]. However, since ThD-CCO incorporates a
thermal coil integrated into the PAC, it cannot be used in RVAD patients due to
indicator loss via the venous cannula of the pump [13]. Pulse contour methods
(PCMs) derive the CO from analysis of the pressure waveform, and theoretically
may have advantages over PAC-derived thermodilution measurements. PCMs
provide a faster response time (beat-to-beat readout), and abrupt changes in CO
resulting from blood loss, tamponade, mechanical device malfunction or inade-
quate setting may be detected more quickly than with ThD-CCO.

In a recent report, Wiesenack and co-authors described the reliability of a
femoral pulse contour method (PiCCO, Pulsion Medical System) in a patient on a
centrifugal right ventricular pump (BE Rotaflo, Jostra). The technique consisted of
a modified setup with a left atrial catheter to inject an iced solution for calibrating
the system [13]. The authors judged that the method was feasible for use in patients
on a RVAD.

The PiCCO system requires calibration by reference bolus thermodilution via
a central venous line to obtain a reference CO value, so it cannot be used in patients
on RVAD due to loss of the injected cold indicator. Furthermore, the modified
setup procedure of Wiesenack et al. could raise similar drawbacks in patients on
LVAD and, as result, also cannot be used in patients on biventricular assist devices
(BIVADs). Finally, since an iced solution must be injected with a left atrial catheter,
the potential hazard due to air entrapment into the left heart cavities makes the
method unsafe [13].

Recently, a less-invasive pulse contour method was developed [14–16]. This new
CO monitoring system, called PRAM (pressure recording analytical method), is
based on the analysis of the blood pressure profile changes derived from the radial
artery (see Fig. 1 and Appendix). It allows beat-by-beat stroke volume (SV) moni-
toring and, using a transfer function, allows the peripheral pressure waveform to
be analysed in order to generate the pressure waveform in the central aorta. Since
PRAM does not require any external ThD calibration, it provides two major
advantages: (1) a central venous line can be avoided, and (2) it continues to work
in patients on RVAD and LVAD.

Pulse wave analysis by PRAM in a LVAD-implanted patient

We studied PRAM in a patient with severe cardiogenic shock who underwent axial
flow LVAD implant. A pulmonary artery catheter (PAC) was placed for the CCO
evaluation, and intraoperatively a transoesophageal echocardiography (TEE)
probe was used to adjust the pump speed. An ultrasonic flow-probe was placed
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on the pump’s outflow graft to verify flow rates against varying mean arterial
pressure. PRAM was connected to the analogue-output of the monitoring system
for non-invasive continuous recording and analysis of the radial artery pressure
wave and the subsequent CO computation (Fig. 1). The axial flow pump speed was
varied by increments or decrements of 1000 rotations per min (rpm) throughout
the entire operating range to obtain aortic valve opening and the best flow-to-rate
correlation on the basis of haemodynamic parameters. CCO, flowmeter-CO, and
CO measures obtained by PRAM in the operating room after the end of cardiopul-
monary bypass (CPB) were compared. CO comparisons are shown in Table 1.

PRAM measurements obtained from the radial artery overestimated flowmetry
CO values. However, since PRAM analyses the pressure waveform of a peripheral
artery (the radial or femoral artery), its CO estimations should represent the total
amount of blood flow (blood flow generated by the axial flow plus the SV produced
by the left ventricle). In this case, it is possible that PRAM determinations represent

Fig. 1. PRAM (pressure recording analytical method) is connected to the analogic-output of
the monitoring system for continuous non-invasive recording of the radial arterial pressure
waves. The signals are acquired at 1000 Hz by means of an analogic-digital multifunction
card (PCMCIA) and filtered at 25 Hz to avoid resonance effects caused by the catheter-trans-
ducer system without degrading the pressure wave amplitude. Beat-by-beat displayed
PRAM-CO values (left side) and radial pressure waves (right side) are monitored using a
personal computer. Dotted lines under the pressure curve represent the exact identification
of the dicrotic notches
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the true blood flow. With respect to flowmetry, a trend toward increased or
decreased CO values was observed as the axial flow pump speed was varied. Since
this method is based on the analysis of pulsatile flows, it is not expected to work in
patients on axial flow pumps, which cause continuous blood flow throughout the
cardiac cycle. With axial flow pumps, diastolic and mean blood pressures increase,
and systolic blood pressure remains unchanged. This results in a reduction of pulse
pressure (Table 1) and in the disappearance of the dicrotic notch due to aortic valve
closure [5]. However, since some pulsatility in arterial pressure should always be
present to avoid stasis in the aortic root and subsequent decreased coronary flow,
the speed of the axial flow pump (in rpm) needs to be adjusted to allow the aortic
valve to open [2]. In our patient, the aortic valve opened from 8 000 to 10 000 rpm
(intraoperative TEE control). But despite the loss of ventricular ejection through
the aortic valve at pump speeds over 10 000 rpm, PRAM continued to detect a
peripheral pulsatile flow (Fig. 2). This may account for ventricular ejection through
the axial flow pump. Most important, this PWA system is capable of identifying the
dicrotic notch of the arterial wave during each cardiac cycle, and consequently is
able to detect aortic valve opening. Therefore, PRAM may permit the pump speed
to be adjusted when other monitoring systems are not disposable or when they
cannot detect the dicrotic notch.

Conclusions

Measurement of CO is of crucial importance in patients on MCS, and continuous
monitoring of SV allows physicians to avoid a detrimental low output state. LVAD
implantation yields a unique opportunity to evaluate the accuracy of various
monitoring systems in vivo because it provides a contemporaneous, independent,
intravascular measure of CO. Moreover, in the presence of a LVAD, the flow wave
changes with the flow wave of the native heart because the flow pump produces a
nonpulsatile (or pulsatile) flow, and the native heart continues to produce a
pulsatile flow wave. Understanding the differences between pulsatile and nonpul-

Table 1. Cardiac output measurements by flowmeter, ThD, and PRAM

Axial-flow pump ThD PWA Blood pressure

(LVAD)

rpm Flowmetry CCO PRAM-CO ABP (mmHg)
8 000 2.3 3.4 3.7 76/60 (65)
9 000 2.8 3.5 4.5 76/62 (67)
10 000 2.8 3.6 4.9 74/63 (67)
11 000 3.0 3.7 5.1 71/65 (67)
12 000 3.1 3.6 4.9 70/66 (67)
10 000 2.9 3.5 4.7 72/64 (67)

Cardiac output (CO) values are in l/min; LVAD, left ventricular assist device; rpm, rotations
per minute; ThD, thermodilution; PWA, pulse wave analysis; CCO, continuous cardiac
output; PRAM-CO, pressure recording analytical method cardiac output; ABP, arterial blood
pressure systolic, diastolic and (mean)
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satile devices is important to ensure proper patient care and management. Finally,
pulse contour methods that allow beat-by-beat analysis of the arterial waveform
could be helpful as additional continuous monitoring techniques in patients on
circulatory support.

Appendix: basic physical principles of PRAM

The changes in volume that occur in all arterial vessels are mostly due to wall radial
expansion in response to blood pressure changes. This depends on various physical
factors, such as the force of cardiac contraction, the arterial impedance and com-
pliance, and the peripheral resistance. With PRAM, the area under the pressure
curve is measured in each cardiac cycle. At the same time the impedance (Z) is
obtained from morphologic analysis of both the pulsatile and the continuous
components of the pressure waveform. Briefly, according to PRAM, Z is equal to
(P/t) � K, and SV is calculated as follows (cm3):

Fig. 2. Image of beat-by-beat online recording of radial artery pressure waveform by PRAM
and the subsequent computation of CO. Left Haemodynamic parameters, top blood pressure
values, bottom stroke volume, cardiac output and systemic vascular resistances averaged
over the first five waves. Right Pressure waveforms non-invasively acquired by PRAM from
the monitoring system. The first five waves were recorded at an axial pump speed of 10 000
rpm, the last four waves at 11 000 rpm. Although the aortic valve did not open at 11 000 rpm
(echo control), PRAM continued to detect a pulsatile flow (see text for details)
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SV = where:

A (mmHg � s) is the area under the systolic portion of the pressure curve; P/t
(mmHg � s_1) is a description of the pressure wave profile expressed as the
variations in pressure (P) over time (t); K is a factor inversely related to the instan-
taneousaccelerationof thevesselcross-sectionalarea (s2

� cm_1) � (1 � cm_2). Car-
diac output is computed by heart rate and SV [14, 16].
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Ventilatory-metabolic monitoring and analysis of arterial
pulse

P. GIOMARELLI, E. CASADEI, S. SCOLLETTA

The assessment of cardiac output (CO) continues to challenge physiologists who
study human endurance, clinical pharmacologists interested in the effects of treat-
ment on cardiac output, and intensivists concerned with the measurement of
oxygen consumption/oxygen delivery (VO2/DO2) dependency and the prevention
of organ dysfunction or failure in haemorrhagic, cardiogenic, or septic shock. In
clinical exercise testing, employed for the evaluation cardiac function in patients
with chronic heart failure (CHF), the measurement of CO is mainly used to record
the stroke volume in patients who have an unexpectedly high heart rate during
exercise. A low stroke volume implies impaired cardiac function. If cardiac func-
tion is normal and output is high, the tachycardia is presumed to be due to impaired
control of the peripheral circulation [1].

Arterial pulse contour analysis is very useful in the management of haemodyna-
mically unstable patients, in whom inappropriate or delayed treatment can in-
crease the risk of mortality and morbidity. This approach allows changes in CO and
responses to vasoactive therapies, fluid resuscitation, or inotrope infusion to be
recorded. Furthermore, among the various monitoring systems, arterial pulse
contour is probably the most frequently used device to calculate CO, as it provides
physicians with a wealth of information.

Stroke volume variation

Pulse pressure variation (PPV) and stroke volume variation (SVV) reflect central
capacitor tone. Since the ratio of mean arterial blood pressure changes to SVV
reflects arterial tone, such ratios could be used to continuously monitor arterial
tone, a major determinant of cardiovascular performance. This approach has been
criticised due to the fact that, during mechanical ventilation, positive pressure
ventilation alters the arterial pressure power spectrum in the time domain, in-
ducing phase-dependent changes in arterial impedance [2].

The pressure recording analytical method (PRAM) is a new system for real-time
beat-to-beat quantification of peripheral blood flow. It provides point-to-point
reconstruction of the aortic waveform from a peripheral arterial site, thus allowing
SV to be calculated with no other prefixed parameter and avoiding inaccuracies
derived from patient variability and instant variations of impedance [3, 4].
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The capability to reconstruct the central aortic waveform from the radial artery
with a proper transfer function facilitates more precise SV measurements and more
accurate analysis of the dP/dT ratio. As a consequence, PRAM permits evaluation
of both physiologic and drug-induced haemodynamic changes.

Figure 1 shows an example of beat-to-beat haemodynamic changes as moni-
tored by PRAM in a patient with heart failure who underwent a dobutamine-stress
test. The heart rate (HR), systolic blood pressure (SBP), diastolic blood pressure
(DBP), and dicrotic blood pressure (DicBP) values are shown at the top, while at
the bottom stroke volume (SV) values are given. The patient had a history of heart
failure and, before starting the dobutamine-stress test, he had sinus tachycardia
(125 bpm), a blood pressure of 95/70, and a stroke volume of 30 ml/beat. After
10 mg/kg/min dobutamine administration, the HR and SBP increased by 20% with
respect to baseline values, whereas DBP and DicBP remained unchanged. Of note,
the SV did not show any increase, but instead was stable during the first part of the
stress test and decreased shortly afterwards. The dotted vertical line indicates the
start of dobutamine infusion.

Figure 2 shows the same variables as Fig. 1 (same patient). At the bottom, instead
of stroke volume, the beat-to-beat dP/dT ratio, obtained by the pulse wave analysis
with PRAM, is shown. The first portion of the arterial wave (anacrotic phase)

Fig. 1. Monitoring of beat-to-beat haemodynamic changes by pressure recording analytical
method (PRAM) in a patient with heart failure who underwent a dobutamine-stress test (see
text for further details). Dotted vertical line Start of dobutamine infusion. HR, heart rate;
SBP, systolic blood pressure; DicBP, dicrotic blood pressure; DBP, diastolic blood pressure;
SV, stroke volume
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represents the main index of myocardial performance and contractility. For this
reason, analysis of the changes of that component of the waveform provides very
useful monitoring in clinical practice [5].

Pulsatile phenomena and arterial stiffness, according to recent studies confirm-
ing the importance of arterial pressure in cardiac disease, seem to be in the
foreground regarding diastolic and mean pressures in human adults. Arterial
stiffness is not only a well-known risk factor of cardiovascular disease, but also a
predictor of cardiovascular events; in addition, it has important haemodynamic
consequences [6].

Ventilatory-metabolic monitoring in chronic heart failure

Despite recent advances in the treatment of patients with CHF, mortality in these
patients remains high. Reliable risk stratification is a continuing challenge, as the
number of candidates for heart transplantation is increasing and the supply of
donor hearts is limited. The identification of patients at highest risk for early death
is clearly of special importance. Increasing experience has confirmed the prognos-
tic value of peak oxygen consumption (VO2): the 24th Bethesda Conference for
Cardiac Transplantation listed peak VO2 < 10 ml/kg per min with achievement of
anaerobic metabolism as an accepted indication for heart transplantation. Left
ventricular ejection fraction (LVEF), NYHA class IV disease, and neurohormonal

Fig. 2. Top Same variables as in Fig. 1 (same patient); bottom beat-to-beat dP/dT ratio
obtained by pulse wave analysis with PRAM (see text for further details). Dotted vertical line
Start of dobutamine infusion. HR, heart rate; SBP, systolic blood pressure; DicBP, dicrotic
blood pressure; DBP, diastolic blood pressure; SV, stroke volume
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markers are considered undisputable features in the diagnosis of CHF. At the same
time, they have not been the subject of interest as valid risk predictor factors since
they do not represent metabolic indexes [7].

Peak VO2 might be underestimated due to reduced patient motivation as well
as to premature termination of exercise by the examiner in spite of the recognised
exercise end point: severe ventricular tachycardia of > 5 beats, high degree of AV
block, ST-segment depression > 3 mm, systolic blood pressure > 250 mmHg, or a
progressive decrease in blood pressure. The anaerobic threshold (VO2AT) meas-
ures sustainable O2 uptake and is an objective parameter that can be derived from
submaximal exercise testing; it is therefore independent of patient and examiner
motivation. During heavy exercise, or under pathologic conditions, an anaerobic
component of metabolism causes lactate to increase significantly. This is accom-
panied by an almost equal reduction in bicarbonate concentration in the blood,
resulting in accelerated CO2 production and an increased respiratory CO2 output.
The threshold at which this begins is termed the anaerobic threshold (AT) and has
been used as an effective gauge of physical fitness in patients with cardiopulmonary
diseases, as well as in healthy normal subjects. Arterial lactate measurement is one
way of detecting, during a period of increasing work or during a pathologic
condition, the lactate threshold (LT). It is theoretically possible to detect an increase
in blood lactic acid from the evaluation of CO2 production, since bicarbonate is the
major buffer of metabolic acids in body fluid. By visual inspection of a graphical
plot of ventilatory equivalents, end tidal gas concentration, and respiratory ex-
change ratio, or using a computer-implemented method, it is possible to detect the
AT. Either method is noninvasive and thus preferable for a wide range of applica-
tions and at reduced cost [8]. The ventilatory efficiency, measured as the slope of
VE vs VCO2 below the ventilatory compensation point for exercise metabolic
acidosis, was found to be a reliable predictor of prognosis in patients with CHF. A
VO2AT < 11 ml/kg per min, and a slope of VE vs VCO2 > 34, combined, was better
able than peak VO2 to identify patients at high risk for early death from CHF [7].

In conclusion, in patients with CHF, haemodynamic parameters are useful to
detect pathophysiologic mechanisms of cardiac dysfunction and to titrate therapy.
Metabolic evaluations, such as AT and VE vs VCO2 slope, seem to be reliable
predictors of mortality.

Ventilatory-metabolic monitoring in critically ill patients

Researchers have worked for many years to identify morbidity and mortality risk
factors in intensive care patients and in those suffering from shock. For example,
mortality following cardiac surgery is related to low cardiac indexes, while venous
oxygen saturation (SvO2) has been demonstrated to be a good predictor of the
critical oxygen delivery (DO2) point below which the VO2/DO2 relationship be-
comes dependent [9, 10].

CO and SV monitoring may indicate that a patient is probably close to passing
the AT, but this can only be confirmed by measuring lactic acid levels. Beat-to-beat
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monitoring of SV, as obtained with PRAM together with continuous pulse oximetry
allows the DO2 to be calculated. The detection of tissue hypoxia by measuring the
arteriovenous gradient for pCO2 and pH was validated as an approach many years
ago [11]. The DPCO2/Da-vO2 ratio seems to be the parameter that best identifies an
anaerobic condition [12].

We studied 13 consecutive patients admitted to the intensive care unit (head
injury, subarachnoid haemorrhage, major vascular surgery, sepsis). The end point
was to validate DO2 and the DPCO2/Da-vO2 ratio with respect to lactic acid values
as possible indicators of tissue anaerobic metabolism. Data were collected at T1
(admission at ICU) and T2 (after 24 h). An inverse relationship (R2 = 0.61; P < 0.05)
between the arterial lactate values at T2 and the DO2 index at T1 was found. As
shown in Fig. 3, 75% of patients with a low DO2I (< 300 ml/min/m2) had lactic acid
values greater than 1.5. Conversely, only 20% of patients (2 of 9) with a higher DO2I
(> 300 ml/min/m2) presented high lactate levels. A correlation between DO2I at T1
and lactic acid values at T1 was not found. This could have been due to the early
evaluations of our study, but confirms that even if DO2 could indicate the risk for
anaerobic metabolism, it cannot certainly indicate the individual response to
hypoxia. We found a good direct correlation (R2 = 0.60; P < 0.05) between lactic
acid values and the DPCO2/Da-vO2 ratio calculated at T1 (Fig. 3). The cut-off point
for this ratio that classifies tissue anaerobic vs aerobic metabolism has been

Fig. 3. Relationship between the oxygen delivery index (DO2I), calculated at ICU admission,
and lactic acid values, measured 24 h later. As shown, 75% of patients with a low DO2I
(<300 ml/min/m2) had lactic acid values greater than 1.5 (see text for further details)
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demonstrated to be 1.4 [12]. It is firstly related to the increased CO2 venoarterial
gradient due to H+ release, but is secondarily associated with the degree of the
arteriovenous difference of oxygen, and is thus an index of tissue perfusion [12].
Figure 4 shows that seven patients had a DCO2/avO2 ratio of 1.4 at T1. Among these
subjects, 85% (6 of 7) had lactic acid levels greater than 1.5.

An anaerobic component of metabolism causes lactate to increase significantly.
This is accompanied by an almost equal reduction in the bicarbonate concentration
in the blood, causing CO2 production to accelerate, evidenced as an increased
venoarterial differences and an increased respiratory CO2 output. The threshold at
which this begins is termed the anaerobic threshold and is evidenced ‘in primis’ by
venoarterial differences in CO2.

Usually, tissues reach the anaerobic threshold when the capillary PO2, due to a
DO2 reduction, reaches a critical value at which lactic acid increases. However, that
critical point has a wide range of values because of the capability of tissues to gain
oxygen. The tissue capability of oxygen consumption can be represented as:
VO2 = k ×A/L × (Pc–Pm), where k is the diffusion coefficient for oxygen, a function
of the diffusibility and solubility of oxygen in the tissue substance, Pc is the pressure
point in the capillary, Pm the pressure point in the mitochondria, A is the surface
area (degree of capillary hyperaemia), and L is the diffusion distance (capillary to
mitochondria) [13].

Fig. 4. Correlation between lactic acid values and the DPCO2/Da-vO2 ratio calculated at ICU
admission. As shown, seven patients had a DCO2/avO2 ratio of > 1.4. Among these subjects,
85% had a lactic acid level greater than 1.5 (see text for further details)
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Conclusions

Pulse wave analysis and ventilatory parameters play key roles in the continuous
monitoring of intensive care patients. Moreover, with these approaches, the
patient does not require additional invasive procedures nor is extra time needed
since peripheral arterial catheter insertion or mechanical ventilation are common
procedures in the ICU. Undoubtedly, continuous CO measurements, together
with the pulse oximetry are considered valuable methods to acquire information
regarding oxygen delivery. However, even if CO constitutes the main indicator of
low output syndrome (LOS), and subsequently of low oxygen delivery, the stroke
volume should be considered a more precise ‘marker’ of LOS because it better
reflects the pathophysiologic status of cardiovascular system with respect to tissue
demand.

An increase in lactic acid means that: (1) the AT during the endurance test, and
(2) VO2/DO2 dependence in critically ill patients have been reached. Since the
DPCO2/Da-vO2 ratio measurement and the VCO2 slope assessment with respect to
the oxygen consumption are directly related to arterial lactate levels, their com-
bined monitoring could represent a useful continuous technique to quickly disclose
tissue anaerobic metabolism.
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The assessment of cardiac performance in critically ill
patients

C. SORBARA, A. ROSSI

Essential to the management of any haemodynamically unstable patient is rapid
assessment of the determinants of cardiovascular insufficiency, followed by appro-
priate specific therapies aimed at stabilising cardiovascular status and reversing
the initiating processes. It would be very useful in everyday clinical practice to be
able to calculate those indexes that discriminate between changes in preload and
afterload and changes in contractility. The management of severely septic patients
would be enhanced if haemodynamic changes caused solely by changes in preload
and afterload could be separated from those caused by alterations in contractility.
Within this context, the goal of cardiovascular therapy is to create a physiological
condition wherein blood flow and oxygen delivery to the tissues are adequate to
meet the varying metabolic demands of the tissues, without inducing untoward
cardiorespiratory complications.

The incidence of cardiac problems is more than 50% in ICU patients, and the
most frequent cause of impaired cardiovascular failure in critically ill patients is
pump failure. Several aetiologic factors of pump dysfunction have been studied:
myocardial ischaemia, septic cardiomyopathy, inflammatory responses, right ven-
tricular (RV) failure with pulmonary hypertension, and a combination of several
factors. Although left ventricular (LV) function is the determining parameter in
various pathophysiologic conditions, the role of the RV in critically ill patients
should not be underestimated, both for its ventricular interdependence effect and
for RV failure as the primary cause of cardiovascular failure.

Haemodynamic variables have been well-studied and validated, but the possi-
bility of early and specific monitoring of these parameters improves the time factor
and the quality of intervention. Quick assessment and early treatment, with the
possibility of titration of adequate therapy, allow a greater physiological response
to therapy, prevent secondary subcellular damage due to persistent hypoperfusion
(mitochondrial dysfunction), and are likely associated with improved survival [1,
2]. In the clinical assessment of cardiac function, especially in critically ill patients
in whom rapid fluid shifts occur, such as hypovolaemic or distributive shock,
crucial is the early detection of LV/RV systolic and/or diastolic dysfunction, by
sensitive, reliable, and simple cardiovascular monitoring systems.

In this direction, echocardiography and Doppler ultrasonography have become
important tools for the diagnosis and monitoring of cardiovascular problems. The
impact of echocardiography on changes in the therapy and management of hospi-
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talised patients was found to be as high as 57%, although changes occurred more
frequently in ICU patients than in those admitted to the hospital (54% vs 37%,
respectively) [3]. Particularly, transoesophageal echocardiography (TEE) with
Doppler imaging, owing to its bedside availability, facilitates the routine diagnosis
and management of cardiovascular failure, both intraoperatively and in ICU pa-
tients.

Moreover, in combination with echocardiography imaging, technical deve-
lopments have provided several additional tools, derived by arterial pulse contour
analysis, for functional and dynamic cardiovascular monitoring with on-line,
beat-to-beat information about the cardiovascular system, such as stroke volume
variations (SVV), pulse pressure variations (PPV), systolic pressure variations
(SPV), and aortic flow variation (AFV). This extensive monitoring ability allows
the rapid and rationale evaluation of functional cardiovascular performance, and
provides answers to these clinical questions: How and by how much do the positive
or negative changes of preload influence cardiac output in my patient? In the
presence of systemic hypotension, what is the contribution of a loss of vascular tone
vs inadequate blood flow? To what extent can the cardiac pump maintain an
effective blood flow with a good perfusion pressure without the patient going into
failure (cardiac reserve) [4]?

To comply with this functional approach, haemodynamic monitoring must be
integrated into a concept of volume, pressure, and flow monitoring, using a
combination of several technologies, so that key information about haemodynamic
assessment is significantly augmented.

Cardiac performance

Left ventricular systolic performance is governed by four major determinants: (1)
the Frank-Starling mechanism (pump output vs preload), necessitating the meas-
urement of pressures and volumes; (2) afterload; (3) contractility, independent of
loading conditions; (4) heart rate.

Preload

There is clinical and physiologic evidence that cardiac performance is influenced
by preload. In order to optimise ventricular performance, preload must be adjusted
to the appropriate level, also in the failing heart. Traditionally, several pressures
have been used to assess preload, such as central venous pressure (CVP), pulmo-
nary artery diastolic pressure, and pulmonary artery wedge pressure (PAWP), as
indexes of filling pressures, and therefore as an estimation of preload, although
preload is defined as the end-diastolic fibre length. While these parameters, even
if indexes, offer good approximation of preload under physiological conditions, in
critically ill patients, with different cardiovascular status and modified intrathora-
cic pressures, such as occur in mechanically ventilated patients, they are poor
guides to estimate LV preload and its changes, without simultaneous assessment
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of volumetric parameters. However, although indirectly estimating filling pres-
sures, TEE nonetheless offers relevant information in this respect by Doppler
interrogation of pulmonary venous flow and transmitral flow, and the relationship
between the systolic, diastolic, and atrial contraction components of these flows.
Moreover, Doppler pulmonary and transmitral flow, together with tissue Doppler
imaging (TDI) of the ventricular wall, provide other, specific information about
diastolic LV function, which is a fundamental aspect of a comprehensive hae-
modynamic assessment.

TEE permits good qualitative and quantitative assessment of volumetric esti-
mation of preload in patients with either normal ventricular function or dysfunc-
tion. Quantitative estimation can be done in different ways using two-dimensional
echocardiography. In a mid-oesophageal long-axis view in a longitudinal plane,
four- or two-chamber, it is possible to evaluate LV end-diastolic volume (LVEDV)
in agreement with Simpson’s rule (methods of discs), which is an extremely
well-validated technique. The LV end-diastolic area (LVEDA), measured per defi-
nition at the mid-papillary level of the LV, in the transgastric short-axis view,
correlates well with volumetric analogues. Suggestive for low filling status of the
LV is the LVEDA index, which refers to a body surface area, of � 5.5 cm2/m2, a
‘kissing walls’ sign, or a linear decline of LVEDA of 0.3 cm2 per percentage blood
loss in hypovolaemic patients with normal function [5].

However, several limits and drawbacks exist for measurement of LVEDA,
especially as a single parameter, when there is impaired global or regional LV
dysfunction or a valvular pathology. In this case, a more accurate assessment of
volume loading may be possible only with multiple measurements of LVEDA,
filling pressures, and cardiac output after a fluid challenge.

Over the last several years, the fluid responsiveness concept has underlined the
dynamic aspect of the preload parameter: since the gold standard for preload-re-
sponsiveness is an increase in cardiac output in response to volume expansion,
‘physiologic volume expansion’ trials may be used to ascertain preload-respon-
siveness. According to this approach, obligatory small changes in ventricular
filling, induced by positive-pressure ventilation, as well as the small increase in
venous return induced by leg raising or Trendelenburg position can be evaluated
using the dynamic changes of cardiac (stroke) volume to predict preload-respon-
siveness. Beat-to-beat changes in LV stroke volume can be easily monitored by
arterial pulse contour analysis as beat-to-beat changes in SVV, changes in SPV, and
beat-to-beat changes in arterial PPV, since the only other determinants of pulse
pressure, arterial resistance, and compliance cannot change enough to alter the
pulse pressure during a single breath. If SPP or SVV are 15% more than the baseline
pulse pressure for a normal tidal breath, then an increase in cardiac output in
response to fluid challenge could be predicted [6, 7]. Since the primary determinant
of arterial pulse pressure is the phasic aortic flow, which is generated by the heart’s
contraction with each beat, AFV, measured by transoesophageal 2-D echocardio-
graphy pulsed Doppler of the aortic outflow tract (LVOT) [8], can also be used to
determine preload responsiveness and subsequent change in cardiac output in
response to treatment. The rationale of the concept of ‘fluid responsiveness’ implies
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that the entire cardiac circuitry in the chest, from the RV and pulmonary circulation
to the LV, will transpose all the variation in venous flow rate. If this were not the
case, as will occur in patients with selective RV failure, tamponade or LV failure,
then no change in pulse pressure can occur. Importantly, these are exactly the
conditions in which intravascular fluid loading can cause worsening of clinical
status.

Afterload

Systemic hypotension is always pathological, as physiologic mechanisms normally
keep central arterial pressure constant to maintain coronary and cerebral perfu-
sion, despite a widely varying cardiac output. Moreover, the relationship between
arterial pressure and regional blood flow is both non-linear and different among
vascular beds: a primary vasoplegia may induce blood flow redistribution and/or
frank ischaemia in specific organs (brain, heart, gut, kidney), even with a normal
or supranormal cardiac output [9]. Nonetheless, the presence of peripheral vaso-
constriction with systemic normotension does not imply a stable cardiovascular
state and could compensate a condition of unknown cardiac failure.

Clinically, it is common practice to use the indexed systemic vascular resistance
(SVRI) as a steady-state global measure of afterload, with the ‘physiologic’ limita-
tion that this approach fails to account for the effect that ventricular geometry has
on the load imposed on the myocardium (stress wall). To assess the effective arterial
tone, in order to titrate therapeutic approach, it is more useful to know the ratio
between the beat-to-beat phasic changes in blood pressure (MAP) vs the beat-to-
beat phasic changes in blood flow during the cyclic variation induced by positive-
pressure ventilation. If arterial tone is increased, then for the same variation of
stroke volume the increase in variation of blood pressure (MAP) would be propor-
tionally greater; and the contrary holds in case of decreased arterial tone. If MAP
is replaced by arterial pulse pressure, then the large-vessel arterial tone can be
assessed with the beat-to-beat ratio between PPV and SVV (pulse contour analysis)
or AFV (TEE) [10].

Ventricular function

With TEE and Doppler echocardiography, it is relatively easy to rapidly estimate
load-dependent parameters of global ventricular function, such as ejection fraction
(EF), stroke volume (SV), cardiac output and, in the presence of mitral regurgita-
tion, the positive maximum first derivative of pressure, corrected for time
(dP/dtmax).

Another Doppler-derived index of myocardial performance (MPI) has been
described by Tei [11]. The MPI incorporates both systolic and diastolic indexes of
ventricular performance, is independent of ventricular geometric dimensions, and
is free from any necessity to link to pressures data. It is defined as the sum of the
isovolumetric contraction time (ICT) and isovolumetric relaxation time (IRT),
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corrected for the ejection time (ET) [MPI = (ICT + IRT)/ET]. The great advantage
of this index is the simplicity by which MPI can be obtained, although its preload
and afterload independence is still under debate [12].

Unfortunately, none of the above indexes, arterial pressure included, gives a
true and specific indication of the performance of the cardiac pump. The ideal
measure of ventricular performance, as an independent parameter of cardiovascu-
lar function, must be performed by a beat-to-beat assessment of the systolic pump,
independent from load conditions and useful both as an index of contractility and
as an index of ventricular functional reserve, because knowing the degree of
contractile reserve is important in preventing and assessing a subject’s response to
different conditions of haemodynamic stress (weaning from mechanical ventila-
tion, surgery, sepsis, etc.).

Complex derived measures have been used in experimental medicine to assess
cardiac contractility. These measures, although accurate, are impractical in the
clinical routine monitoring and management of critically ill patients due to their
complexity and invasiveness.

The slope of the LV end-systolic pressure–volume (P–V) relation (Ees or end-
systolic ventricular elastance), measured during progressively altered cardiac load-
ing conditions, is still considered as the gold standard for assessing LV contractility,
independent of preload and afterload [13–15]. Its clinical application, however, is
limited by technical difficulties associated with instantaneous volume measure-
ments, by the necessity of complicated off-line analysis, and by medical and ethical
limitations related to the required episodes of load alterations.

A more physiologic approach to haemodynamic assessment together with the
innovative technology of new monitoring systems, specifically echocardiography
and arterial pulse contour analysis, may provide better tools for a clinical on-line
approach to the concept of cardiac performance [16, 17].

In the cardiovascular system, which can be considered as a hydraulic system,
the heart works as a pump to circulate the blood into both the pulmonary and
systemic circulation. In hydraulic systems, the force is usually measured as pres-
sure, the work as the product of pressure and volume, and the power as the product
of pressure and flow. The cardiac muscle provides the energy necessary for this
circulation, dispersing more energy as the blood proceeds further, into peripheral
vascular beds (hydraulic energy). The effort performed by the ventricle to pump
the blood against gravity and to overcome the inertia and the viscosity of blood can
be described as ‘ventricular work’. Thus, cardiac hydraulic power output (PWR),
i.e. the work per unit time, is the product of cardiac flow output and its pressure
delivered in the arterial system [18, 19]. The PWR provides the best representation
of the performance obtained in a single cardiac cycle to counterbalance the demand
imposed by metabolising tissues on the cardiac pump. In cardiogenic shock,
baseline cardiac power is obviously low; when there is a condition of heart failure,
measurement of PWR at rest and after the administration of positive inotropic
stimulation provides insight into the cardiac energetic reserve [20].

In clinical practice, combining arterial pressure tracing and flow (measured as
velocity), obtained with continuous-wave Doppler echocardiography through the
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aortic valve, allows acquisition of all the data necessary for beat-to-beat PWR
estimation.

In the absence of mitral regurgitation, ventricular flow during systole equals aortic
flow, hence PWR can be described as the product of instantaneous aortic pressure and
instantaneous aortic flow, where the maximal value (PWRmax) is obtained by the
analysis of instantaneous data of pressure and flow, and by their product during
ventricular ejection (PWRmax = Pao × Vaomax × AVA × 1.333 × 10–4), where Pao is
instantaneous aortic pressure, and Vaomax is instantaneous maximum aortic blood
flow velocity, AVA is the time-averaged aortic valve area and PWRmax is the
maximum PWR (in Watts) [21]. Unfortunately, this index (PWRmax) is dependent
on contractility; while it shows great stability concerning changes in afterload, it is
otherwise highly dependent on preload. Therefore, several authors have proposed
to decrease this load dependence by normalising PWRmax for the square of the
end-diastolic volume (EDV), with the resulting index of contractility, ‘preload-
adjusted maximal power’ (PAMP), independent from load status and available by
beat-to-beat measurements [22]. In clinical conditions, instantaneous aortic pres-
sure is arterial blood pressure at the time point at which the product of pressure
and flow is at the maximum. Although PAMP has these appealing characteristics,
there is still an important limitation to its use in clinical practice, because a series
of off-line, time-consuming analyses are necessary to obtain PAMP.

In the practical clinical setting, it is possible to assess an index of contractility,
load-independent, based on the same concepts, with the same value and validity
but easier to compute. This is done by: (1) estimating the ventricular power not as
the instantaneous maximal product of pressure and flow but as the product of peak
systolic pressure and peak flow normalised for preload (LVEDV2), with the result-
ing index ‘preload-adjusted peak power’ (PAPP), and (2) combining the fol-
lowing data from echocardiography and arterial pressure: the aortic valve area
(Fig. 1a); the peak velocity of aortic flow and the peak systolic pressure or the mean
arterial pressure (Fig. 1b); and the LVEDV, estimated as volume (Fig. 1d) or area
(Fig. 1c) [23, 24].

The clinical attractiveness of determining cardiac power by PAPP, which seems
to be the least invasive method, is high because the integrity of the heart in relation
to the circulation (ventriculoarterial coupling) can be assessed on-line, beat-to-
beat. Moreover, the peak power provides an objective parameter of the severity of
heart failure, and it has been validated as a predictive index in patients with heart
failure [25].

Conclusions

Cardiovascular insufficiency is a complex process in which several physiologic and
pathophysiologic adaptive mechanisms are involved and correlate with each other.

An analysis of the recent literature shows that several promising advances have
been made using new monitoring systems, such as arterial pulse contour analysis
[26–28] and TEE. These can dissect out, in the assessment of beat-to-beat on-line
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Fig. 1a

Fig. 1b
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Fig. 1c

Fig. 1d

Fig. 1a–d. Transoesophageal echocardiography recordings from a sample patient. (a) Short-
axis image of the aortic valve. The aortic opening appears as an equilateral triangle. (b)
Continuous-wave Doppler echocardiography at the level of the aortic valve. The blood flow
velocity is given in cm/s. (c) Short-axis view of the left ventricle: manual calculation of
end-diastolic area. (d) Two-chamber view of the left ventricle in a longitudinal plane.
Semi-automatic calculation of left ventricular volume according to Simpson’s rule
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cardiac performance, preload responsiveness, arterial tone, as well as load-inde-
pendent cardiac performance and cardiac pumping reserve. It might be speculated
that the endpoints of haemodynamic management, which have traditionally focu-
sed on improving cardiac output [29], will be integrated with both the enhancement
of cardiac reserve, through a quick and specific diagnosis and an articulated
treatment of the multiple aspects of cardiovascular performance, and the optimi-
sation of perfusion at the tissue and cellular levels.
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Haemodynamic monitoring of septic patients with
pressure recording analytical method: preliminary
observations

G. TULLI, S.M. ROMANO, R. FEMINÒ

Sepsis is defined as a complex and dynamic inflammatory response of the host to
a suspected, probable or actual infection [1, 2]. Severe sepsis is sepsis with one or
more organ dysfunctions. The infectious stimulus provokes release of flogistic
mediators, which determine activation of polymorphonuclear cells, macrophages
and other cells involved in the different immuno-response pathways and induce
modifications in endothelial and myocardial cell properties.

Since the mid 1950s, it has been known that sepsis induces profound derange-
ments in cardiovascular function. More recently, information acquired on the
functional state of the microcirculation in intestine, liver and skeletal muscle has
shown that sepsis induces profound changes in microvascular geometry, hae-
modynamics and oxygen transport.

Cardiocirculatory dysfunction during sepsis is due to three main haemodyna-
mic alterations: (1) relative hypovolaemia and consequent hypotension, (2) dys-
function of the cardiac pump (cryptic cardiac failure), (3) abnormal microvascular
oxygen transport with dysfunctional regulatory mechanisms and dramatically
altered cellular environments and mitochondrial dysfunction.

The profound vasodilatation of the peripheral circulation, in septic patients,
may reduce the systemic vascular resistance (SVR) to a quarter of the normal value.
This event is not uniform in all areas and cannot be due to a simple increase in
vessel calibre.

The term ‘vasoplegia’ has been proposed to identify paralysis of the rhythmic
vasomotion of smooth muscle cells. However, this definition seems to be inappro-
priate: small vessels, in septic patients, still exhibit vasomotion, even if its pattern
is modified [3] and vascular beds are less responsive to sympathomimetic pressor
agents (down-regulation).

Decreased microvascular flow results in a maldistribution of red blood cells
(RBC) within the microcirculation and a mismatching of local oxygen delivery with
oxygen demand. The remaining functional capillaries compensate for decreased
functional capillary density by off-loading more oxygen to the surrounding tissue;
nevertheless, increased oxygen flow heterogeneity seemingly impairs oxygen ex-
traction by increasing critical oxygen delivery and decreasing the critical oxygen
extraction ratio. The loss of capillary blood flow may strengthen the effects of
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proinflammatory mediators by increasing their residence time in the microcircu-
lation and tissue.

The potent vasodilator nitric oxide (NO) plays an important, complex [4] role
in microvascular homoeo-dynamics. NO has been indicated as the main effector
for vasodilatation during sepsis. NO is produced from l-arginine by the inducible
form of nitric oxide synthase (iNOS), which is expressed after an inflammatory
response to infection. During sepsis, over-production of NO has been associated
with blood pressure decrease, impaired microvascular reactivity, abnormal RBC
deformability, decreased functional capillary density and reduced oxygen con-
sumption.

Beside vasodilatation, another relevant event is endothelial discontinuity (in-
duced and maintained by inflammatory mediators), which contributes to modify
hydrostatic and oncotic pressures, creating a more significant hypovolaemia by
means of a fluid transfer from the circulation to the interstitium, with consequent
oedema and hypovolaemia.

Systemic inflammatory response syndrome involves even the myocardium. In
spite of a normal or increased cardiac index (CI), it has been demonstrated that
contractility is altered with a severely depressed left ventricular ejection fraction
(EF) [5]. Paradoxically, patients with a moderate or severe depression of EF showed
a higher survival rate in comparison with other patients with only mild EF altera-
tions [6]. Echocardiographic investigations identified an early diastolic dysfunc-
tion with a decreased filling time and altered relaxation of myocardial fibres [7].

The functional status of the pulmonary circulation is less well defined. Unlike
the systemic circulation, pulmonary vascular resistances are increased due to
hypoxic vasoconstriction and peribronchiolar oedema (non-cardiogenic oedema)
during acute lung injury and acute respiratory distress syndrome [8]. However, it
seems that dilatation and EF decrease (independently from afterload) are a char-
acteristic pattern of right ventricle function (similar to the left ventricle) and the
entity of such alterations is related to survival rate [9].

In summary, myocardial depression during sepsis is linked to a reversible
dilatation involving both ventricles with decreased EF and decreased response to
catecholamine administration (both in the presence of a hyperdynamic circula-
tion). Sepsis is a dynamic and complex disease; the dynamism of sepsis can
progress to septic shock (a severe cardiovascular dysfunction) and then death as
the result of an irreversible process.

Therefore, in relation to death (end point) and the flowing time during the
continuum of sepsis–severe sepsis and septic shock, three haemodynamic patterns
can be defined: two patterns of early death and one of late death. Early deaths can
be attributable both to a distributive shock with lowered SVR and refractory
hypotension, even in the case of preserved CI, and to a cardiogenic form of septic
shock (decreased CI). Late death is mainly caused by multiple organ failure (MOF)
and, in spite of previous studies and observations, with a persisting hyperdynamic
circulation [10, 11].

The intrinsic complexity and dynamic specificity of sepsis, together with con-
solidated evidence that early therapeutic interventions heavily determine survival

324 G. Tulli, S.M. Romano, R. Feminò



rates, require early diagnosis and dynamic and effective monitoring. This repre-
sents the only way to really ‘tailor’ a specific therapy for each patient.

Haemodynamic monitoring using thermodilution

Haemodynamic monitoring during sepsis needs to be reviewed in depth. Still
today, thermodilution (ThD) is the most commonly used method of determining
cardiac output (CO). It has been used for 20 years since its development with the
catheter described by Ganz and Swan [12] .

The catheter can provide the measurement of pulmonary artery pressure and
pulmonary capillary wedge pressure, really a better measurement of filling pressure
in respect to central venous pressure (CVP). CVP can be considered neither as a
reliable volaemic status index nor a fluid response parameter, expecially in the
presence of heart and lung co-morbidities. To date, haemodynamic monitoring
with a pulmonary artery catheter (PAC) has been shown to be inadequate, static,
and not to contribute to substantially modify therapeutic strategies and the pro-
gnosis of septic patients [13, 14]. The insertion of a PAC involves an invasive
procedure associated with several risks and complications [15]. Moreover, PAC and
its ThD method-derived measures have been criticised because of their poor
reliability and invasivity [16]. Errors in measurements may be introduced by
rewarming the injectate before injection and by heat loss during measurement
[17–20].

Collectively, these factors have prompted efforts to develop alternatives to the
ThD technique and to measurement of pulmonary capillary wedge pressure. Several
authors have investigated transoesophageal echo Doppler and pulse-contour
methods (PCMs) [21–24].

Pressure recording analytical method

More recently, a system of pulse-contour analysis that is completely new in its
developmental philosophy and less invasive has been developed and tested: beat-
to-beat values of CO can be obtained using the pressure recording analytical
method (PRAM) [25, 26]. As a particular analysis of the pressure wave recorded in
radial or femoral arteries, PRAM represents a promising and interesting opportu-
nity for haemodynamic monitoring in the intensive care unit (ICU).

Through a complex mathematical analysis of each arterial pressure waveform,
PRAM obtains a beat-to-beat evaluation of CI, SVR, stroke volume index (SVI) and
stroke volume variation (SVV%). The latter, together with pulse pressure variation,
is considered a more reliable index of volaemic status. Further to CI, SVR, SVI and
SVV%, PRAM titrates two completely new parameters: cardiac cycle efficiency
(CCE) and dP/dtmax (linked to maximal intraventricular pressure increase/ms).

In contrast with bolus ThD, PRAM is quick and simple to use, has minimal risks,
provides continuous data and does not need calibration.
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PRAM has been used in volunteers, during cardiac surgery and in a study
comparing PRAM with the ThD technique under hyperdynamic or hypodynamic
laboratory conditions [25–27].

In comparison with alternative CI evaluation using PCMs (i.e. PiCCO and
LiDCO based on the Modelflow method), PRAM does not require any calibration,
it is operator independent and minimally invasive (all data can be easily obtained
through radial or femoral cannulation, obviously with a good transduction and
management of these arterial catheters).

Measurement of cardiac output by PRAM

A standard arterial catheter is inserted into the radial or femoral artery. A Baxter
Truwave PX-600 F transducer (Baxter-Edwards, Irvine, CA, USA) is connected to
the monitoring system (Hewlett Packard, Andover, MA, USA) for continuous
recording of the systemic arterial pressure waves and subsequent computation of
CO. The pressure signals are acquired at 1 000 Hz by means of an analogue–digital
multifunction card (DAQ Card-700; National Instruments Corporation, Austin,
TX, USA) working on the tension signals with 12 bits from –2.5 to 2.5 volts. All the
signals are recorded on a personal computer (Travel Mate 507-DX; Acer, Taipei
Hsien, Taiwan, ROC). The pressure signal is filtered at 25 Hz to avoid resonance
effects caused by the catheter transducer system without degrading the pressure
wave amplitude. PRAM-CO values are displayed on a dedicated instrument at each
time point and recorded. The instrument provides arterial pressure (systolic,
diastolic and mean) and beat-by-beat CO values continuously; other calculated
parameters are also monitored on the display.

Basic physical principles of PRAM

Changes in volume that occur in all arterial vessels are mostly due to radial
expansion of the wall in response to blood pressure changes. This depends on
various physical factors, such as the force of cardiac contraction, arterial impedance
and compliance, and resistance of peripheral vessels. These variables are closely
interdependent and need to be evaluated simultaneously. A variable called Z,
representing the relationship between changes in pressure and changes in volume
with time, is taken into account for the evaluation of stroke volume (SV) in the
various approaches to determine CO by PCMs.

Pulse pressure is converted to SV by calculating the area under the pulsatile
portion of the pressure wave, and Z (mmHg x scm-3) is calculated as a factor
retrospectively approximated from the results of in vitro experiments or by cali-
bration with an independent measure of SV (i.e. ThD bolus).

Differently from other PCMs, PRAM is the practical application of a model
developed completely a priori. The model does not require adjustments based on
experimental data.
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The concept behind PRAM is based on the physical theory of perturbations [28] by
which each physical system under the effects of a perturbing term tends to react to
reacquire its own condition of stability (i.e. the situation of minimal energy required).

With PRAM, the whole area, instead of only the pulsatile systolic area under the
pressure curve, is measured in each cardiac cycle. At the same time, Z is obtained
directly from the morphological analysis of both the pulsatile and continuous
components of the pressure waveform. The derivation of Z requires no predicted
data apart from the expected mean arterial pressure (MAP). According to PRAM,
Z is equal to (P/t) � K, and SV is calculated as follows (cm3):

SV = A/(P/t � K),
where A (mmHg � s) is the whole area under the systolic portion of the pressure
curve, P/t (mmHg � s-1) is a description of the pressure wave profile expressed as
the variation in pressure (P) over time (t) during the real entire cardiac cycle
(systolic and diastolic portion, without any mathematical artefacts) and K is a factor
inversely related to the instantaneous acceleration of the vessel’s cross-sectional
area (c2

� cm-1) ´ (1 � cm-2). The variables A, P/t and K are closely interdependent
in each cardiac cycle. The value of K is obtained from the ratio between expected
and measured mean blood pressures. The numerator of the relationship is constant
(theoretical mean pressure) and the denominator is measured. As a consequence,
K may change from cardiac cycle to cardiac cycle, and the constant value at the
numerator is taken as a reference to gauge the deviation from normality of MAP.
Because MAP is lower peripherally with respect to central arteries [29], PRAM
applies two different values of expected mean pressure for the computation of K at
central (aorta) and peripheral levels (radial or femoral), namely the values origi-
nally indicated by Burton [29] and Guyton [30] (i.e. 100 mmHg centrally and 90
mmHg peripherally). The value of K will differ from unity in the presence of
physical phenomena that may affect pressure wave transmission (low stroke output
from the left ventricle or backward wave reflections from the peripheral vascula-
ture). Since perturbations of the pressure wave are reflected in the instantaneous
acceleration of the arterial vessel cross-sectional area, the correction of P/t by a
value of K above or below unity yields a corrected value of Z that takes into account
the effect of the wave reflection.

In summary, with PRAM the waveform is studied in the domain of time; the
shape of the wave in the domain of time introduces a new ‘aesthetic’ dynamic
monitoring that takes into account the complexity of the dynamic interactions
between the complete heart cycle and the circulation (systemic and pulmonary).

Use of PRAM in septic patients: materials and methods

During the past 12 months, 41 critical patients with a confirmed diagnosis of sepsis,
severe sepsis or septic shock were monitored with PRAM: 68% (28/41) were males
with a median age of 61.2 years and 32% (13/41) were female with a median age of
51.2 years.

The aim of this first observational study of the use of PRAM in septic patients
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was to understand whether a method that is quick and simple to use, less invasive,
with minimal-risk monitoring would be useful and reliable in a complex and
dynamic clinical contest with respect to classical monitoring (i.e. PAC), and if the
new concept of PRAM, in comparison with the PCMs, could give us more or new
information.

The new concept of this monitoring, as briefly explained before, and its peculiar
dynamic vision of the pressure wave shape in the time domain, allow us to invert
the method of study, beginning from the case observation and then to move to
statistics. It is an error attributable to a reductionist view of medicine not to
understand how monitoring can help clinical judgement, especially in sepsis, and
how the interactions of clinical judgement with metabolic and haemodynamic
monitoring data are fundamental to this complex logic process.

For these reasons, we prefer to show how better to analyse the contribution of
PRAM to the haemodynamic monitoring of septic patients; in a few words, what
should we consider to increase our understanding and not only collect numbers.

Paradigmatic case report

We report data from a classic case of severe sepsis, which correlates quite well with
haemodynamic patterns and trends in other septic patients.

A 30-year-old female with a previous history of idiopathic thrombocytopenia,
refractory to conventional drug therapy, treated surgically (splenectomy) during
childhood, apparently in a healthy state, after a mild fever episode treated at home
with paracetamol, was transferred to the ICU because of severe dyspnoea (SaO2

90% and FiO2 0.5), purpura fulminans with a haemorrhagic red rash over the whole
body, metabolic acidosis (lactate 13.4 mmol/l) and septic shock.

The patient immediately received ventilatory (sedation, curarisation, orotra-
cheal intubation and volume-controlled ventilation—lung-protective ventila-
tion—with positive end-expiratory pressure, PEEP) and cardiovascular support
(tempestive fluid therapy with colloids and haemotransfusion, norepinephrine,
dobutamine and levosimendan). Echocardiography at admission showed a severe
hypokinesia with estimated EF between 20 and 25%.

Haemodynamic monitoring was performed with PRAM and metabolic asses-
sment was investigated with sequential arterial and venous (ScvO2) blood gas
analysis and sequential lactate measurements.

After admission, a massive and critical bleeding from the airways, vascular
accesses, digestive and genito-urinary tracts was associated with a severe septic
shock and MOF with a constant platelet count < 10 000/mm3. Sequential haemo-
cultures confirmed a Streptococcus pneumoniae infection.

Critical bleeding was temporarily stopped on the fifth day after administration
of recombinant factor VII and activated protein C, and continuous renal replace-
ment therapy (CRRT) was started. In spite of a mild improvement in pulmonary
gaseous exchange and bleeding control, the patient’s condition became very critical
and death occurred on the 12th day because of MOF after a massive melena and
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subarachnoid haemorrhage. Autopsy confirmed MOF, subarachnoid haemorrhage
and diffuse alveolar damage from pneumonia.

Results from the preliminary observations of dynamic monitoring
with PRAM

The patient was continuously monitored with PRAM from the first hours in ICU
until her death. Early haemodynamic monitoring of this classic severe septic
patient with PRAM immediately detected the early cryptic cardiac pump dysfunc-
tion through interpretation of these two new parameters: CCE and dP/dtmax

variations (Fig. 1). The cryptic cardiac pump dysfunction was confirmed by an early
echocardiographic assessment.

Aggressive fluid therapy, and vasopressor and inotrope support successfully
restored a typical septic circulatory pattern with higher CCE and higher dP/dt
(Fig. 2). CCE and dP/dtmax variations can be considered as independent values of
haemodynamic status interpretation.

CRRT settings were based upon and adjusted using data collected with PRAM.
Further to a beat-to-beat evaluation of continuous venovenous haemodiafiltration,
influence on haemodynamics, CCE evaluation, after dialysis circuit substitution,
seemed to indicate a significant improvement of cardiac performance (Fig. 3).

Fig. 1. Haemodynamic monitoring of a 30-year-old female with severe septic shock (Strep-
tococcus pneumoniae detected with admission haemocultures). Data were collected with
PRAM on 18.04.05 (first day in ICU). In consideration of the young age of the patient and
no previous history of cardiocirculatory disease, CCE < -1.0 and dP/dt max < 1.0 are
suggestive of a severe myocardial efficiency and contractility dysfunction. Echocardio-
graphic evaluation estimated a 25% EF
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Fig. 2. Same patient as in Fig. 1. Data were collected with PRAM on 20.04.05 (third day in
ICU). Intensive fluid therapy (blood and colloids) and continuous vasopressor and inotropic
support (norepinephrine, dobutamine and levosimendan) allowed a better cardiac perform-
ance to be obtained. CCE changed from -1.0 to + 0.1 and dp/dt reached 1.7, confirming a
typical hyperdynamic septic–shock pattern. Echocardiographic estimated EF was 50%

Fig. 3. Same patient as in Fig. 1. Data were collected with PRAM on 22.04.05 (fifth day in ICU).
Continuous venovenous haemodiafiltration (CVVHDF) circuit substitution. An early and
heavy renal replacement therapy was started. The efficiency of the cartridge filter of the
haemodialysis circuit is decreased and the patient’s haemodynamics (heart rate predomi-
nantly) are unstable. Marker A indicates disconnection of the haemodialysis machine to
allow circuit substitution and marker B shows the CVVHDF cycle restart. It is worth noting
that in spite of a relative arterial pressure stability, HR and CCE show significant variations,
indicating that the external dialysis pump acts in synergy with the myocardium and HR
response is decreased
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Finally, beat-to-beat registration showed interactions between ventilatory set-
tings, pulmonary and systemic circulation (Figs. 4, 5).

All these results confirm how PRAM, which is easy to use and minimally
invasive, and without calibration procedures, fits well with the dynamic course of
sepsis and how new parameters like CCE, dP/dt and SVV% can help us to under-
stand better the complex and dynamically evolving haemodynamic condition of
the septic patient.

Fig. 4. Same patient as in Fig. 1. Data were collected with PRAM on 23.04.05 (sixth day in
ICU). Ventilation setting–pulmonary circulation–systemic circulation interactions. Alveo-
lar recruiting manoeuvres cause an alteration of hydrostatic and colloido–osmotic pressure
within the lung circulatory bed, mimicking pump and fluid support. In fact, CCE and
dP/dtmax values increase when recruiting is effective. Marker A indicates temporary recrui-
ting interruption with significant simultaneous variations in haemodynamics, CCE and
dP/dtmax

Haemodynamic monitoring of septic patients with pressure recording analytical method 331



Fig. 5. Same patient as in Fig. 1. Data were collected with PRAM on 23.04.05 (sixth day in
ICU). Ventilation setting–pulmonary circulation–systemic circulation interactions. Marker
A indicates interruption of recruiting manoeuvres and a new ventilation setting with higher
PEEP, tidal volume and airway peak pressure values. The new ventilatory setting caused a
fluid transfer from the interstitium to the intravascular district with a significant increase
of SVI (lower graph)
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Conclusions

The PRAM method is based on the principle that, in any given vessel, volume
changes occur mainly because of radial expansion in response to variations in
pressure.

Similar approaches have been studied by several authors during the past three
decades [31] and have led to the development of important clinical applications
(PiCCO and LiDCO systems and the Modelflow method) [21, 22, 32, 33]. However,
the PiCCO system does not start without a ThD-CO; moreover, even though both
the LiDCO system and the Modelflow method start pulse-contour CO computa-
tions directly after connection to a radial artery pressure signal with a trending of
CO, these two methods have a higher accuracy only after considering age, sex and
external calibration data [21, 22, 31–33].

In contrast, PRAM can measure absolute values of SV, independently from
calibration, by determining parameters able to characterise the elastic properties
of the arteries from the objective analysis of the pressure wave profile.

The PRAM method seems easy to use. It provides a fast response time (beat-to-
beat readout), and abrupt changes in CO resulting from blood loss or septic
haemodynamics and changes in arterial resistance may be detected quicker than
with PAC. More importantly, PRAM does not require external calibration by ThD
and requires no other additional invasive procedure. Since it does not require
injection of thermal solution, a PAC is not required, avoiding both time-consuming
and potential complications due to insertion of the PAC.

To date, only three studies have provided an indication of the intrinsic accuracy
of PRAM [25–27]. However, they do not give a direct answer to the questions arising
from the accuracy of the method in measuring CO in various haemodynamic states.

This is the first observational report of the use of PRAM in the septic patient,
the first remark and reflection of the possibility of the PRAM method to enter in
the complex and dynamic evolution of septic haemodynamics. For example, it
appears evident that further to CI, SVR, SVI and SVV%, PRAM titrates two
interesting parameters: CCE and dP/dt. When associated with compatible and
careful clinical investigations (clinical judgement drives numbers and not vice
versa), an increase in their values—to be considered as efficiency of myocardial
contractility status—allows us to detect a classic haemodynamic pattern. The
cryptic cardiac failure during the early period of severe sepsis, well documented by
Rivers et al. [34], will be evidenced by lower values of CCE and dP/dt. Meantime,
together with an oxygen venous saturation from a central venous catheter (ScvO2)
and monitoring of lactate, base excess and strong ion gap from a bedside gas
analyser, PRAM helps in tailoring an appropriate fluid, vasopressor and inotrope
therapy for each therapy and modulating supportive ventilatory therapy without
wasting time performing invasive procedures.

Our preliminary observations confirm that CCE and dP/dt are not affected by
septic state-induced haemodynamic modifications (unlike SVI and SVV%, whose
assessments strictly depend upon altered arterial tree compliance) and can detect
early typical septic cardiac pump dysfunction.
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Generally, dP/dtmax in septic patients is a difficult index to measure, but the
‘point-to-point’ analysis of arterial pressure waveform possible with the PRAM
method demonstrates that contractility assessment with other methods is mislead-
ing. Simple identification of systolic and diastolic points of the curve cannot, in
fact, reflect real dP/dtmax in the septic patient.

Being completely different from other PCMs, PRAM can detect and visualise
the dicrotic notch, a crucial point indicating the effective blood flow pause [35].
Detection of the dicrotic notch in septic patients is extremely important because
in these patients the percentage of variation of dicrotic pressure is augmented
(dicrotic % >>).

Pressure waveform analysis and, particularly, reflected waves from the periphe-
ral circulation (provoked by arterial tree branching) could be another useful
instrument to identify vascular compliance alterations induced by the overproduc-
tion of nitric oxide in sepsis [36]. In septic patients, some arterial pressure wave-
forms seem to be modified up to mimic a real valvular dysfunction.

In sepsis, severe sepsis and septic shock, we believe that a new culture of
monitoring has to be developed, a culture that considers time, complexity of
interactions between heart and circulation and heterogeneity of patients. A dyna-
mic vision, through the shape of the wave, of these interactions and the conceptua-
lisation of the shape of the wave in the clinical context is the clue for this new
philosophy. Another problem, with the continuum of sepsis, severe sepsis and
septic shock, is that we do not know exactly at what stage we are beginning our
haemodynamic observation of the patient. For example, if patients remain at home
for 1 week with community-acquired pneumonia and then arrive at the emergency
department with multiple organ dysfunction, are they in the early phase of shock
or have they just entered into the stable phase for the domiciliary care (fluids and
antibiotics)?

With PRAM monitoring (Fig. 6), we observed, in these few cases, that the early
septic condition is often associated with a relative hypovolaemia (decreased SVI,
increased SVV%, decreased CCE associated with an increased dP/dtmax), but the
early septic condition can also be associated with a so-called (by Rivers) ‘cryptic
pump failure’ (decreased SV and both decreased CCE and dP/dt). The late phase
of sepsis is characterised by both increased CCE and dP/dt and increased SVI.

The clinical contest, to date, has to be in accordance with the Surviving Sepsis
Campaign, which represents 20 years of efforts in defining and studying sepsis. In
accordance with the Surviving Sepsis Campaign, haemodynamic treatment should
be guided by CVP, MAP, ScvO2 and haematocrit. Recent critical reviews recom-
mend that treatment should be guided by CVP or airways peak pressure, MAP and
CI (SVI x heart rate).

All these doubts about the numbers mean that the heterogeneity of patients in
sepsis cannot allow us to believe in a generalisation, we must enter in the singular
clinical contest, helped with reliable measurements that represent, not only with
numbers, these complex and dynamic interactions. Target values on best values of
these parameters are not enough and suggested goals in guidelines are not uniform
[37, 38]; in general, a protocol is useful but not enough.
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In order to re-interpret early goal-directed therapy by Rivers and colleagues,
we considered the study that pointed out the importance of time in sepsis treatment
(time is the issue, time is the tissue); using a more complete and reliable hae-
modynamic monitoring method such as PRAM, we tried to introduce new indices
and their presumed cut-off values, which could help intensive-care specialists in
their clinical judgement and therapeutic strategies during the whole course of
sepsis (Table 1). These apparently rigid cut-off values must obviously be considered
and reviewed through keen clinical observation (i.e. cut-off values should be
adjusted for patients with previous cardiocirculatory disease).

Fig. 6. The Multiple Urgent Sepsis Therapies (MUST) protocol. Haemodynamic assessment
with PRAM offers the clinician the opportunity to understand in more depth the cardiac
pump function and volaemic status of septic patients. CCE, dP/dt and SVV% are easy to
measure and no time is wasted. Lowered values of CCE and dP/dt, in particular, could early
detect myocardial dysfunction and foresee a presumable poor responsiveness to aggressive
fluid therapy. Lactate, base excess and strong ion gap assessment provide a more complex
view of metabolic status in septic patients than ScvO2 only
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Table 1. Combined PRAM haemodynamic and metabolic cut–off values for detecting septic
conditions

Parameter Early sepsis Early sepsis Late sepsis

Cardiac cryptic hypovolaemic

dysfuntion

CCE < 0 > 0 > 0.35
(cardiac cycle efficiency)
dP/DT MAX < 1.0 mmhg/msec > 1.0 mmHg/msec > 1.5 mmHg/msec
HR > 100 bpm > 100 bpm < 100 bpm
SVI < 45 ml/m2 < 45 ml/m2 > 45 ml/m2

CVP < 16 mmHg < 8-12 mmHg > 16 mmHg
MAP < 65 mmHg < 65 mmHg > 65 mmHg
SVV > or > 15% > 15/20% < 15%
Warm feet no no usually yes
Cold feet yes yes usually not
ScvO2 < 70% < or > 70% > 70%
Lactate > 4.0 mmol/l > 2.0 mmol/l > 2.0 mmol/l
BE < - 4 mmol/l < - 4 mmol/l < - 4 mmol/l (?)
SIG > 3 mEq/l > 3 mEq/l > 3 mEq/l (?)

CCE � a ratio that represents a measure of the rigidity of the wave and of the
transmission line
CCE = wave without points of resonance � wave with points of resonance
~ 0.2 �0.3 (CCE decreases with age and increasing rigidity)
CCE must diminish with increasing age because rigidity augments and reflected waves
augment. In an old patient with a CCE around 0.3–0.4, we have to suspect a change in
vascular tone and we can suspect a septic process (relatively high CCE values)
dP/dt � a measure that represents the ventricular contractility, but pay attention to the
heart rate (HR, normal value ~ 1, in sepsis >> 1.5)
SVV% � a measure of the volaemia: (SV max – SV min) � (SV max + SV min) � 2
In hypovolaemic state SVV% 15–20%
Dicrotic notch % is severely augmented in sepsis

This new philosophy of monitoring with PRAM, more oriented to the dynamic
interpretation of the wave shape, needs a clinically well-prepared intensive-care
specialist. More experienced specialists should be able to identify different beat-to-
beat shapes of arterial waveforms, having a clearer and dynamic clinical picture, in
order: (1) to stage more precisely the haemodynamic septic pattern of each indi-
vidual patient; (2) to identify more precisely the effective therapy; (3) to look more
precisely at the effects of therapies; (4) finally, to avoid mitochondrial dysfunction,
MOF and death (Fig. 7).

Of course, because of the originality of this method, further studies will be required
to assess PRAM in the setting of extreme haemodynamic conditions and of severe
haemorrhage. Further studies will be necessary to confirm that this new approach to
septic haemodynamics is the next step to understand in depth the physiopathology of
sepsis, severe sepsis and septic shock and more interesting findings could derive from
parallel in vivo and in continuum cytokine–metabolic–endocrine–haemodynamic
evaluation of septic patients.

Some disadvantages of PRAM remain to be addressed. Several factors could
affect the accuracy of CO measurements based on the analysis of arterial waveforms
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[39], such as stenosis of the arterial tree, arterial pathology in the proximal seg-
ments, etc., which need to be further investigated and which can be present in the
history of the septic patient.

Moreover, damped waveforms and inadequate pulse detection (severe ar-
rhythmias, catheter dislodgement) or excessive resonance may influence the pre-
cision of the pressure wave analysis.

The additional data regarding the measurement of pressures (right atrium
pressure, right ventricular pressure, pulmonary artery pressure and pulmonary
capillary wedge pressure) are specific for PAC monitoring. The absence of direct
preload measures may be a disadvantage of many PCMs. There are penalties we
have to accept for being less invasive, but we must have enough brain to squeeze
out data and clinical judgement from our functional monitors. PRAM permits this
new kind of monitoring, moving to be not only a numerical monitoring but also
an ‘aesthetic’ monitoring.

Fig. 7. Base excess, strong ion difference and lactate monitoring during sepsis can complete
the haemodynamic profile, providing a picture of tissue metabolic status. VO2 and lactate
levels after volume test challenge could help in sepsis staging. Subsequent therapeutic efforts
will be guided on SVV% (haemodynamic failure) or CCE and dP/dt (cardiac pump dysfunc-
tion). Decreasing VO2 and increasing lactate levels after adequate fluid therapy are sugge-
stive of mitochondrial damage as the end point of sepsis pathophysiology and MOF
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The dark side of the moon: in-hospital cardiopulmonary
resuscitation

E. CERCHIARI, N. CILLONI, F. SEMERARO

The increased awareness and training in cardiopulmonary resuscitation (CPR), the
widespread introduction of automated external defibrillators (AED), and the use
of AED by lay rescuers, together with the high level of attention in strengthening
the chain of survival have opened a new era of hope of surviving out-of-hospital
cardiac arrest.

Survival of in-hospital cardiac arrest, however, remains unaltered by the inno-
vations introduced in resuscitation: a meta-analysis [1] conducted on literature
published over the past 20 years reports a survival to discharge constant at 14%, i.e.
one of eight patients who undergo CPR survives to discharge and one of three
patients resuscitated from cardiac arrest survives to discharge.

The need to adapt the ‘chain of survival’ to the needs of in-hospital resuscitation
was reported in 1996 [2], identifying five links—resuscitation appropriate, recog-
nition, rapid defibrillation, CPR and advanced life support—and foremost sug-
gesting that attention be devoted to the system of in-hospital resuscitation with
attention on prevention and on the appropriateness of the response system with
training, organisation and AEDs. In 2000, the ILCOR recommendations [3] for
in-hospital resuscitation required that defibrillation was provided within 3 minutes
in all areas of the hospital, that AEDs were made available and that accurate data
collection was started. The data that can be collected from standard recordings of
diagnosis-related groups were considered inadequate; standardised data to be
collected for reporting of in-hospital resuscitation had been identified by a task
force in the ‘Utstein style’, which has recently been revised and unified with
out-of-hospital reporting [4].

Several interventions have been proved to improve outcome after in-hospital
cardiac arrest:
• AED made available on wards and nurses trained to use it decreased the interval

prior to defibrillation and improved outcome [5].
• The undertaking of permanent resuscitation training for in-hospital personnel,

which led to the mandatory recommendation in UK hospitals that one full-time
resuscitation training officer be appointed every 300 acute beds [6]. The rele-
vance of correct performance of CPR manoeuvres on outcome has been exten-
sively studied both in animals and humans. The quality of in-hospital CPR has
been recently analysed by utilising a monitor recording including chest com-
pression rate, compression depth, ventilation rate, and the fraction of arrest
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time without chest compressions (no-flow fraction) [7]. Analysis of the first 5
minutes of each resuscitation by 30-second segments revealed that chest com-
pression rates were often less than the recommended 100/min (< 90/min in
28.1% of segments); compression depth was more shallow than the minimum
38 mm for 37.4% of compressions; ventilation rates were higher than the
recommended 12–16/min (> 20/min in 60.9% of segments). Additionally, the
mean (SD) no-flow fraction was 0.24 (0.18), longer than adherence to recom-
mendations might allow (a 10-second pulse check every minute of CPR would
yield a no-flow fraction of 0.17). These data confirm other investigations [8, 9],
suggesting that CPR quality may be highly variable in actual practice and
confirming the need for permanent in-hospital CPR training.

• Introduction of a formally structured resuscitation team [10].
A recent [11] prospective, multisite, observational study, involving 207 hospitals

and 14 720 cardiac arrests, with an emergency team present in 86% of hospitals,
reported a 17% survival to discharge despite 86% of arrests reported to be moni-
tored and an average interval prior to defibrillation of 1.5 minutes (0 median). This
can be partially explained by the 25% incidence of ventricular tachycardia/fibrilla-
tion (VT/VF). The same study reported that 63% of resuscitated patients were ‘do
not attempt resuscitation (DNAR)’ orders post-resuscitation and 43% had life
support withdrawn.

Survey of in-hospital response

It is well known that focus on strengthening the in-hospital chain of survival is
needed to improve outcome, but the attention hospitals and hospital personnel
devote to organising the in-hospital response can still be improved.

A survey conducted in Finland showed that only 75% of hospitals have an
organised system of response, CPR training involves only 50% of physicians and
70% of nurses, and only 55% of hospitals systematically collect data on in-hospital
response (only 11% according to Utstein) [12].

A similar survey conducted in Italy in 2002 showed an even lower level of
attention to in-hospital response to emergencies, with 52% having an organised
response system, 56% performing CPR training for personnel and only 7% syste-
matically collecting data on in-hospital response and outcome.

Identification of ‘resuscitation appropriate’

One of the important issues is to identify, prior to cardiac arrest, patients in whom
resuscitation is appropriate. It is well accepted that patients die in hospital (about
3% of admissions) and not all patients are candidates for resuscitation (resuscita-
tion attempts are 1.4% of admissions) [13]. A fraction of patients admitted to
hospital are DNAR because of underlying disease, and procedures vary according
to local ethical and legislative policies [14].
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The issue of identifying the predictors of survival after in-hospital cardiac arrest
is difficult. Factors associated with survival are younger age, absence of comorbi-
dities, respiratory arrest, ventricular arrhythmias, witnessed arrest, short-duration
CPR and fast restoration of spontaneous circulation. A frequently utilised score for
predicting survival after cardiac arrest is the pre-arrest morbidity index developed
by George et al. [15] in 1989. Another score utilised more recently is that developed
by van Walraven [16] in 2001.

Recently, the factors associated with survival after in-hospital cardiac arrest have
been analysed in 219 consecutive adult attempted resuscitations in a large urban
teaching hospital over a 3-year period [17]. The main outcome measures were survival
to discharge, 1 and 3 months. Survival rates at discharge, 1 and 3 months were 15.1, 13.3
and 11.5%. Meaningful neurological status (cerebral performance score of 1) at dis-
charge was achieved in 61% of survivors. Independent predictors of survival were:
higher body-mass index, presence of chronic renal insufficiency, respiratory arrest,
VT/VF as initial rhythm and arrest early during the hospital stay. A risk model based
on these variables demonstrated a significant fit between predicted and observed
survival at discharge with goodness of fit test p-value of 0.87.

However, all these scores are difficult to apply when responding to patients in
cardiac arrest and the best strategy is that of evaluating appropriateness of resusci-
tation prior to the acute event, applying a DNAR strategy and periodically review-
ing all in-hospital deaths.

New models

It is widely known that the chances of survival, despite the severity of disease, are
much higher if the arrest occurs in monitored areas, compared to non-monitored
areas [18]. The finding that almost two thirds of in-hospital cardiac arrests are
announced by symptoms and avoidable [19] led to the hypothesis that in-hospital
cardiac arrest could be prevented rather than treated. The symptoms that announce
cardiac arrest have been extensively studied and include threatened airway, alte-
ration of respiratory rate, pulse rate, blood pressure and neurologic function, and
can be divided into early and late symptoms [20, 21]. One example of the attempt
to respond to critical patients prior to the occurrence of cardiac arrest is the
development of the medical emergency team (MET), introduced in Liverpool
Hospital, NSW, Sydney, Australia in 1990; this is a development of the traditional
‘crash team’, composed of at least a doctor and a nurse trained in advanced life
support, available 24 hours a day, providing immediate response. The difference
from the traditional crash team is that the MET team responds to a request from
the wards based on the alteration of one physiologic parameter or even to a
subjective criterion of ‘seriously worried’ (Table 1) [22]. The introduction of a
MET should be accompanied by training of hospital personnel in the recognition
of signs and symptoms announcing the patient at risk for cardiac arrest. The aim
is to improve patient handling by earlier recognition of acute deterioration, i.e.
taking intensive care expertise to the wards [23].

The dark side of the moon: in-hospital cardiopulmonary resuscitation 343



Table 1. Criteria for calling the medical emergency team

Acute changes in: Physiology

Airway Threatened
Breathing All respiratory arrests

Respiratory rate < 5
Respiratory rate > 36

Circulation All cardiac arrests
Pulse rate < 40
Pulse rate > 140
Systolic blood pressure 90 mmHg

Neurology Sudden fall in level of consciousness (fall in GCS of 2 points)
Repeated or prolonged seizures

Other Any patient whom you are seriously worried about who does
not fit the above criteria

Several groups have studied the effect of MET introduction to assess whether it
could decrease the incidence and/or improve survival of in-hospital cardiac arrest.
Buist et al. [24] analysed cardiac arrest survival before and after introduction of a
MET team between 1996 and 1999 in a single 300-bed hospital; after adjustment for
case mix, the intervention was associated with a 50% reduction in the incidence of
unexpected cardiac arrest. Bellomo et al. [25], after a similar analysis, concluded
that the incidence of in-hospital cardiac arrest and death following cardiac arrest,
bed occupancy related to cardiac arrest and overall in-hospital mortality decreased
after introducing an intensive-care-based MET. Bristow et al. [26] compared data
from three Australian hospitals (one with a MET team versus two with traditional
crash teams) and reported that no significant difference in the rates of cardiac arrest
or total deaths between the three hospitals could be identified: however, the MET
hospital had fewer unanticipated intensive care unit (ICU)/high-dependency unit
admissions, with no increase in in-hospital arrest rate or total death rate, and
the non-DNAR deaths were lower compared with one of the hospitals with a
conventional cardiac arrest team.

The MET is a very young concept and there is not a wealth of literature available
or level 1 studies providing a definitive answer. That said, the available evidence is
loosely in favour of the hypothesis that MET implementation improves survival
from in-hospital cardiac arrests:
1. It has been recognised that cardiac arrest is preceded by clinical signs of

deterioration in 50% of in-hospital cases.
2. The MET has been empirically trialled since 1990 as a means of responding in

an appropriate and timely fashion to patients who are at risk of cardiac ar-
rest—the evidence is predominantly supportive of an improvement in outcome
following cardiac arrest in association with the use of the MET.

3. Evidence that is not supportive is neutral, with other positive benefits associated
(e.g. reduction in unanticipated ICU admission).

4. There is no documented evidence of harm from the MET.
5. There is no documentation of the costs of implementing and maintaining a MET

system.
Given the fact that the primary goal of MET is to prevent cardiac arrest, the
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finding of improved survival once an arrest has occurred is an advantageous
‘downstream result’ and thus, the conclusions of the specific subcommittee of the
development of the 2005 ILCOR guidelines is that for adults the use of MET teams
could be classified as a class IIb recommendation.

Parallel to the development of the MET team, the need to reduce readmissions
to ICU, providing extended ICU care even in patients on the wards, stimulated the
development of the critical care outreach (CCO) team. This system offers the
assistance of a critical care expert (a nurse or a doctor) to help with the plan of care
of patients dismissed from the ICU [27]. The survey is planned in given hours and
a model for identifying patients at risk has been developed by attributing a weighted
value to physiologic parameters (Early Warning score). The effect of introduction
of the CCO team has been analysed in few studies and the results are even less clear
cut than with the MET team. Ball et al. [28] analysed the effect of introducing a CCO
team on survival of critical patients in a 1 200-bed hospital and reported a 6.8%
(risk ratio 1.08) improvement of survival to hospital discharge of patients dis-
charged from ICU and a 6.4% (risk ratio 0.48) decrease in readmission to ICU. After
the introduction of the CCO service, Pittard [29] reported a significant impact on
critical care utilisation: the emergency admission rate to intensive care fell from 58
to 43% (p = 0.05). These emergency patients had shorter lengths of stay (4.8 vs 7.4
days) and lower mortality (28.6 vs 23.5%, p = 0.05); and the re-admission rate also
fell from 5.1 to 3.3% (p = 0.05).

The validation of the Modified Early Warning score as a means to identify
patients at risk was conducted by Subbe et al. [30], by a prospective analysis of 1 695
acute medical admissions to ICU, compared to admissions the previous year to the
same ICU: no change in mortality of patients with low, intermediate or high
Modified Early Warning scores was recorded, and rates of cardiopulmonary arrest,
and admission to ICU or the high-dependency unit were similar. Data analysis
confirmed respiratory rate as the best discriminator in identifying high-risk patient
groups.

The use of early warning scoring systems to decrease the number of in-hospital
cardiac arrests is a very young concept and most of the literature available for
review is tangential to this specific topic. There were only three supportive studies
to evaluate and only the study by Pittard directly addressed the question at hand.
The remainder of the studies were neutral or weak but there are no negative studies
on the use of early warning scores. Given the minimal and tangential evidence, the
conclusion of the specific subcommittee for the development of the 2005 ILCOR
guidelines was that the level of recommendation for the introduction of the CCO
system is indeterminate.

These systems represent two faces of the same need of making intensive care
available to patients ‘at risk’ on the wards: the MET responds to patients who are
admitted to a ward and develop an alteration of physiologic parameters that needs
to be evaluated by intensive care, and the CCO helps evaluate patients dismissed
from ICU to ward who may still be in need of intensive care periodical re-evalua-
tion.

Although both these models respond to the patient at risk on the wards, they
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are difficult to compare because the systematic response is different in terms of
composition and availability of the teams, method of activation and activation
criteria [27]. Differences include:
1. The MET is generally composed of at least one doctor (with advanced life

support skills) and nurse and is available 24 hours a day. An outreach team may
be as little as one nurse and may only be available for specific hours during the
day.

2. The criteria for calling the MET is a yes/no system for any of the criteria (e.g. is
the systolic blood pressure 90 mmHg?). The criteria for an outreach team is
usually a graded system, where a patient has to be scored as reaching a certain
threshold before the team can be called (e.g. a systolic blood pressure of 85
mmHg = 1 point; a heart rate of 105 = 1 point; a respiratory rate of 25 = 1 point).
The threshold is three points, therefore a patient with all three of these vital
signs can have an outreach team call [29]. This is obviously a more complex
procedure.

3. In the MET system any member of staff can activate the team. In some outreach
systems only a doctor of registrar grade or above can activate the team.

4. A MET is sent to review the patient immediately upon receiving a call. The
outreach team may respond immediately, or may review patients as part of a
planned ward round of the hospital, therefore constituting a delayed response.

5. The MET criteria usually incorporate a subjective ‘seriously worried’ criterion,
which can be used to activate the team for non-specific or life-threatening
emergencies not covered by the other criteria. The early warning scores general-
ly have no subjective component, and no facility for calling the team if the set
threshold is not attained by the designated criteria.

6. Although variations to the MET calling criteria do exist, they generally conform
broadly to heart rate, systolic blood pressure, respiratory rate, level of con-
sciousness and worried criteria. The outreach teams and variants have a profu-
sion of complex calling criteria and grading of responses. Criteria include urine
output, oxygen saturation, respiratory support, temperature and sometimes
biochemical markers, as well as specific symptoms such as chest pain.
The team approaches presented in the literature are numerous and, according to

the response modality, broadly fit under the MET/outreach classification (Table 2).

Table 2. Modalities of response to in-hospital emergencies

Medical emergency team Outreach/Early Warning score
Medical crisis response team Modified Early Warning score (MEWS)
Condition C Early warning scoring system (EWSS)
Code Blue Patient-at-risk team (PART)
Medical emergency team Patient early response team (PERT)

Assessment score for sick patient identification
and step-up in treatment (ASSIST)
Critical care outreach team (CCOT)

In conclusion, these models all respond to the need to provide intensive care
expertise to patients on the wards. In our opinion, they should be unified in an
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emergency in-hospital team, providing different and escalating modalities of res-
ponse to the variable intensive care needs of patients on the wards:
1. Immediate resuscitation for patients in cardiac arrest
2. Timely intensive care assistance to patients on wards judged at risk for cardiac

arrest
3. Planned intensive care evaluation for patients discharged from ICU.

Our experience

In our hospital an emergency team is organised to treat in-hospital emergencies
including cardiac arrest. The team is composed of an intensive care physician and
nurse, who respond to emergencies with a chart with all emergency equipment. All
wards have an AED and a chart for basic life support with adjunct equipment, and
ward personnel are trained in CPR and AED use.

Activation is by a centralised number with a message on the pages of the team
members, CPR and defibrillation if indicated should be performed by ward per-
sonnel and ALS is provided by the emergency team.

With the purpose of evaluating the incidence of in-hospital cardiac arrest and
the quality of response, the collection of data according to Utstein was started in
March 2004. The analysis of results provided information on age, aetiology, ward
requesting intervention, presenting rhythm and outcome. All response times and
utilisation of AED if indicated were analysed.

Parallel analysis of the discharge reports allowed us to verify in what percentage
of patients the team was called compared to deaths and to compare the incidence
of calls with the incidence of deaths for wards, hours of the day and days of the
week.

In 10 months of 2004, the team responded to 204 emergency calls, of which 38
were cardiac arrests. Presenting rhythms were VF/VT in 23% of cases, and a
non-shockable rhythm in 77% of cases. In 63% of cases CPR was unsuccessful, in
15% of cases it was interrupted because considered futile and in 22% it was
successful; 8% of patients survived CPR and 5% survived to discharge.

Response time intervals were very long, with an average time from collapse to
beginning of CPR 5.7 min and collapse to shock 7.09 min. The AED was positioned
in 12% of cases and utilised only in 5% of cases.

The comparison of emergency team calls with death occurrence showed that
62% of deaths occurred during the daily hours (08.00-20.00) compared to 53% of
team calls with a rate of emergency calls/deaths of 38.7%, which decreased drama-
tically during the night hours to a rate of 19.5%.

The data collection allowed us to identify the weak areas of the chain of response
for in-hospital emergencies: (1) lack of formalised procedure for identification of
DNAR patients; (2) difference in rate of calling between wards; (3) under-utilisation
of emergency team and AEDs; (4) long response times for the emergency team. We
were able to implement interventions to correct the weak areas.
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Conclusions

The data collection of response and outcome of emergencies should be implemen-
ted in all hospitals in order to evaluate the quality of in-hospital care and design
system interventions.

References

1. Ebell MH, Becker LA, Barry HC, Hagen M (1998) Survival after in-hospital cardiopul-
monary resuscitation: a metanalysis. J Gen Intern Med 13:805–816

2. Kaye E, Mancini ME (1996) Improving outcome from cardiac arrest in the hospital with
a reorganized and strengthened chain of survival—an American view. Resuscitation
31:181–186

3. Anonymous (2000) From science to survival. Strengthening the chain of survival in
every community. ILCOR guidelines Part 12. Resuscitation 46:417–430

4. Jacobs I, Nadkarny V, Bahr J et al (2004) Cardiac arrest and cardiopulmonary resusci-
tation outcome reports: update and simplification of the Utstein templates for resusci-
tation registries. A statement for health care professionals from a task force of ILCOR.
Resuscitation 63:233–249

5. Spearpoint KG, Mc Lean P, Zideman DA (2000) Early defibrillation and the chain of
survival in ‘in-hospital’ adult cardiac arrest: minutes count. Resuscitation 44:165–169

6. McGowan J, Graham CA, Gordon M (1999) Appointment of a resuscitation training
officer is associated with improved survival from in-hospital ventricular fibrillation/ta-
chycardia cardiac arrest. Resuscitation 41:169–173

7. Abella BS, Alvarado JP, Myklebust H et al (2005) Quality of cardiopulmonary resusci-
tation during in-hospital cardiac arrest. JAMA 293:363–365

8. Aufderheide TP, Sigurdsson G, Pirrallo RG et al (2004) Hyperventilation-induced
hypotension during cardiopulmonary resuscitation. Circulation 109:1960–1965

9. Milander MM, Hiscok PS, Sanders AB et al (1995) Chest compression and ventilation
rates during cardiopulmonary resuscitation: the effects of audible tone guidance. Acad
Emerg Med 2:708–713

10. Henderson SO, Ballesteros D (2001) Evaluation of a hospital-wide resuscitation team:
does it increase survival for in-hospital cardiopulmonary arrest? Resuscitation
48:111–116

11. Peberdy MA, Kaye W, Ornato JP et al (2003) Cardiopulmonary resuscitation of adults
in the hospital: a report of 14720 cardiac arrests from the National Registry of Cardio-
pulmonary Resuscitation. Resuscitation 58:297–308

12. Skrifvars MP, Rosenberg PH, Finne P et al (2003) Evaluation of the in-hospital Utstein
template in cardiopulmonary resuscitation in secondary hospitals. Resuscitation
56:275–282

13. Parish DC, Dane FC, Montgomery M (2002) Resuscitation in the hospital: relation of
year and rhythm to outcome. Resuscitation 47:219–229

14. Aune S, Herlitz J, Bang A (2004) Characteristics of patients who die in hospital with no
attempt at resuscitation. Resuscitation 65:366–379

15. George Jr AL, Folk III BP, Crecelius PL et al (1989) Pre-arrest morbidity and other
correlates of survival after in-hospital cardiopulmonary arrest. Am J Med 87:28–33

16. van Walraven C, Forster A, Parish DC et al (2001) Validation of a clinical decision aid

348 E. Cerchiari, N. Cilloni, F. Semeraro



to discontinue in-hospital cardiac arrest resuscitations. JAMA 285:1602–1606
17. Danciu SC, Klein L, Hosseini MM et al (2004) A predictive model for survival after

in-hospital cardiopulmonary arrest. Resuscitation 62:35–42
18. Herlitz J, Bang A, Aune S et al (2001) Characteristics and outcome among patients

suffering in-hospital cardiac arrest in monitored and non-monitored areas. Resuscita-
tion 48:125–135

19. Hodgetts TJ, Kenward G, Vlackoni Kolis I et al (2002) Incidence, location and reasons
for avoidable in-hospital cardiac arrest in a district general hospital. Resuscitation
54:115–123

20. Harrison GA, Jacques TC, Kilborn G et al (2005) The prevalence of recording of the
signs of critical conditions and emergency responses in hospital wards—the SOCCER
study. Resuscitation 65:149–157

21. Krause J, Smith G, Prytherch D et al (2004) A comparison of antecedents of cardiac
arrest, death and emergency intensive care admissions in Australia and New Zealand
and in the United Kingdom—the Acadaemia Study. Resuscitation 62:275–282

22. Hillman K, Parr M, Flabouris A (2001) Redefining in-hospital resuscitation: the concept
of the medical emergency team. Resuscitation 48:105–110

23. Mercer M, Fletcher SJ, Bishop GF (1999) Medical emergency teams improve care. Br
Med J 318:54

24. Buist MD, Moore GE, Bernard SA et al (2002) Effects of a medical emergency team on
reduction of incidence of and mortality from unexpected cardiac arrests in hospital:
preliminary study. Br Med J 324:387–390

25. Bellomo R, Goldsmith D, Uchino S et al (2003) A prospective before-and-after trial of
a medical emergency team. Med J Aust 179:283–287

26. Bristow PJ, Hillman KM, They C (2000) Rates of in-hospital cardiac arrests, deaths and
intensive care admissions: the effect of the medical emergency team. MJA 173:236–240

27. Mc-Arthur Rouse F (2001) Critical care outreach services and early warning scoring
systems: a review of the literature. J Adv Nurs 36:696–704

28. Ball C, Kirkby M, Williams S (2003) Effect of the critical care outreach team on patient
survival to discharge from hospital and readmission to critical care: non-randomised
population based study. Br Med J 327:1014

29. Pittard AJ (2003) Out-of reach? Assessing the impact of introducing a critical care
outreach service. Anaesthesia 58:874–910

30. Subbe CP, Davies RG, Williams et al ( 2003) Effect of introducing the Modified Early
Warning score on clinical outcomes, cardio-pulmonary arrests and intensive care
utilisation in acute medical admissions. Anaesthesia 58:797–783

The dark side of the moon: in-hospital cardiopulmonary resuscitation 349



LUNG



Physiopathology of atelectasis during anaesthesia

G. HEDENSTIERNA

The oxygenation of blood is impaired during anaesthesia, even in the patient with
perfectly healthy lungs. Standard treatment of the patient includes a moderate
increase in the oxygen supply, so that the oxygen concentration is around 30–40%.
The mechanisms behind the impairment of gas exchange were poorly understood
until the last 15 years and have since been mainly attributed to the collapse of lung
tissue, i.e. atelectasis. In the following, the formation of atelectasis during anaesthe-
sia and measures to prevent it or decrease its extent will be described.

Anaesthesia and atelectasis

Some 15 years ago, atelectasis was described in anaesthetised patients, neonates,
and adults [1, 2]. While it can be demonstrated by computed X-ray tomography
(CT), it is usually invisible on a conventional chest radiograph. This may be
explained by the location of the atelectasis, in the most dependent parts of both
lungs, where it may be difficult to distinguish from the chest wall and the spine on
X-ray. The atelectatic tissue causes attenuation of X-rays corresponding to an
attenuation number of ± 0 Hounsfield units (HU) (water has an attenuation factor
of 0 HU) on a scale that ranges from + 1000 HU (bone) to – 1000 HU (air). In
practice, lung tissue that has attenuation numbers between +50 and –100 HU is
considered to be atelectatic, after subtraction of mediastinal organs and larger
vessels [3].

Atelectasis appears in almost 90% of all patients who are anaesthetised [4]. It
develops whether the anaesthesia is intravenous or inhalational and whether the
patient is breathing spontaneously or is paralysed and mechanically ventilated [5].
Atelectasis is largest near the diaphragm in the supine patient and decreases in size
towards the apex [6] (Fig. 1). It covers approximately 5% of the transverse pulmo-
nary area near the diaphragm, with a large variation from 0 to 10–15%. In the
average patient, atelectasis may not look very impressive. However, it should be
remembered that the collapsed area consists of four times more lung tissue than
the aerated regions. Thus, in the average patient atelectasis comprises about
15–20% of the lung tissue near the diaphragm and about 10% of the total lung tissue
[6]. In extreme cases, almost half the lung can be collapsed during anaesthesia,
before any surgery has taken place!
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Atelectasis may appear promptly after induction of anaesthesia, or may be first
seen on a CT scan [2]. Moreover, although positive end-expiratory pressure (PEEP)
can reopen collapsed lung tissue, as soon as the PEEP is discontinued atelectasis
reappears within 1 min [7]. The rapid formation of atelectasis after induction of
anaesthesia and discontinuation of PEEP suggests that a major cause of atelectasis
is compression of lung tissue rather than slow adsorption of gas behind occluded
airways. Patients who are anaesthetised with ketamine, which does not reduce
respiratory muscle tone, do not develop atelectasis. It does not appear until the
patient is paralysed and mechanically ventilated [8]. Tensing the diaphragm by
phrenic nerve stimulation reduces atelectasis during anaesthesia [7]. All these
findings fit with the concept of compression- or gravity-dependent atelectasis, a
consequence of loss of muscle tone, and a decrease in FRC.

However, two recent observations have offered a more complex explanation of
atelectasis formation during anaesthesia. First, collapsed lung tissue can be re-ex-
panded by a vital capacity manoeuvre [9], but if the lungs are ventilated with pure
oxygen, they rapidly re-collapse within 5 min after the manoeuvre [10]. If, however,
the lungs are ventilated with 40% O2 in nitrogen after the re-expansion, the lungs
remain open with no or only little atelectasis formation for half an hour or longer.

Fig. 1. Atelectasis during anaesthesia as shown in a three-dimensional reconstruction. The
chest wall is shown, with atelectasis in dark in the dorsal parts of the lung space. Note the
slight irregularity of the atelectasis and the larger size at the basal parts, near the diaphragm,
than at the apex, indicating local forces that affect the distribution of atelectasis
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Second, if anaesthesia is induced without ‘pre-oxygenation’ and ventilation is given
with 30% O2 in nitrogen, no or little atelectasis is formed [11]. These observations
underscore the importance of the inspired oxygen fraction, and suggest that the
rate of adsorption of gas from the alveoli plays an important role in the formation
of atelectasis. Atelectasis is thus an effect of both compression of lung tissue and
adsorption of gas, and both factors must be present simultaneously.

Prevention of atelectasis

Several different procedures can be carried out in order to prevent atelectasis or to
re-open collapsed tissue. Some of the procedures have already been touched upon
above. The procedures that will be discussed in the following sections are: (1) PEEP,
(2) maintenance or restoration of respiratory muscle tone, (3) recruitment mano-
euvres, and (4) minimisation of pulmonary gas adsorption.

PEEP

The effect of PEEP of 10 cmH2O on atelectasis, as assessed by CT, has been tested
in anaesthetised patients. As expected, it will consistently reopen collapsed lung
tissue [2], although some atelectasis persists in most patients. Further increases in
the PEEP level may have reopened this tissue. However, PEEP appears not to be the
ideal procedure. Firstly, shunt is not reduced and arterial oxygenation is not
improved on average in larger groups. This was demonstrated already in 1974 by
Hewlett and co-workers, who warned against the ‘indiscriminate use of PEEP in
routine anaesthesia’ [12]. The maintenance of shunt may be explained by the
redistribution of blood flow towards the most dependent parts when intrathoracic
pressure is increased, so that any persisting atelectasis in the bottom of the lung
receives a larger share of the pulmonary blood flow than without PEEP [13]. The
increased intrathoracic pressure will also impede venous return and lower cardiac
output. This results in a lower venous oxygen tension for a given oxygen uptake
which will augment the desaturating effect of shunted blood and perfusion of
poorly ventilated regions on the arterial oxygenation [14]. Secondly, the lung
re-collapses rapidly after discontinuation of PEEP. Within 1 min after the cessation
of PEEP, the collapse is as large as it was before the application of PEEP [7].

Maintenance of muscle tone

The use of an anaesthetic that allows maintenance of respiratory muscle tone will
prevent atelectasis formation. Ketamine does not impair muscle tone and does not
cause atelectasis. However, if muscle relaxation is required, atelectasis will appear
as with other anaesthetics, as mentioned above [8].

Another attempt is to restore respiratory muscle function. This can be achieved,
at least partly, by diaphragm pacing by means of phrenic nerve stimulation, which
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reduces the atelectatic area [7]. However, the effect is small and it can be argued
that the technique is too complicated to become routine treatment during
anaesthesia and surgery.

Recruitment manoeuvres

The use of a sigh manoeuvre, or a double tidal volume, has been advocated to
reopen any collapsed lung tissue during anaesthesia [15]. However, atelectasis is
not affected by an ordinary tidal breath or by a deep sigh with an airway pressure
of up to + 20 cmH2O [9]. Not until an airway pressure of 30 cmH2O is reached does
atelectasis decrease to approximately half the initial value. For complete reopening
of all collapsed lung tissue, an inflation pressure of 40 cm H2O is required, with the
breath held for 15 s [9] (Fig. 2). Such a large inflation and subsequent expiration,

Fig. 2a–d. Atelectasis during anaesthesia and the effects of inflating the lung to different
airway pressures. The CT cuts have been positioned so as to cover the same lung tissue at
different lung inflations. a An awake patient, before anaesthesia; the lungs are well-aerated
with no signs of atelectasis. Larger vessels can be seen in the lower half of the lung. b During
anaesthesia at end-expiration (zero, atmospheric, airway pressure); atelectasis can be seen
in the bottom of both lungs. c During anaesthesia after 15 s at an airway pressure of
20 cmH2O, corresponding to a sigh or double tidal volume; there is no effect at all on
atelectasis, which remains as large as at end-expiration. d During anaesthesia, after 15 s at
an airway pressure of 40 cmH2O, corresponding to a vital capacity manoeuvre; atelectasis
has been eliminated. (From [9])
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down to - 20 cm H2O, corresponds to a vital capacity measured during sponta-
neous breathing with the patient awake. Although approved for lung function
studies in anaesthetised subjects [16], it may be argued that such a manoeuvre can
be dangerous and cause barometric/volumetric trauma [17]. Another procedure
has been tested, in which the lung is repeatedly inflated to an airway pressure of
+ 30 cmH2O. However, this causes only minor further opening of lung tissue after
the first manoeuvre [15]. A full vital capacity manoeuvre of + 40 cmH2O therefore
seems necessary to completely reopen the lung in the anaesthetised patient.

Minimisation of gas adsorption

Ventilation of the lungs with pure oxygen after a vital capacity manoeuvre that
reopened previously collapsed lung tissue results in a rapid reappearance of ate-
lectasis [10]. If, however, the lung is ventilated with 40% O2 in nitrogen, atelectasis
reappears slowly, and 40 min after the vital capacity manoeuvre only 20% of the
initial atelectasis re-appear (Fig. 3). Thus, ventilation during anaesthesia should be

Fig. 3. The effects of a vital capacity manoeuvre (inflation of the lung to an airway pressure
of 40 cmH2O) on atelectasis, and influence of the inspired oxygen concentration. Open bars
Ventilation with 40% oxygen in nitrogen, stippled bars ventilation with 100% oxygen). Note
the disappearance of atelectasis after the vital capacity manoeuvre and its very slow reap-
pearance when ventilating with 40% oxygen. Only 20% of the initial atelectasis has reappea-
red 40 min after the manoeuvre. When ventilating with 100% oxygen, atelectasis returns
already within 5 min and tends to increase over the following 30 min. (From [10])
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done with a moderate inspired oxygen fraction (e.g. 0.3–0.4) and be increased only
if arterial oxygenation is compromised.

Moreover, avoidance of the pre-oxygenation procedure during induction of
anaesthesia more or less eliminates atelectasis formation during anaesthesia [11].
If the pre-oxygenation period is prolonged from a standard 2–3 min to 4–5 min,
atelectasis increases further in size [18]. A recent study showed that in patients
breathing either 80% or 60% O2 during the induction of anaesthesia, atelectasis
was much smaller in the 80% O2 group than in patients receiving 100% O2, and was
almost absent in the 60% O2 group [19].

That rather subtle changes in the preoxygenation procedure and anaesthesia
regime might prevent substantial atelectasis formation, with a potential decrease
in post-operative lung complications, is likely but requires further study.
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Effect of mechanical ventilation on right ventricular
afterload

D. REIS MIRANDA, D. GOMMERS, B. LACHMANN

Mechanical ventilation has become a life-saving therapy in the treatment of pa-
tients with impaired pulmonary function. However, the dark side of mechanical
ventilation has also emerged with the development of ventilator-induced lung
injury [1], pneumonia, sepsis [2], and elevation of right ventricular (RV) afterload
ultimately leading to a cor pulmonale [3, 4].

The right ventricle is very sensitive to changes in afterload [5]. It is anatomically
adapted for the generation of sustained low-pressure perfusion. RV contraction
occurs in three phases, as described by Mebazaa et al. [5]: contraction of the
papillary muscles, the movement of the right ventricular wall towards the inter-
ventricular septum, followed by ‘wringing’ of the RV by contraction of the left
ventricle. Because of the compliant upper region of the RV, peak pressure is
reduced and ejection is prolonged. Therefore, the normal RV is able to increase
peak systolic pressure to approximately 60 mmHg before RV contractile failure
and systemic hypotension occur [6].

This review focuses on the influence of mechanical ventilation on RV afterload.
First, the measurement of RV afterload is discussed, thereafter the influence of
mechanical ventilation on RV afterload, and finally the effect of ventilation—ac-
cording to the open lung concept (OLC)—on RV afterload.

How to measure right ventricular afterload

There is much discussion about measuring RV afterload by means of a pulmonary
artery catheter (PAC). The most frequently used parameters obtained from a PAC
that would estimate RV afterload are RV ejection fraction and pulmonary vascular
resistance (PVR). Calculation of the PVR has been controversial ever since Ver-
sprille published an editorial (20 years ago) explaining why it is meaningless [7]; a
year later, this claim was underscored by McGregor et al. [8]. The main criticism
of the calculation of PVR is the assumption that the vessels have rigid walls. Because
of the recruitable nature of the pulmonary circulation, PVR has a variable relation-
ship to the Poiseuille resistance. Therefore, since PVR cannot express oscillatory
and kinetic power components, RV power is underestimated by approximately
50% [9]. To assess pulmonary vascular resistance, Naeije [10] proposed using a
pressure–flow diagram. On the vertical axis, the pressure drop through the pulmo-
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nary circulation (mean pulmonary artery pressure minus wedge pressure) is dis-
played, and on the horizontal axis the cardiac index (CI). Changes in pressure drop
through the pulmonary circulation and the CI are compared with baseline values,
indicating pulmonary vasoconstriction or dilatation. Whether this dynamic pres-
sure–flow plot reflects RV afterload adequately is not yet known.

There have been attempts to relate the end-systolic pressure–volume relation-
ship (ESPVR) to ventricular afterload. The ESPVR is the relationship between each
end-systolic volume and the concomitant pressure while changing the preload. The
ESPVR defined area (consisting of the ESPVR, end-systolic volume, and diastolic
compliance) plus the stroke work (Fig. 1), is proportional to myocardial oxygen
consumption [11]. It is conceivable that myocardial oxygen consumption, and thus
ESPVR, are related to ventricular afterload, but also to contractility. Pinsky [12]
hypothesised that contractility and afterload could be distinguished by the ESPVR.
Increases in contractility would increase the ESPVR slope, while changes in the
afterload would co-vary end-systolic pressure and volume, but along the line
described by the ESPVR [12]. However, the relation between this co-variation of
end-systolic pressure and volume along the ESPVR line and RV afterload has, to
our knowledge, never been established.

Echo-Doppler measurements of blood velocity and acceleration have been used
as indices of ventricular afterload. For example, left ventricular afterload seems to
be adequately reflected by acceleration of the aortic flow [13, 14], which is reduced
by afterloading [13] and increased by unloading [14]. Similarly, RV afterload could
be assessed by measuring the acceleration of the pulmonary flow (Fig. 2). Accele-

Fig. 1. Ventricular pressure-volume curve before (upper right rectangle) and after (lower left
rectangle) preload reduction. ESPVR = end systolic pressure-volme relationship
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ration of the latter has been successfully assessed in several papers studying
heart–lung interactions during mechanical ventilation [15–17].

Right ventricular afterload during expiration

It has been shown that positive end-expiratory pressure (PEEP) affects RV after-
load. Biondi et al. [18] have shown that PEEP levels above 15 cm H2O increased RV
volume and decreased elastance, indicating an increase in RV afterload and a
decline in RV contractility. Spackman et al. [19] have shown that, during high
frequency ventilation, mean airway pressure above 12 cmH2O results in a decrease
in the RV ejection fraction and is associated with an increase in the RV end-systolic
volume. The authors attributed these findings to an increase in the RV afterload
due to increased mean airway pressure. Dambrosio et al. [20] found that RV
ejection fraction and the RV stroke work/RV end-diastolic volume ratio started to
decrease at PEEP levels higher than 10 cmH2O in acute respiratory failure patients.
Schmitt et al. [15] used echo-Doppler data obtained by transoesophageal echocar-
diography (TEE) to assess the effect of PEEP on the RV outflow impedance. In their
study, high PEEP levels (13 ± 4 cmH2O) caused an increased RV afterload. These
studies clearly showed that RV afterload is elevated during mechanical ventilation
with high PEEP levels.

Fig. 2. Echo-Doppler of the pulmonary artery. Bottom line represents airway pressure, Dotted
line in the second beat indicates acceleration of the pulmonary flow during inspiration
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Two factors that may have a role in increasing the RV afterload during high
PEEP ventilation are direct compression of the pulmonary vascular bed, and
atelectasis. Atelectasis can increase the RV afterload by two mechanisms: produ-
cing hypoxic pulmonary vasoconstriction [21–23], and high tidal volume ventila-
tion. This use of large tidal volumes increases RV outflow impedance as assessed
by Doppler TEE [16]. Moreover, large tidal volume ventilation is more likely to
occur in the presence of atelectasis because of the so-called baby-lung effect [24]:
if one imagines a lung with 50% atelectasis, then a pre-set tidal volume of 10 ml/kg
would result in a tidal volume of 20 ml/kg in aerated lung areas [24]. Therefore,
atelectasis may cause an increase in the RV afterload due to an increase in the tidal
volume in aerated lung areas (baby-lung effect), and to hypoxic pulmonary vaso-
constriction in non-aerated lung areas. This atelectasis cannot be reversed with the
use of high PEEP ventilation, but only by the application of recruitment manoeu-
vres [25].

Right ventricular afterload during inspiration

RV afterload is not only increased by high PEEP levels; but also during inspiration
RV afterload increment is observed [16, 26]. Poelaert et al. [26] showed that
inspiration rather than expiration with high levels of PEEP caused RV afterload
increment in cardiac surgery patients. Vieillard-Baron et al. [16] also showed that
RV afterload is mainly increased during inspiration in patients with acute respira-
tory distress syndrome (ARDS). These authors separated the effects of peak inspi-
ratory pressure (PIP) and tidal volume by chest trapping and application of PEEP.
They found that tidal volume, and not PIP or PEEP, increased RV afterload.
Although these results were very clear, theoretically this is hard to explain. Only
intra-thoracic pressure, but not volume, generates a force that could compress
pulmonary capillaries, increasing RV afterload. In addition, of course volume
changes require pressure changes. The physiological explanation for the finding
that tidal volume, not PIP, increases RV afterload is not yet known. However, this
is more than a semantic discussion: if PIP and not tidal volume increases RV
afterload, then elevated PEEP levels should increase RV afterload because of the
increased PIP.

Open lung concept and RV afterload

The OLC is a ventilation strategy that entails short periods of high inspiratory
pressures to open up collapsed alveoli followed by a relatively high level of PEEP
to keep the alveoli open with (very) low tidal volume ventilation (4–6 ml/kg). The
aim of this ventilation strategy is to avoid atelectasis, thereby attenuating ventila-
tor-induced lung injury [27]. In cardiac surgery patients, this ventilation strategy
attenuates reduction of lung volume and improves oxygenation after extubation
[28]. One concern with the use of OLC is its effect on RV afterload due to the use
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of relatively high PEEP levels. When RV afterload during OLC is assessed, care must
be taken that RV preload is kept constant. In volume-loaded patients after cardiac
surgery, Dyhr et al. [29] found no decrease in cardiac output by applying recruit-
ment manoeuvres followed by a mean of 15 cmH2O PEEP. Our group assessed RV
afterload during OLC ventilation in cardiac surgery patients, using a PAC. We
found that after a recruitment manoeuvre (mean pressure 45 cmH2O) followed by
a mean PEEP of 17 cmH2O, RV afterload was not increased compared to conven-
tional ventilation using 5 cmH2O PEEP [30]. This suggests that when atelectasis is
avoided, RV afterload is not increased by OLC ventilation. This also could explain
the results of Huemer et al. [17], who found no increased RV afterload using
12 cmH2O continuous positive airway pressure in healthy volunteers (without
atelectasis), assessed by echo-Doppler. The separate effects of PEEP and tidal
volume on RV impedance during OLC ventilation remained, however, unknown.

In a sequential study, the separate effect of PEEP during expiration while
ventilating according to the OLC was found not to increase RV afterload, as
assessed by echo-Doppler. In this (yet unpublished) study, OLC ventilation with a
mean PEEP level of 14 cmH2O was compared with conventional ventilation using
5 cmH2O PEEP in cardiac surgery patients. That PEEP during OLC ventilation does
not increase RV afterload is probably explained by the avoidance of atelectasis. As
explained above, atelectasis may increase RV afterload due to local hypoxic pul-
monary vasoconstriction, and the avoidance of atelectasis may therefore attenuate
RV afterload increment during high PEEP ventilation.

Furthermore, during conventional ventilation, RV afterload increased during
inspiration, as described by Vieillard-Baron et al. [16]. This phenomenon did not
occur during OLC ventilation, as assessed by echo-Doppler in the study described
above. Ventilation according to the OLC in this latter study was accompanied by a
lower tidal volume but a higher inspiratory pressure than occurred with conven-
tional ventilation. The low tidal volume used during OLC ventilation may explain
the lack of increase in RV afterload during inspiration. Also, alveolar overdisten-
tion during inspiration could be reduced by application of OLC ventilation, despite
the use of high PEEP levels. Namely, the group of Amato [25] demonstrated in
ARDS patients using a CT-scan that tidal recruitment and degree of overdistention
during inspiration decreased when a recruitment manoeuvre was performed com-
pared with pre-recruitment with 25 cmH2O PEEP. This implies that during OLC
ventilation RV afterload is not increased during inspiration due to: (1) the reduction
of tidal volume ventilation in aerated lung areas due to homogenisation of pulmo-
nary gas distribution, and (2) the use of lower tidal volume, set on the ventilator.
Furthermore, these two effects of OLC ventilation act in synergy: homogenisation
of pulmonary gas distribution reduces tidal volume ventilation of aerated lung
areas, which is reduced even further by the lower tidal volume ventilation set on
the ventilator.
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Conclusions

While high PEEP appears to increase RV afterload, the use of a ventilation strategy
that avoids atelectasis, combined with low tidal volume ventilation might attenuate
the effect of airway pressure on RV afterload.
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Computed tomography evaluation of lung collapse and
recruitment manoeuvres during anaesthesia

L.M.S. MALBOUISSON, J.O.C. AULER JR.

It has been long recognised that general anaesthesia procedures induce profound
alterations upon the respiratory system. Since the beginning of the twentieth
century, clinicians have recognised that lung collapse resulting from incapacity to
deeply inspire after abdominal surgery is an important cause of postoperative lung
complications [1]. In the late 1950s and 1960s, some authors suggested that the
worsening of pulmonary gas exchange was due to shunt and uneven pulmonary
ventilation/perfusion ratio during spontaneous ventilation general anaesthesia,
and proposed the use of increased inspired oxygen concentration to treat oxyge-
nation impairment related to general anaesthesia [2, 3]. After introduction of
mechanical ventilation in clinical anaesthesia practice, in order to maintain gas
exchange in patients undergoing major surgical procedures, impaired oxygenation
and a progressive fall in pulmonary compliance were described as frequent perio-
perative complications, even in patients with normal preoperative pulmonary
function [2, 4–7]. Bendixen et al. proposed that the progressive fall in lung com-
pliance was caused, in part, by changes in surface tension in the lungs, but collapse
of air spaces was likely to account for a large part of the fall in compliance, a
condition they referred to as intraoperative atelectasis [5]. In the same year,
Bergman reported a decrease in functional residual capacity (FRC) in patients
undergoing anaesthesia and mechanical ventilation [8]. The decrease in FRC was
attributed to atelectasis and was found to be associated with pulmonary ventila-
tion/perfusion mismatch. These two components were suspected to be the main
mechanisms explaining hypoxaemia during anaesthesia [9, 10]. In the same report,
Bendixen showed that consecutive lung hyperinflations during anaesthesia were
able to restore adequate arterial oxygenation and lung compliance. During the last
decades, several studies have been conducted in order to elucidate the mechanisms
involved in lung collapse and in its treatment. Since the mid-1980s, thoracic com-
puted tomography (CT) has been used in research and clinical practice, enabling in
vivo evaluation of lung morphology and quantitative assessment of regional gas and
tissue distribution within the lung parenchyma. The objective of this chapter is to
review the mechanisms associated with lung collapse and the use alveolar recruit-
ment manoeuvres during the intraoperative period, in the light CT findings.
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Definition and incidence of intraoperative atelectasis

Intraoperative atelectasis has been defined as lung collapse occurring after
anaesthesia induction and is clinically characterised by a decrease in lung com-
pliance and impairment of arterial oxygenation. The occurrence of atelectasis
during anaesthesia is high, with an estimated incidence of 50–90% of all adult
patients undergoing general anaesthesia, either with spontaneous breathing or
mechanical ventilation [11, 12]. According to Moller et al., mild to moderate hypo-
xaemia, defined as arterial oxygen saturation between 85% and 90%, occurs in
about half of patients undergoing general anaesthesia for elective surgery, despite
the use of an inspired oxygen concentration as high as 40% [11]. Using thoracic CT,
Lundquist et al. studied 109 patients scheduled for elective abdominal surgery
during general anaesthesia. They reported that dependent pulmonary densities,
interpreted as atelectasis, were seen in 95 patients (87%) [12]. Two different types
of atelectasis were described: pulmonary densities homogeneously distributed in
78% of patients and nonhomogeneously in 9% [12].

Patients undergoing cardiac surgery frequently develop intraoperative atelec-
tasis, a long-lasting postoperative complication. In our institution, mild to mode-
rate hypoxaemia in the immediate postoperative period was detected in 52% of 461
patients undergoing elective CABG (unpublished data). According to Magnusson
et al., atelectasis is a major cause of hypoxaemia and shunt after cardiopulmonary
bypass (CPB) [13]. Gale et al. investigated the incidence of pulmonary complica-
tions after heart operations with CPB and found radiological evidence of atelectasis
on radiographic chest plates in 64% of 50 consecutive patients [14]. On the first
postoperative day, Tenting et al. obtained thoracic CT scans at three levels of the
thorax from 18 patients submitted to CABG or mitral valve surgery. They found
pulmonary bilateral dependent densities, corresponding to a fraction of collapsed
lung tissue of about 20%, in all patients but one [15]. Vargas et al. studied late
pulmonary complications in 125 patients undergoing CABG. Thirty patients had
normal chest radiographs, 38 had atelectasis, and 57 had pleural changes after
6 days. In 11 patients, only atelectasis was observed in the radiograph, and in 27 it
was combined with pleural changes [16]. These authors observed a mean decrease
in functional vital capacity (FVC) and forced expired volume in 1 s (FEV1) of 33.4%
and 33.5%, respectively, in patients with atelectasis. According to the same group,
the nadir of FVC occurs immediately after surgery and improves gradually thereaf-
ter. However, on the tenth postoperative day, FVC remains more than 30% below
preoperative values [17].

Mechanisms of intraoperative lung collapse

Intraoperative lung collapse begins to occur within the first several minutes after
anaesthetic induction. Brismar et al. used CT to study 20 patients undergoing
general anaesthesia with muscle relaxation for abdominal surgery. They found that,
5 min after induction, all subjects had developed crest-shaped changes of increased
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density in the dependent regions of both lungs. These authors also reported that
densities did not increase after 20 min of anaesthesia and were not affected by the
inspiratory oxygen fraction, neither was the size of densities correlated with age
[18]. However, the impact of anaesthesia duration on the behaviour of intraopera-
tive atelectasis is still controversial. Other studies have found that, during abdomi-
nal and thoracic surgery, arterial oxygenation progressively worsened during the
course of surgery [19, 20]. Furthermore, none of these studies were able to discri-
minate whether this progressive deterioration in pulmonary gas exchanges was
secondary to anaesthesia with muscle relaxation or to a combination of anaesthesia
and surgical manipulation.

The mechanisms involved in atelectasis formation and decrease in FRC are
multifactorial, and can be divided into three main groups: mechanical compression
of lung parenchyma, absorption of alveolar gas contents, dysfunction of the sur-
factant system. From a mechanical point of view, the degree of lung aeration
depends on the transpulmonary pressure, which is exposed to anteroposterior and
cephalocaudal gradients. When the patient is placed in a supine position, the
anteroposterior gradient is related to gravity and to the superimposed lung pres-
sure, which imposes increments of 0.25 g cm2 from nondependent to dependent
lung regions in patients with nonoedematous lungs and 1 g cm2 or more in patients
with acute inflammatory lung processes, such as acute lung injury and ARDS [21,
22]. The cephalocaudal gradient results from the transmission of abdominal pres-
sure to the thoracic cavity [23, 24]. Physiologically, the most caudal and dependent
parts of the lung, i.e. the lower lobes, are exposed to a lower transpulmonary
pressure than the most cephalic and nondependent parts of the lung, i.e. the upper
lobes. Even in the awake state, supine positioning is associated with a decrease in
FRC of 0.5–1 l [25]. An upward shift of the diaphragmatic cupola secondary to
anaesthesia and muscle paralysis is associated with a further reduction in FRC of
0.5–1 l [26–28]. In obese patients or patients undergoing upper abdominal or
laparoscopic surgery, diaphragm shift may have a magnified effect on atelectasis
formation in the lower lobes of the lung [29]. Another factor contributing to the
decrease in transpulmonary pressure in caudal and dependent lung regions is
compression of the lower lobes by the heart and mediastinal contents [30–33]. All
of these mechanisms contributing to a decrease in transpulmonary pressure in
caudal and dependent lung regions are in accordance with reports from other
authors [30, 34–36]. As expected, in patients undergoing general anaesthesia, lung
collapse is usually observed in the most caudal and dependent regions of the lungs.
In patients submitted to general anaesthesia for abdominal surgery using thoracic
CT, Brismar et al. found that the largest lung densities were in the most caudal
segments, with smaller ones in the cephalad regions [18]. The same results were
described by Warner et al. in healthy volunteers undergoing general anaesthesia
with halothane [37], by Tenling et al. in patients undergoing cardiac surgery [15]
and by Puybasset et al. in patients developing acute lung injury postoperatively [27,
38, 39]. Absorption of alveolar gas contents is also implicated in the formation of
intraoperative atelectasis, even in the absence of airway obstruction. The use of
high inspiratory oxygen concentrations has often been reported as an important
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factor contributing to lung collapse. Joyce and Williams postulated that the normal
lung functioned as an ideal lung compartment but, after anaesthetic induction, the
airways of the dependent lung areas closed up and behaved as a closed collapsible
cavity. Using a mathematical model, the authors proposed that preoxygenation and
use of high inspiratory oxygen concentrations increased the rate of gas uptake from
the unventilated area of the lung and were the most important determinants in
initiating collapse [40]. Rothen et al. showed in 12 elective surgical patients under-
going general anaesthesia that when a FiO2 = 1 was used after a vital capacity
recruitment manoeuvre, atelectasis reappeared within 5 min. When the patients
were ventilated using a lower inspired oxygen concentration of 40% after the
recruitment manoeuvre, atelectasis did not recur for at least 40 min [41]. Rothen
et al. also described surgical patients with previously normal lungs whose pulmo-
nary shunt increased from 0.3 to 2.1%, and a small amount of atelectasis was
detected when patients were ventilated with FiO2 = 0.3. When FiO2 = 1 was used
instead, the shunt fraction increased to 6.5% and a greater proportion of lung
parenchyma became nonaerated [42]. This association between high inspired o-
xygen concentrations and lung collapse has been described for at least 50 years [9].

While some beneficial effects can be attributed to the use of a high oxygen
concentration during anaesthesia, such as reduction of postoperative nausea and
vomiting [43], increase in antimicrobial and proinflammatory responses of alveo-
lar macrophages [44], possible decrease in postoperative surgical-wound infec-
tions [45], and prevention of hypoxaemic episodes, these may be counteracted by
atelectasis formation. Atelectasis that was not promptly reverted in the postopera-
tive period may persist for several days postoperatively, increasing the length of
time of mechanical ventilation, respiratory therapy, and hospital stay, and the
medical costs.

A third factor related to the development of intraoperative atelectasis is dys-
function of the surfactant system, which plays a pivotal role in preventing alveolar
collapse by decreasing alveolar-wall surface tension and stabilising alveolar struc-
ture [46]. Experimental evidence obtained from deflation pressure–volume curves
in the dog isolated lung model showed a reduction in percent maximal lung volume
that was proportional to the increase in inhalational anaesthetics [47]. Studying
tracheal aspirates from children undergoing cardiac surgery before and after CPB,
Friedrich et al. observed that the procedure induced profound changes in the
surfactant system involving both phospholipid and protein components [48].
Griese et al. also observed prolonged surfactant system dysfunction in children
after open heart surgery with CPB [49]. However, the role played by the surfactant
dysfunction in the development of intraoperative atelectasis is controversial, since
surfactant protein turnover is about 14 h, time enough to complete the majority of
surgical procedures.

Some other factors involved in the dynamics of atelectasis formation and main-
tenance during the intraoperative period should be discussed. Atelectasis has been
described in patients undergoing most of types of general anaesthesia, whether
intravenous or inhalational, and combined general-regional anaesthesia in patients
spontaneously breathing or mechanically ventilated [5, 50]. The influence of regional
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anaesthesia on lung collapse is still controversial. Earlier reports did not describe
a significant decrease in arterial oxygenation, closing capacity, or FRC [51, 52].
Conversely, Freund et al. reported that regional blockades at a higher thoracic level
were associated with a decrease in inspiratory capacity and might lead to deve-
lopment of atelectasis [53]. Airway suctioning, by degasifying the lungs is another
factor that could theoretically induce atelectasis. Lu et al. studied the effects of
airway suctioning in an experimental model consisting of a mechanically ventilated
animal, with FiO2 = 0.3. CT examination revealed that endotracheal suctioning
resulted in atelectasis, a 29% reduction in the cross-sectional surface area of the
bronchi, a decrease in arterial oxygen saturation from 95 to 87%, an increase in
shunt from 19 to 31%, and an increase in lung tissue resistance. According to the
data of these authors, an increase in FiO2 would interact synergistically with airway
suctioning, resulting in worsening of airway-suctioning-induced atelectasias, de-
spite the protection conferred against transitory-suctioning-induced hypoxaemia
[54]. Low tidal volumes used in the context of protective ventilation strategy in
order to decrease ventilator-induced lung injuries would also be listed as a possible
cause of atelectasis if adequate levels of PEEP had not been used. CPB during
cardiac surgery has been described as a major factor contributing to the formation
of intraoperative atelectasis, independent of general anaesthesia and thoracotomy
[13]. Mediastinal manipulation during cardiac surgery is another cause of intra-
operative lung collapse.

Clinical consequences of intraoperative atelectasis on patient outcome

The presence of atelectasis may predispose the lung to the deleterious effects of
mechanical ventilation or aggravate already existing lung injuries. Some studies
have shown that lung injury can be induced by mechanical overstretching of the
aerated parenchyma. Since tidal ventilation is distributed to aerated lung paren-
chyma, the greater the volume of collapsed lung, the greater the tidal ventilation
volume delivered to the noncollapsed lung regions, promoting sustained tidal
hyperinflation of these regions and possibly volutrauma/barotrauma and inflam-
mation with harmful consequences for lung tissue [55–57]. This effect of relatively
increased tidal volumes on normally aerated lung parenchyma is well-established
in patients with acute lung injury [58, 59] and may also be true for patients
undergoing general anaesthesia. Ventilation-induced lung injury may increase the
amount of time that the patient requires mechanical ventilation, as it evolves to
postoperative respiratory failure and ARDS [60]. Other perioperative pulmonary
complications associated with atelectasis are the necessity of intensive respiratory
therapy, prolonged ICU stay, and postoperative pneumonia [61].
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Clinical evaluation of atelectasias and alveolar recruitment

An impairment in arterial oxygenation and a decrease in pulmonary compliance
are the first physiologic alterations suggesting the presence of atelectasis after
anaesthesia induction. The pressure–volume curve of the respiratory system also
give some clues as to the presence of atelectasis, such as a decrease in quasistatic
compliance and the appearance of a lower inflection point. Conventional chest
radiographs may present lines or opacifications, displacement of interlobar fis-
sures, or loss of volume of the affected segment or lobe. Hemidiaphragm or
mediastinal shift and a decrease in intercostal space are other radiological signs
suggesting atelectasis. Conventional chest radiographs may not adequately detect
collapse in small lung regions or in zones where images are superposed.

CT evaluation of alveolar collapse and recruitment

Compared to plain radiograph, there are several advantages in the use of CT to
assess lung collapse: such as the ability to visually analyse lung morphology and to
quantitatively assess lung volume (gas and tissue), either in the entire lung or
regionally [27]. CT analysis also measures the CT attenuation coefficient from
specific voxels, the CT volume unit, which enables the quantification voxel gas and
tissue volumes. The calculations are based on the following principles of measure-
ment: the volume of the total lung is measured as the total number of voxels present
in a given region of interest multiplied by the volume of the voxel. The respective
volumes of tissue and gas are calculated using simple mathematical equations and
rely on the principle that the CT attenuation coefficient and physical density are
closely correlated [62]. The CT attenuation coefficient characterising each voxel is
expressed in Hounsfield units (HU) and is defined as the attenuation coefficient of
the X-ray by the material being studied minus the attenuation coefficient of water
divided by the attenuation coefficient of water. By convention, the CT number of
water is 0 HU. The CT attenuation is scaled by a factor 1000, the CT number of gas
being -1000 HU. According to the exact linear relationship existing between phy-
sical density and CT attenuation coefficient [63, 64], a lung area characterised by a
mean CT number of -600 HU is considered as being composed of 60% gas and 40%
water. A lung area characterised by a mean CT number of -300 HU was comprised
between 30% gas and 70% water. In this analysis, water refers to lung tissue, extrava-
scular lung water, cells, and blood. Based on this analysis, it is simple to compute the
volume of gas and tissue present in the lung. CT also enables characterisation of lung
regions according to their degree of aeration. Lung regions with a CT attenuation
between -1000 and -900 HU are considered as overdistended, those between -900
and -500 HU as normally aerated, those between -500 and -100 HU as poorly
aerated, and those between -100 and +100 HU as nonaerated or atelectatic [65]. CT
assessment of alveolar recruitment was initially described as the decrease in non-
aerated lung parenchyma according to a single juxtadiaphragmatic CT section.
Since the transpulmonary pressure is nonhomogeneouly distributed within the
lung, this approach may misevaluate the alveolar recruitment occurring in the
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entire lung as well as possible recruitment-induced lung overdistension [66]. The
use of fast helicoidal CT scanners in clinical practice enables assessment of alveolar
recruitment of the entire lung within a few seconds. Another CT method to assess
alveolar recruitment in patients with ARDS is to compute the volume of gas
penetrating poorly and nonaerated lung regions [65].

Due to technical difficulties involved in the transportation of postoperative
patients to CT scan facilities, the use of CT to diagnose lung collapse and measure
alveolar recruitment is reserved for study protocols, clinical cases involving hypo-
xaemia, or patients who are difficult to treat. In the last few years, a newer method
to assess lung collapse, electrical impedance tomography at bedside, has been
proposed to assess regional ventilation in the context of ARDS [67]. Changes in
intrathoracic gas volume distribution are detected by alterations in electrical
impedance signals obtained through electrodes placed in the chest wall. This
promising but still experimental method enables detection of regional ventilation
alterations in real time, aiding in the diagnostic of atelectasis [68, 69].

Use of intraoperative alveolar recruitment manoeuvres

Mead et al. and Ferris et al., were the first to report worsening of arterial oxygena-
tion and decrease in lung compliance in animal models of general anaesthesia with
mechanical ventilation using ‘normal tidal ventilation’. Since then, recruitment
manoeuvres in the form of deep inspirations have been described as a means to
revert the decrease in oxygenation and compliance [70, 71]. Bendixen and cowork-
ers observed that the progressive decrease in lung compliance and arterial oxyge-
nation in surgical patients undergoing general anaesthesia and controlled mecha-
nical ventilation were restored to normal values by implementing hyperinflation
of the lungs until total lung capacity was reached. The authors described a recruit-
ment manoeuvre using three sustained inspiratory inflations with an anaesthesia
rebreathing bag, the first inflation at a pressure of 20 cmH2O during 10 s, the second
with a pressure of 30 cmH2O during 15 s, and the third with a pressure of 40 cmH2O
during 20 s [5]. From these initial reports describing the effects of hyperinflation
manoeuvres to counteract the deleterious effects of atelectasis on gas exchange and
respiratory mechanics, recruitment manoeuvres have become an important
adjunct to mechanical ventilation during general anaesthesia. Other lung-recruit-
ing protocols to reverse intraoperative lung collapse have been described by
different authors. Among these, the use of three consecutive sustained hyperinfla-
tions with inspiratory pressure of 40 cmH20 has been shown to virtually reexpand
all collapsed lung areas in patients with normal lungs who undergo general
anaesthesia for abdominal and cardiac surgery [72, 73]. Another recruitment
manoeuvre that could be used in the intraoperative period was described by
Tusman et al. These authors increased PEEP in a stepwise manner using increments
of 5–15 cmH2O, adjusted the respiratory rate to 8 breaths per minute, and pro-
longed the inspiratory pause to 20% of respiratory cycle time. In a second step, tidal
volume was increased until 18 ml kg-1 or a peak inspiratory pressure of 40 cm H2O
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was reached. These settings were maintained for at least ten breaths, after which
tidal volume was reduced to baseline levels and a PEEP of 5 cm H2O was then
maintained [74].

An important issue related to opening the lungs after performing a recruitment
manoeuvre is the prevention of recollapse. The same factors predisposing to loss
of lung aeration and atelectasis formation will be present after implementation of
alveolar recruitment manoeuvres, and will probably endure until the end of
anaesthesia, thus again necessitating the use of PEEP to prevent recollapses of the
lungs. The level of PEEP that should be used is still a matter of debate. As described
in a study by Brismar et al., a PEEP of 10 cmH2O prevented or reduced the
appearance of new lung densities after recruitment manoeuvres [18]. However, a
fixed PEEP level may not be enough or may produce deleterious effects on hae-
modynamics without promoting the expected response on arterial oxygenation [75,
76]. PEEP level should be individualised and titrated according to oxygenation,
respiratory mechanics, and haemodynamic behaviour during surgery. Another
point to be highlighted is that after a recruitment manoeuvre the lowest possible
inspired oxygen concentration should be used in order to decrease the rate of
atelectasis formation due to gas reabsorption.

Nevertheless, a few questions concerning the use of intraoperative recruitment
manoeuvres in anaesthetised patients, especially those undergoing cardiac surgery,
are not yet resolved: (1) What kind of patient will benefit most by the recruitment
manoeuvres? (2) Based on what criteria should the alveolar recruitment protocol
be initiated? (3) How many recruitment manoeuvres should be realised during
surgery?, and (4) What is the adequate interval time between manoeuvres? Recruit-
ment manoeuvres will probably be well-tolerated by the majority of patients
developing progressive worsening of oxygenation during surgery, and should not
produce deleterious short- or long-term effects in lung function. In our institution,
an ongoing study using CT is being developed to assess the effects of intraoperative
recruitment on the first postoperative day in patients undergoing on-pump and
off-pump CABG. Nonetheless, this manoeuvre might be harmful in patients pre-
senting with important right ventricular dysfunction, severe pulmonary hyperten-
sion, untreated low cardiac output states, or shock. Although not frequently ob-
served in clinical practice, another concern to be kept in mind after implementation
of recruitment manoeuvres is the possibility that the patient develops complica-
tions, such as air leak syndrome in its various forms. Except for contraindications,
any patient whose oxygenation worsens during surgery should be recruited and
should receive PEEP at adequate levels shortly thereafter. The recruitment manoeu-
vres may be repeated as many times as considered necessary by the attending
anaesthesiologist. However, the need of repeated manoeuvres may be an indication
that the PEEP levels adjusted after previous recruitments are not enough to prevent
lung recollapse. For the moment, monitoring of intraoperative recruitment efficacy
involves only functional pulmonary parameters. In the near future, an imaging
method such as high-resolution electrical impedance tomography will be available
to intraoperatively monitor the distribution of regional ventilation. This will allow
patient-by-patient determination of the level of inspiratory pressure necessary to
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open up the lungs and the adequate level of PEEP needed to keep the lung open
without producing regional overinflation.

The presumable beneficial effects of recruitment manoeuvres go beyond the rever-
sion of oxygenation and the mechanical effects of atelectasis. Homogenising the
distribution of ventilation after the opening of collapsed areas is associated with a
reduction in ventilation-induced lung injury and a decrease in the necessity of post-
operative mechanical ventilation. Despite the absence of clear evidence linking the
presence of atelectasis to postoperative pneumonia, a reduction in the duration of
postoperative mechanical ventilation is associated with a lower incidence of postope-
rative pulmonary infections, shorter ICU length of stay, and lower hospital costs.
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Mechanisms of repair and remodelling in ARDS

C. DOS SANTOS, P.R.M. ROCCO

Ashbaugh et al. [1] first described acute respiratory distress syndrome (ARDS) in
12 patients with acute respiratory distress, cyanosis refractory to oxygen therapy,
decreased lung compliance, and diffuse infiltrates evident on chest radiograph.
ARDS is not defined by a specific pathogenesis, but reflects the lung’s nonselective
response to numerous insults and precipitating factors. Based on these observa-
tions, the term ‘syndrome,’ defined as a ‘group of symptoms and signs of disordered
function related to one another by means of some anatomic, physiologic, or
biochemical peculiarity’ was used. Although the term acute respiratory distress
syndrome is often used interchangeably with acute lung injury (ALI), by strict
criteria ARDS should be reserved for the most severe end of the spectrum [2].

The exact incidence of ARDS is difficult to measure, in part because of the lack
of a clinical diagnostic test and in part because ARDS remains largely undiagnosed
[3]. Overall, approximately 7% of patients admitted to the intensive care unit will
develop ALI/ARDS, and among mechanically ventilated patients with acute respi-
ratory failure the incidence varies from 11% to 23% [4]. The majority of recent
studies report mortality to be in the 35–60% range when all patients who meet the
American European Consensus Conference definitions are included [4].

Interstitial and intra-alveolar fibrosis are hallmarks of the more advanced
stages of ARDS and are characterised by the abnormal and excessive deposition of
extracellular matrix proteins, in particular collagen fibres [5]. The decrease in
pulmonary compliance and progressive hypoxia resulting from fibrosis leads to
ventilator dependence. As a result, progressive fibrosis is a direct cause of respira-
tory death [6], but it is also an indirect cause of death due to nosocomial infection
and progressive multiorgan failure [7–9].

This chapter will focus on the histopathology and mechanisms of lung paren-
chyma remodelling and repair in ARDS.

Histopathology

There is a general belief that ARDS is the extreme form of a spectrum of lung
injuries caused by a uniform inflammatory mechanism that is independent of the
precipitating disease. This assumption mainly originates from pathology studies,
which have consistently indicated that the lung response to injury is stereotyped,
with transition from acute alveolar capillary damage to a late proliferative phase,
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quite independently of the initial cause [10]. Unfortunately, most of the studies have
described late or terminal events, since the pathologic features of the early phases of
ARDS, such as interstitial oedema and alveolar collapse, are not easily recognised.

The pathologic features of the lung in ARDS are derived from severe injury to
the alveolo-capillary unit. ARDS is described typically as passing through three
phases: an inflammatory or exudative phase, a proliferative phase, and a fibrotic
phase. However, recent evidence suggests that there are three overlapping phases
of ARDS, with the underlying pathological process being termed diffuse alveolar
damage (DAD), which itself is the result of severe injury to the alveolar-capillary
unit [11, 12].

The exudative phase involves an acute inflammatory response with injury to
endothelial and epithelial cells. The histologic features of the exudative phase are
dense, eosinophilic hyaline membranes, and alveolar collapse. The endothelial cells
swell, the intercellular junctions widen, and pinocytotic vesicles increase, causing
the capillary membrane to be disrupted, resulting in capillary leak and oedema
formation. Type I pneumocytes also become swollen with cytoplasmic vacuoles,
which eventually detach from the basement membrane. At the same time, there is
elaboration of a proliferative response. During the proliferative phase, type II cells
migrate and begin to proliferate along the alveolar septa, in an attempt to cover the
denuded basement membrane and re-establish continuity with the alveolar epithe-
lium. Interstitial fibroblasts migrate into the alveolar clot, thereby initiating the
fibroproliferative phase. Interstitial fibroblasts differentiate into myofibroblasts,
which contain abundant actin and vinculin. Myofibroblasts proliferate and migrate
through breaks in the alveolar membrane into the fibrinous intra-alveolar exudate,
forming a cellular granulation tissue. Sparsely cellular, dense fibrous tissue, consis-
ting mostly of collagen is deposited. Interestingly, myofibroblasts assume and
maintain an enhanced proliferative phenotype, enabling them to proliferate with
minimal exogenous stimulation [13]. If the fibrinous exudates can be resolved,
restoration of normal lung architecture may be achieved. However, if epithelial cells
migrate over the surface of the organising granulation tissue and transform the
intra-alveolar exudate into interstitial tissue, interstitial fibrosis of the lung may
develop. Fibroproliferation is also seen in the microcirculation, which contributes
to the narrowing of the pulmonary circulatory cross-sectional area and subsequent
pulmonary hypertension. The third or fibrotic phase may not occur in all patients
with ARDS; it begins with extensive lung remodelling and develops into extensive
fibrosis. Air spaces are irregularly enlarged and there is alveolar duct fibrosis.
Initially, there is an increase in type III collagen, which is more flexible and
susceptible to breakdown. Later, however, this is remodelled to the thicker and
more resistant type I collagen, leading to a stiff lung [14].

Extracellular matrix organisation

The extracellular matrix (ECM) is not only a scaffold—with a mechanical role
in supporting and maintaining tissue structure—but it is also a complex and
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dynamic meshwork that influences many biological cell functions such as devel-
opment, migration, and proliferation.The macromolecules that constitute the ECM
are secreted locally, the composition of which depends on the cell types, their state
of differentiation, and their metabolic status. Molecules comprising ECM consist
of fibrous proteins (collagen, elastin) and structural or adhesive proteins (fibro-
nectin and laminin) embedded in a hydrated polysaccharide gel containing several
glycosaminoglycans, including hyaluronic acid. When the fibres are deformed,
they carry stress and store energy that depends on their size, quantity, and organi-
sation. In all vertebrates, collagen acts as a source of tensile strength to the tissue,
whilst elastin and proteoglycans are essential to matrix resiliency. Collagen fibres
constitute the main component of the ECM. There are several different types of
collagen in connective tissue, with types I, II, III (fibrillar) and IV, V, VI (nonfibril-
lar or amorphous) representing the most abundant constituents. The turnover of
collagen fibres is a dynamic process that is necessary to the maintenance of normal
lung architecture [15]. The amount of collagen deposition depends on the extent of
alveolar injury and on the intensity of the release of inflammatory mediators in
lung parenchyma. Some reports suggested that type III collagen fibres, which are
more flexible and susceptible to breakdown, predominate in the early proliferative
stage, whereas type I collagen (made up of thicker, more cross-linked fibrils) is
more prevalent in the fibrotic stage [14, 16]. The final amount of collagen accumu-
lation depends not only on its synthesis, but also on its degradation [17]. Conse-
quently, the ECM is a dynamic structure, and an equilibrium between the synthesis
and degradation of ECM components is required for the maintenance of its ho-
moeostasis [18]. The finding of an increased number of myofibroblasts and of cells
producing procollagen types I and III early in the course of ARDS suggests that the
proliferative phase begins much sooner than had been previously appreciated
[19–23]. In this context, Rocco et al. observed that collagen and elastic fibres were
elevated as early as 24 h after tissue damage in an animal model of ALI induced by
paraquat [12, 16, 24]. Furthermore, Menezes et al. observed an increase in collagen
fibre content in a murine model of pulmonary and extrapulmonary ARDS with
similar mechanical compromise; thus indicating that the biochemical processes
implicated in the synthesis of collagen fibres react very quickly to the injurious
stimulus [25].

Elastic fibres, which are synthesised by chondroblasts, myofibroblasts, and
smooth muscle cells, represent another component of the ECM. Due to their
mechanical properties, elastic fibres provide recoil tension to restore the parenchy-
ma to its previous configuration after the stimulus for inspiration has ceased.
Elastic fibres comprise three components, defined according to their amount of
elastin and fibril orientation: (1) oxytalan fibres, composed of bundles of micro-
fibrils; (2) elaunin fibres, made up of microfibrils and a small amount of elastin;
and (3) fully developed elastic fibres, consisting of microfibrils and abundant
elastin [26, 27]. In normal alveolar septa, a subepithelial layer of elastic fibres made
up mainly of fully mature elastic fibres, confers great elasticity to the alveolar tissue
in normal situations [28]. The occurrence of elastosis has been well-studied and
demonstrated in animal models of pulmonary fibrosis, and recent studies suggest
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that elastin gene expression is increased following injury in certain animal models
[29]. In ARDS, increased elastin destruction takes place due to the release of
powerful elastolytic proteases by inflammatory cells. Elastosis could be a result of
repair and remodelling following septal inflammation and fibre fragmentation but
resulting in derangement of the alveolar wall architecture [30]. Reactivation of
elastin synthesis is observed in response to the increased destruction, but in a
highly disordered manner with deleterious consequences for the mechanical prop-
erties of the lung [12, 16]. Thus, the elastic component of the ECM could be one of
the structures potentially involved in alveolar remodelling in patients with ARDS.

In the connective tissue, proteoglycans (PGs) form a gelatinous and hydrated
substance embedding the fibrous proteins. PGs consisting of a central protein
bound to one or more polysaccharides are referred to as glycosaminoglycans
(GAGs). Due to their hydrophilic structure, GAGs can attract water into the ECM,
thereby altering tissue turgor and the viscoelastic properties of the matrix. PGs
interact with various cytokines and growth factors and affect cell migration and
proliferation. Furthermore, PGs influence the formation of collagen fibres, and are
frequently bound to collagen and elastic fibres participating in ECM organisation.
In the fibroproliferative phase of ARDS, there is increased deposition of PGs on the
pulmonary interstitium [31].

Although many proteases can cleave ECM molecules, the family of Zn2+ matrix
metalloproteinases (MMPs) and their inhibitors are likely to be the normal, phys-
iologically relevant mediators of ECM degradation [32–34]. Several subclasses of
MMPs (23 enzymes) have been identified, including interstitial collagenases, gela-
tinases, stromelysins, and membrane-type MMPs. These can degrade many pro-
teins, such as collagens, fibronectin, laminin, proteoglycans, entactins, and elastin.
MMPs are secreted in a latent form, as inactive proenzymes, and are activated by
the loss of propeptide under physiologic conditions. The amounts of at least two
matrix metalloproteinases (MMP-2 and MMP-9) are elevated in the lungs of ARDS
patients. The proteolytic activity of MMPs is precisely controlled by endogenous
physiologic inhibitors, which include the broad-spectrum serum inhibitor alpha2-
macroglobulin and a special class of tissue inhibitors of metalloproteinases
(TIMPs). Four members of the TIMP family have been characterised, and are
designated as TIMP-1, TIMP-2, TIMP-3, and TIMP-4. The major role of MMPs is
basement membrane and ECM breakdown in tissue remodelling and angiogenesis.
TIMP-1 and TIMP-2 are capable of inhibiting the activities of all known MMPs and
as such play a key role in maintaining the balance between ECM deposition and
degradation in different physiologic processes. Loss of coordination in the expres-
sion of proteinases and inhibitors is believed to generate tissue degradation in
inflammatory diseases [35]. The restoration of functional connective tissue is a
major goal in the wound-healing process. This regenerative event requires the
deposition and accumulation of collagenous and noncollagenous ECM molecules
as well as the remodelling of ECM by MMPs.
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Mechanisms of remodelling

Remodelling is defined in the Concise Oxford Dictionary (10th edn, 1999) as: ‘model
again or differently reconstruct.’ This is a critical aspect of wound repair in all
organs, representing a dynamic process that associates matrix production and
degradation in reaction to an inflammatory insult with either a normal reconstruc-
tion process (model again) or a pathologic one (model differently). The process of
fibrosing alveolitis begins early in the course of ARDS [12, 15, 19–23, 36] and results
from complex interaction between fibroblasts, other lung parenchymal cells, and
macrophages. Fibroblasts migrate into areas of acute lung injury and are stimulated
to secrete collagen and other matrix proteins. These cells also release various
proteases that have the capacity to degrade and remodel matrix proteins. Macro-
phages are thought to be important in the progression of ALI to fibroproliferative
ARDS, as they are present in high numbers and secrete numerous proinflammatory
mediators (IL-1b, IL-4, and IL-13) and growth factors [transforming growth factor
(TGF)-b, TGF-a, transforming nuclear factor (TNF)-a] platelet-derived growth
factor (PDGF), fibroblast growth factor (FGF), and insulin-like growth factor
(IGF)-I] [37–39]. These peptide growth factors influence mesenchymal cell migra-
tion, proliferation, and ECM deposition, thus implicating them in the progression
of fibroproliferative lung disorders. The stimuli that activate fibroblasts to remodel
the lung are not well-defined but likely include components of blood (fibrin),
matrix degradation products, and mediators (TGF-b) that are released from mac-
rophages and lung parenchymal cells. Fibrin provides a provisional matrix for both
inflammatory cells and fibroblasts to migrate into the inflamed site, and by binding
mediators it acts as a reservoir of fibroproliferative growth factors. Factors and
circumstances that determine whether areas of the lung heal with minimal injury
or progress to irreversible injury need to be defined.

In contrast, other mediators have been identified as purported mitigators of the
pulmonary fibrotic process. Interferon-g (IFN-g) was shown to inhibit fibroblast
collagen synthesis in a murine model of pulmonary fibrosis [40]. Prostaglandin E2
(PGE2) inhibits the response of mesenchymal cells to profibrotic cytokines, and is
diminished in the lungs of patients with pulmonary fibrosis [41]. This has recently
been linked to E prostanoid (EP) receptor loss following fibrotic lung injury. Lack
of EP2 expression was correlated with an inability of fibroblasts from bleomycin-
treated mice to be inhibited by PGE2 [42] (Tables 1–3).

Primary vs secondary acute lung injury

In experimental models of ALI/ARDS, different responses and morphological
alterations of lung parenchyma have been reported as a consequence of direct or
indirect insult to the alveoli [25, 43]. There are many triggers of ALI, but its precise
pathophysiology needs to be clarified. An understanding of the range of pathways
that lead to pulmonary dysfunction may allow assessment of novel treatments
targeted to specific areas of the pathologic cascade in an attempt to modify lung
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injury. Although various causes of ARDS result in a uniform pathology in the late
stage, evidence indicates that the pathophysiology of early ARDS may differ accor-
ding to the type of primary insult [43].

Primary ARDS or primary pulmonary epithelial injury

After a direct insult, the primary structure injured is the pulmonary epithelium.
The normal alveolar epithelium is composed of two types of cells: flat type I cells,
and cuboidal type II cells. Type I cells make up 90% of the alveolar surface area and
are highly vulnerable to injury, whereas type II cells, which make up 10% of the
alveolar surface area, are more resistant and function as progenitor cells for
regeneration of the alveolar epithelium after injury [44]. Type II cells have many
functions: surfactant production, ion transport, and proliferation and differentia-
tion to type I cells after injury. Disruption of the alveolar epithelial integrity is a
major contributor to increased alveolar–capillary permeability. Loss of integrity of
this membrane leads to an influx of protein-rich oedema fluid, which is ultimately
responsible for inciting a breakdown in the gas exchange and epithelial barrier
functions of the lung. Associated with this process is the disruption in the function
and production of endogenous surfactant within the epithelium. Additionally,
injury to the alveolar epithelium leads to the activation of alveolar macrophages
and the inflammatory cascade, determining the onset of pulmonary inflammation.

Epithelial cells produce cytokines in response to various stimuli, such as lipo-
polysaccharide (LPS) or lung stretch [45], but the regulatory features are not
completely defined. Epithelial damage leads to: (a) alveolar flooding (the epithelial
barrier is much less permeable than the endothelial barrier) [46]; (b) a reduction
in the removal of oedema fluid from the alveolar space (loss of epithelial integrity
and injury of type II cells disrupt normal epithelial fluid transport) [47]; (c) a
decrease in the production and turnover of surfactant (lesion of type II cells) [48];
and (d) fibrosis (due to severe and disorganised injury of the alveolar epithelium)
[49]. The factors determining whether pulmonary fibrosis or restoration of the
normal pulmonary architecture will occur after ARDS remain unknown. One
important step is the rapid and efficient restoration of the denuded basement
membrane. Efficient alveolar epithelial repair may reduce the development of
fibrosis, since the presence of an intact alveolar epithelial layer suppresses fibro-
blast proliferation and matrix deposition [50]. Epithelial repair involves close
coordination of several complex molecular mechanisms, including interactions
between alveolar type II cells and the matrix, and are coordinated by a variety of
soluble mediators released into the alveolar space in ARDS [51].

Optimal repair also requires that a provisional fibrin matrix on the basement
membrane provide a platform for cell adhesion, spreading, and migration. This
provisional matrix is formed in the context of injury and emits signals to activate
an inflammatory response, provoking an expansion of connective tissue elements
that leads to persistent and sometimes permanent matrix reordering [52]. The
alveolar proteinaceous exudate acts as a substrate to thrombin activation and fibrin
formation. Concurrently, low but significant levels of plasminogen activator uro-
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kinase are continuously released along alveolar surfaces to facilitate the timely
resolution of extensive fibrin deposition on the basement membrane [53]. There-
fore, the insoluble matrix accumulated in alveolar spaces contains both haemotac-
tic compounds and growth factors to support an influx of fibroblasts and fibropro-
liferation. Epithelial growth factor (EGF), TGF-a, keratinocyte growth factor
(KGF), hepatocyte growth factor (HGF), and FGF regulate epithelial repair in vivo
and in vitro [54].

Secondary ARDS or primary pulmonary endothelial cell injury

When the insult is indirect, pulmonary lesions are caused by circulating mediators
released from extrapulmonary foci into the blood (e.g. peritonitis, pancreatitis).
The main target for damage is the pulmonary endothelial cell [55, 56]. The vascular
endothelium is a highly specialised metabolically active organ that possesses nu-
merous physiological, immunological, and synthetic functions. The endothelium
also holds numerous enzymes, receptors, and transduction molecules, which inter-
act with other vessel wall constituents and circulating blood cells [57]. Increased
pulmonary vascular permeability is a hallmark of ARDS pathogenesis. This may
occur as a consequence of biochemical injurious events, such as those promoted
by circulating cytokines, or biophysical events that act on cytoskeleton-related
mechanisms, such as thrombin or mechanical stretch [58]. The lung endothelium,
in concert with the epithelial barrier, mediates the initial change in permeability
and is also critical for the repair and remodelling of the alveolar capillary mem-
brane [57]. Each short segment of lung capillary possesses functionally distinct
endothelial cells, such that endothelial heterogeneity may also be a factor in the
lung’s response to pathological stimuli.

Effectors cells in repair and remodelling and their mediators

The activated neutrophil and its by-products

The importance of endothelial cell membrane disruption as a key event in the loss
of endothelial membrane integrity is supported by accumulating evidence. Moreo-
ver, it appears that the activated neutrophil and its by-products play a modulatory
role in this process. Evidence that supports the involvement of neutrophil elastase
in the pathophysiology of acute lung injury includes: (1) neutrophil elastase levels
are increased in both clinical and animal models of acute lung injury; (2) topical or
systemic administration of neutrophil elastase produces typical symptoms of acute
lung injury both in vitro and in vivo, and (3) inhibition of increased neutrophil
elastase activity reduces symptoms of acute lung injury in animal models [59]. In
humans, the data are more controversial. Three recent studies examined the effects
of ONO-5046 (sivelestat, a specific inhibitor of neutrophil elastase; sodium N-[2-
[4-(2,2-dimethylpropionyloxy) phenylsulfonylaminobenzoyl] amino-acetate te-
trahydrate]) on pulmonary function improvement, 28-day mortality, and ventilator-
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free days. While one trial reported a purported benefit to the clinical use of this
drug [60], the two double-blind randomised controlled trials did not report an
improvement in mortality or ventilator-free days [61, 62].

Neutrophil elastases seem to also be involved in directly destroying endothelial
cells [63]. Soluble cadherin (an endothelial junction protein) has been identified in
the serum of ARDS patients, suggesting elastase-mediated proteolysis of the endo-
thelial cell and disruption of the endothelial cell junction. This is further supported
by the presence of thrombomodulin (an endothelial-cell-surface anticoagulant
protein) in the serum of patients with ARDS, indicating proteolytic release of an
endothelial cell membrane protein [64].

IL-1b and IL-6

Although the fibroproliferative response to lung injury occurs with high frequency
in patients with clinical acute lung injury, the mechanisms that initiate this res-
ponse are largely unknown. Transient overexpression of IL-1b, as compared with
TNF-a, has a greater effect in promoting fibrosis [65, 66]. Both IL-1b and TNF-a
lead to acute/subacute and chronic inflammation that evolves into pulmonary
fibrosis [65, 66]. TGF-b is expressed in conjunction with these cytokines, and the
presence of TGF-b is associated with fibrosis. The persistent expression of TGF-b
occurs in the contextof IL-1b-induced inflammation and markedalveolar–capillary
wall and basement membrane destruction [65]. Disrupting the integrity of the
alveolar–capillary wall and basement membrane leads to: (1) failure of normal
re-epithelialisation and re-endothelialisation and (2) a loss of alveoli and fibrosis.
The concomitant and subsequent expression of TGF-b in this context results in the
fibrogenic response with failure of normal resolution [67].

To further elucidate the potential role of IL-1b in early fibroproliferative changes
in ARDS, Olman et al. examined the oedema fluid obtained from patients with early
lung injury [68]. Oedema fluid from these patients had a higher concentration of
IL-1b and an increased IL-1b-dependent mitogenic effect on cultured fibroblasts
than fluid obtained from control patients with hydrostatic pulmonary oedema.
Furthermore, fibroblasts incubated with oedema fluid derived from patients with
ALI produced soluble mediators that possess an autocrine mitogenic effect. Gene
array analysis demonstrated that ALI oedema fluid induces several inflammation-
modulating and proliferation-related genes in fibroblasts, whose inductions are
similarly dependent on bioactive IL-1b, as demonstrated by blocking IL-1b studies.
This induction appears to occur through an IL-1b-dependent up-regulation of IL-6
[68]. Although these data confirm that IL-6 plays an important role in tissue injury
and repair, the net action of IL-6 cannot be easily inferred. Direct in vivo studies
have shown that IL-6-deficient mice exhibit enhanced neutrophil recruitment and
enhanced induction of pro-inflammatory cytokines (i.e. TNF-a, MIP-2, and GM-
CSF) in response to exogenous LPS, suggesting that IL-6 acts to limit acute pulmo-
nary inflammation [69]. However, overexpression of IL-6 along with IL-6 receptor
in rat lungs or in transgenic mice induces an interstitial lymphocytic alveolitis, in
keeping with its known stimulatory effects on lymphocytes [70]. Further studies
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are clearly needed to elucidate the role of IL-6 as a mediator of pro-fibrotic changes
in early fibroproliferative ARDS.

The coagulation cascade and lung remodelling

Decreased circulating protein C and increased circulating thrombomodulin are
markers of the prothrombotic, antifibrinolytic state associated with poor outcomes
in patients with ARDS [71]. Activated protein C (APC), a natural anticoagulant, is
formed from protein C by the action of thrombin bound to thrombomodulin on
the endothelial cell surface. APC regulates the coagulation system by inactivating
the activated form of factors V and VIII in the presence of protein S. Recent
evidence has implicated APC, and consequently thrombomodulin, in the regula-
tion of innate immune responses by virtue of this molecule’s ability to inhibit
endotoxin-induced TNF-a production in human monocytes [72]. It has also recen-
tly been shown that the protein C pathway may be involved in the mechanism of
lung and airway remodelling. Decreases in APC levels are associated with increased
collagen deposition in the lung [73, 74]. Moreover, in vitro APC can prevent
increased endothelial cell permeability and restore vascular integrity after adminis-
tration of oedema-producing chemical agonists. This appears to occur through
ligation of a novel endothelial cell receptor and transactivation of sphingosine-1-
phosphate receptor and cytoskeletal rearrangement [75]. Moreover, thrombin and
factor Xa exert potent pro-fibrotic effects via proteolytic activation of protease-
activated receptor 1 (PAR-1) and the production of potent pro-fibrotic mediators
[76, 77]. Another report has indicated that PAR-1 expression is increased in response
to lung injury and that direct thrombin inhibition attenuates the fibrotic response
to bleomycin in vivo [78]. This is in keeping with novel evidence suggesting a
fundamental role of the coagulation pathway in determining the repair and remod-
elling of lung tissue.

The pulmonary endothelium is also actively involved in the fibrinolytic process,
expressing plasminogen activators as well as their inhibitors. Endothelial cell
fibrinolytic activity appears to be affected by several ARDS-related mediators,
including endotoxin, IL-1b, TNF-a, and thrombin [79]. Depression of fibrinolytic
activity occurs as a result of inhibition of urokinase plasminogen activator (uPA)
by plasminogen activators, or series inhibition of plasmin by antiplasmins. Locally
increased amplification of plasminogen activator inhibitor-1 (PAI-1) is largely
responsible for this fibrinolytic defect [80–82]. Newly described pathways by which
lung epithelial cells regulate expression of uPA, its receptor uPAR, and PAI-1 at the
posttranscriptional level have been identified. These pathways operate by cis–trans
interactions between mRNA binding proteins, and regulatory sequences within
these mRNAs control their stability [83–87]. For the purpose of this review, our
primary interest is in the role of the uPAR/PAI1 system in the regulation of cell–cell
matrix interactions. Adhesion receptors and proteolytic enzymes are absolutely
required to regulate a cell’s interaction with and response to ECMs. Cooperation
between integrins and proteases operates at several levels: integrin signalling
induces proteases, proteases co-localise with integrins, and proteases regulate the
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interface between integrins and the intracellular cytoskeleton. Recent studies indi-
cate urokinase promotes the ligand-like binding of its receptor to a set of b1 and b2
integrins, this binding in turn affects integrin signalling and cell migration [88, 89].
The glycolipid anchor of uPAR associates with cholesterol-rich membrane rafts
[90]. Binding of uPAR to integrins may enrich integrin clusters with signalling
molecules, such as src-family kinases that localise to rafts and are important to
integrin function. Signals derived from integrin/uPAR complexes promote the
function of other integrins [91]. Thus, the urokinase/plasmin system coordinates
with integrins to regulate cell–cell matrix interactions.

Growth factors

Vascular endothelial growth factor

Another clinically relevant molecule involved in pulmonary repair and remodel-
ling is vascular endothelial growth factor (VEGF). VEGF plays an important role
by directly regulating vascular permeability to water and proteins. Systemic expres-
sion of VEGF causes widespread multiorgan capillary leakage, suggesting that the
overexpression of VEGF plays a pivotal role in the development of pulmonary
oedema [92]. Furthermore, VEGF and related molecules determine profound
effects on endothelial cell biologyby regulating cell proliferation, angiogenesis, and
monocyte recruitment.

Although endothelial cells stand out as primary targets of VEGF, the growth
factor can also stimulate the production of surfactant by alveolar type II cells [93]
and the growth of lung airway epithelial cells in vitro [94]. Hence, VEGF has been
also characterised as an endothelial survival factor, since it prevents microvascular
apoptotic cell loss. The expression and function of VEGF in ARDS vary, depending
on the pathophysiological conditions, timing, and degree of epithelial and endo-
thelial damage. The theory is that, in the early phase of lung injury, VEGF released
by alveolar epithelial cells and leukocytes as part of the acute inflammatory resp-
onse causes an increase in the permeability of the endothelial layer, thus contribu-
ting to the formation of interstitial oedema. Ensuing fluid exudation may extend
the damage to the alveolar epithelial layer leading to a reduction in the production
of VEGF. During the recovery period, VEGF may participate in the angiogenesis
process, which is an important component of lung repair [92].

Transforming growth factor b

TGF-b consists of a family of several peptide members secreted in a latent form that
must be activated by cleavage for function. Animal studies have shown that expres-
sion of several TGF-b-inducible genes is dramatically increased as early as 2 days
after the induction of injury. The integrin a(v)b(6) activates latent TGF-b in the
lungs, where it plays a critical role in fibroproliferative responses (recently re-
viewed in [95, 96]). Mice lacking this integrin are completely protected from
pulmonary oedema in a model of bleomycin-induced ALI [97]. Once TGF-b binds
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to its receptor, it stimulates signal transduction cascades, including the SMAD and
mitogen-activated protein kinase pathways [98]. The processes stimulated by
TGF-b include a reduction in cytokine production, fibroblast recruitment, diffe-
rentiation of myofibroblasts, and stimulation of ECM proteins [99, 100], all of
which are critical to wound repair. In ARDS, TGF-b can: (a) directly affect the
expression of genes encoding ECM molecules in stroma cells to induce collagen
synthesis and inhibit collagenase production; (b) induce fibroproliferation of
fibroblasts, most probably indirectly through the induction of other growth factors,
such as PDGF; (c) establish an apparent state of autocrine stimulation in structural
cells, including fibroblasts, resulting in activation and possible differentiation to a
more aggressive phenotype, consistent with the expression of disease [95, 101].
Whereas TGF-b has an essential role in the genesis of inflammation and fibropro-
liferation after ALI, the importance of this cytokine in the maintenance of fibro-
proliferation is uncertain. Recent studies report that fibroblasts from fibroprolife-
rative lesions can display an enhanced proliferative or synthetic phenotype inde-
pendent of continuous exogenous stimulation [102].

The significance of TGF-b in the regulation of the fibroproliferative phase of
ARDS can be further inferred from experimental data demonstrating that pharma-
cologic inhibition of TGF-b protected wild-type mice from pulmonary oedema
induced by bleomycin or Escherichia coli endotoxin [103]. In animal models,
adenoviral-mediated transfer of soluble TGF-b type II receptor ameliorated fibro-
proliferative change in irradiated rat lungs [104].

The renin–angiotensin system in lung remodelling

Angiotensin II (ANG II), generated by activation of local renin–angiotensin sys
tems (RASs), has recently gained much attention as an important mediator in tissue
repair and remodelling, in part via a TGF-b-mediated mechanism. Angiotensin
converting enzyme (ACE) levels have been shown to be elevated in the bronchoal-
veolar lavage fluid (BALF) and/or serum in patients with many potentially fibrotic
lung diseases, including ARDS [105, 106]. In addition, mutations in this gene are
associated with the development of, and outcome from ARDS, suggesting a patho-
genic role for RAS in ALI [107]. ACE inhibitors attenuate endothelial activation
[108], TNF activation[109], and collagen deposition [110] during experimental lung
injury, possibly via a reduction in epithelial cell apoptosis [111, 112]. Moreover, ANG
II could influence the progression of lung injury via a number of mechanisms;
evidence suggests that the protein acts as a pro-apoptotic factor for alveolar
epithelial cells in vitro [113] via the AT1 receptor [114]. ANG II is also mitogenic for
human lung fibroblasts via activation of the same receptor [115], implicating ANG
II in the fibroproliferative response to lung injury. In vascular smooth muscle cells,
the cellular actions of ANG II have been linked to the autocrine release of growth
factors, such as PDGF, FGF, and TGF-b [116].

More recently, Marshall et al. have unambiguously implicated ANG II in the
fibroproliferative response to lung injury [117]. In vitro, ANG II is a potent stimu-
lator of lung fibroblast collagen production via the AT1 receptor and this appears
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to be, in part, mediated by TGF-b [117]. After bleomycin-induced lung injury,
increased ANG II concentrations preceded a doubling of the amount of lung
collagen. While lung ACE activity remained unchanged, administration of an ACE
inhibitor attenuated lung ACE activity, increases in ANG II concentrations, and
increased collagen deposition. Treatment with an AT1 receptor antagonist also
reduced lung collagen deposition and increased ANG II levels. Together, these data
support the hypothesis that ANG II, possibly generatedwithin the lung during acute
injury, contributes directly to lung collagen deposition via fibroblast activation.
However, the efficacy of ACE inhibition in this model may also involve actions
unrelated to ANG II generation [117].

Nitric oxide, NO donors, and reactive nitrogen species

Nitric oxide (NO), NO donors, and reactive nitrogen species (RNS) have also been
implicated in the process of lung remodelling. The pulmonary endothelium re-
leases NO, a free radical with a very short half-life. NO can exert either pro- or
anti-oxidative effects, depending on the type and the quantity of oxygen radicals
present. In addition to vascular smooth muscle cell relaxation, NO inhibits platelet
aggregation, and leukocyte adhesion, and promotes cellular proliferation. Further-
more, NO may modulate hypoxic pulmonary vasoconstriction (HPV), a protective
feature of lungs to hypoxia. Since hypoxia reduces NO synthesis [118], HPV is lost
in ARDS. An in vitro model of matrix contraction using three-dimensional collagen
gels was used to explore the effects of different mediators on normal healing and
remodelling after tissue injury. Based on this model, Zhu et al. were able to show
that prostaglandin (PGE2) and NO appear to function in parallel as autocrine/
paracrine mediators of cytokine-driven fibroblast inhibition of the contraction of
collagen gels, and that both agents may contribute to remodelling during repair
and inflammation in lung disorders [119]. Moreover, S-nitrosothiols (RSNOs) are
thought to represent a circulating endogenous reservoir of NO and may have
potential as donors of NO that can dramatically inhibit cytokine induced up-
regulation of MMP-9 via an NF-kB-related pathway [120]. Moreover, the lung can
be exposed to nitrogen dioxide (NO2), a reactive nitrogen intermediate produced
during inflammation by the decomposition of peroxynitrite (ONOO-) or through
peroxidase-catalysed reactions. Injury to the lung epithelial cells following expo-
sure to NO2 is characterised by airway denudation followed by compensatory
proliferation. In wound healing experiments, NO2-induced cell death occurred
primarily in cells localised in the leading edge of the wound [121], and in a Fas- and
c-Jun N-terminal kinase (JNK)-dependent manner. RNS are characteristic of chronic
inflammatory diseases; consequently, treatment strategies aimed at preventing the
interaction of RNS with Fas may attenuate the tissue damage characteristic of
chronic inflammatory diseases that are accompanied by high levels of RNS [122].
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The role of apoptosis in repair and remodelling

Recent studies state that apoptosis contributes to the pathogenesis of lung fibrosis
as well as to its resolution [123, 124]. Apoptosis can be detrimental or beneficial,
depending on the cell type, the circumstances, and the timing. Stimulation of
apoptosis in myofibroblasts and fibroblasts in the fibrotic lung, for example, could
be beneficial because these cells are the major source of excess ECM. Apoptosis of
inflammatory cells might also be beneficial [125], but excessive epithelial cell apo-
ptosis could lead to the destruction of alveolar septa and a fibrotic response [126].

Apoptotic epithelial cells have been found in the damaged alveolar epithelium
of patients with ARDS. In the resolution phase, apoptosis of type II pneumocytes
largely accounts for the disappearance of excess epithelial cells [127]. BALF from
patients with ARDS contains elevated concentrations of soluble Fas and Fas ligand
[128], suggesting that the Fas system plays a role in apoptosis.

Apoptosis of neutrophils probably plays an important role in attenuating lung
injury and may ultimately benefit the outcome of patients with ARDS [129]. Furt-
hermore, apoptosis of epithelial cells and neutrophils are interrelated events. In
response to Fas ligand or TNF-a, bronchiolarepithelial cells undergo apoptosis and
secrete IL-8and NF-kB [130], which in turn suppresses the apoptosis of neutrophils,
increasing lung injury.

A comprehensive understanding of the mechanisms of apoptosis and necrosis
in the initial injury and repair of lung epithelial and endothelial cells and other key
cells involved in ALI/ARDS is crucial. These cellular processes are likely to be
central to imbalances between resolution and repair vs persistence and progres-
sion, and can be influenced by biomechanical, inflammatory, and thrombotic
stimuli [131, 132].

It is not known how lung endothelial and epithelial injury modifies the fibro-
genic response in ALI/ARDS or if apoptosis and necrosis affect the fibrotic process
differently. In this context, Menezes et al. developed a murine model of pulmonary
and extrapulmonary ALI with similar mechanical compromise early in the course
of the lung injury. They observed that, given the same pulmonary mechanical
dysfunction, insult to the pulmonary epithelium yielded more pronounced inflam-
matory responses with a greater degree of neutrophilic apoptosis. Although an
exaggerated inflammatory response underlies the pathogenesis of pulmonary ALI
at the early phase, the amount of collagen fibre was similar in pulmonary and
extrapulmonary ALI [25]. These experimental models will enable us to test novel
treatment modalities inhibiting the fibroproliferative process.

Conclusions

Acute respiratory distress syndrome is a devastating condition characterised by
exudation, inflammation, and often fibrosis throughout the lung. The remarkable
fact is that, despite this extensive damage, ARDS can fully resolve by a process that
requires the clearance of inflammatory cells and mediators together with a reversal
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of pulmonary fibrosis. Regulation of the remodelling of ECM results in a complex
integrative mechanism comprising elements that degrade matrix proteins and
which produces activation/inhibition of several lung-tissue cell types. Identifica-
tion of the mechanisms regulating repair and remodelling may allow development
of therapeutic targets for patients with fibrosis as a result of ALI/ARDS.
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Corticosteroids in ARDS: back to the future

A.B. SOUZA-FERNANDES, W.A. ZIN, P.R.M. ROCCO

The first descriptions of acute respiratory distress syndrome (ARDS) were published
in 1967, when Ashbaugh et al. [1] described 12 patients with acute respiratory
distress, cyanosis refractory to oxygen therapy, decreased lung compliance, and
diffuse infiltrates evident on chest radiograph. ARDS is thought to be a uniform
expression of a diffuse and overwhelming inflammatory reaction of the pulmonary
parenchyma to a variety of serious underlying diseases. In 1994, the American-
European Consensus Conference [2] defined two pathogenetic pathways leading to
ARDS: a direct (‘primary’ or ‘pulmonary’) insult that directly affects lung paren-
chyma, and an indirect (‘secondary‘ or ‘extrapulmonary’) insult that results from an
acute systemic inflammatory response (Table 1).

Table 1. Recommended criteria for acute lung injury (ALI) and acute respiratory distress
syndrome (ARDS) [2]

Timing Oxygenation Chest radiograph Pulmonary artery

wedge pressure

ALI criteria Acute onset PaO2/FiO2 � 300 Bilateral infiltrates � 18 mmHg when
(regardless of PEEP seen on frontal chest measured or no
level) radiograph clinical evidence of

left atrial
hypertension

ARDS criteria Acute onset PaO2/FiO2 � 200 Bilateral infiltrates seen � 18 mmHg when
(regardless of PEEP on frontal chest measured or no
level) radiograph clinical evidence

of left atrial
hypertension

The pathologic features of the lung in ARDS derive from severe injury to the
alveolocapillary unit. The morphologic picture of the lung in ARDS has been
labelled diffuse alveolar damage, and seepage of intravascular fluid dominates the
onset of the disease [3]. Microscopic findings are dependent on the stage of the
illness. Traditionally, ARDS has been divided into three stages in which an initial
inflammatory phase (exudative) is followed by fibroproliferation, which can lead
to established interstitial and intraalveolar fibrosis, the final phase. The histologic
features of exudative phase are: (a) hyaline membranes, (b) alveolar collapse, and
(c) swollen type I pneumocytes with cytoplasmic vacuoles. The endothelial cells
swell, the intercellular junctions widen, and pinocytic vesicles increase, causing
disruption of the capillary membrane and resulting in a capillary leak and oedema
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formation. The proliferative phase was described as beginning as early as the third
day and reaching a peak in the second and third weeks after the onset of symptoms.
However, recently, some authors have reported that fibroproliferation is an early
response to lung injury [4–9]. Thus, inflammatory and repair mechanisms occur
in parallel rather than in series. Despite recent advances in our understanding of
the pathophysiology of ARDS, improvements in supportive care, and multiple
therapeutic efforts directed at modifying the course of the condition, the mortality
rates of 30–60% persist [10, 11].

The recognition that neutrophils, macrophages, and other components of the
inflammatory cascade participate in the progression of ARDS has resulted in the
use of anti-inflammatory agents, particularly corticosteroids [12–16]. Cortico-
steroids, by virtue of their ability to attenuate cell-mediated immunity and decrease
cytokine release and activation, seem to be ideal agents to interrupt the detrimental
cascade of immunologic events that accompany ARDS. Corticosteroids inhibit
NF-kB (the central transcription factor that drives the inflammatory response to
insults) and consequently the expression of NF-kB-dependent pro-inflammatory
genes [17]. Thus, they inhibit the transcription of several cytokines that are relevant
to ARDS, including interleukin (IL)-1, IL-3, IL-4, IL-5, IL-6, IL-8, tumour necrosis
factor (TNF)-a, and granulocyte-macrophage colony stimulating factor (GM-CSF).
Corticosteroids also have an inhibitory effect on fibrogenesis [18, 19], and act on
the antagonist of IL-1 receptor and on the anti-inflammatory cytokines IL-4, IL-10,
and IL-13 [20] to synergistically control the host defence response (HDR). Cortico-
steroids stimulate apoptosis of T-cells, eosinophils, and monocytes, and inhibit
neutrophil activation. In addition, they are important in maintaining endothelial
integrity and vascular permeability [21, 22].

Corticosteroids are mainly transported in the blood complexed to transcortin
(corticosteroid-binding globulin) and albumin, although a small portion is in a
free, metabolically active state. The free corticosteroid molecules cross the plasma
membrane into the cytoplasm, where they bind to a specific receptor, the gluco-
corticoid receptor (GR) [23]. When not bound to its ligand, GR is sequestered in
the cytoplasm as an inactive complex with two molecules of heat-shock protein
(HSP-90) and other cytosolic proteins. Upon binding glucocorticoids, the GR
undergoes a conformational change, which allows it to dissociate from HSP-90.
The hormone-bound GR translocates to the nucleus, where it transiently associates
with another heat-shock protein, HSP-56, and later dissociates from it and binds
as a dimer to a conserved palindromic DNA sequence, the glucocorticoid response
element (GRE) [23, 24].

Activated GR mediates transcriptional interference via the following mecha-
nisms: (a) by physically interacting with NF-kB and forming an inactive GRa–NF-
kB complex, (b) by inducing transcription of the gene encoding inhibitory protein
IkBa, which traps NF-kB in inactive cytoplasmic complexes in a process cataboli-
sed by the ubiquitin–proteasome pathway, (c) by blocking degradation of IkBa,
via enhanced synthesis of IL-10, (d) by impairing TNF-a-induced degradation of
IkBa, and (e) by competing for limited amounts of GR co-activators [17, 24]. GR
may also interact directly with protein transcription factors in the cytoplasm and
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nucleus, and thereby influence the synthesis of certain proteins independently of
an interaction with DNA in the cell nucleus.

Corticosteroid therapy in ARDS has been studied in three different situations:
(1) prevention in high-risk patients; (2) early treatment with high-dose, short-
course therapy; and (3) prolonged therapy in unresolving cases.

Prevention in high-risk patients

Based on results of animal research, methylprednisolone (MP) was subjected to
clinical trials as adjunctive therapy for patients with ARDS. Sibbald et al. used the
clearance of iodinated human serum albumin (I-HSA) to demonstrate increased
pulmonary capillary permeability in 19 patients with ARDS [25]. Their study
reported that treatment with MP at 30 mg/kg was associated with a 50% reduction
in I-HSA clearance in 14 out of 19 patients, whereas the other five patients showed
no change. Responders and nonresponders to MP were identified on the basis of
the mean pulmonary artery pressure and intrapulmonary shunt fraction at admis-
sion to the study, with a lower mean pulmonary artery pressure and intrapulmo-
nary shunt fraction characterising the steroid responders. The mortality rate was
21% in the responders vs 100% in nonresponders (Table 2).

Table 2. Clinical trials of corticosteroid for ARDS prevention or at the early phase of ARDS

Author (year) Population Dose Results

Sprung et al. (1984) Septic shock MP 30 mg/kg or No survival benefit from
dexamethasone 6 mg/kg steroid
or placebo

Bone et al. (1987) Septic shock MP 30 mg/kg MP failed to reverse ARDS and
every 6 h for 4 days increased the mortality rate

VA (1987) Septic shock MP 30 mg/kg bolus, No survival benefit
5mg/kg/h during 9 h

Luce et al. (1988) Septic shock MP 30 mg/kg every 6 h Similar progression to
for 4 days ARDS and overall

mortality rate for MP
and placebo groups

Weigelt et al. (1985) Risk for ARDS, MP 30 mg/kg every Greater progression to
not necessarily 6 h for 2 days ARDS with no change
septic shock in mortality

Schonfeld et al. (1983) Fat embolism MP 7.5 mg/kg Reduced the risk of
syndrome every 6 h for 12 doses respiratory failure

Gagnon et al. (1990) Pneumocystis MP 40 mg every Reduced mortality
carinii 6 h for 7 days and the risk of respiratory
pneumonia failure

Bozzette et al. (1990) Pneumocystis Prednisone 40 mg Reduced mortality and the
carinii twice daily for 5 days, risk of respiratory failure
pneumonia 40 mg daily for 5 days,

20 mg daily for 10 days
Montaner et al. (1990) Pneumocystis Prednisone 60 mg/day Reduced deterioration

carinii for 7 days, taper in oxygenation
pneumonia over 14 days

Bernard et al. (1987) Early ARDS MP 30 mg/kg every 6 h Similar mortality rate for
for 1 day MP and placebo groups

ARDS, Acute respiratory distress syndrome; MP, methylprednisolone
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Two prospective clinical trials subsequently evaluated MP as prophylaxis against
ARDS in high-risk trauma patients. In an open study of 92 trauma patients, Van der
Merwe et al. reported fewer cases of ARDS in corticosteroid-treated patients, but this
study had no placebo control and did not provide mortality data. They suggested
that MP-treated patients with injury scores less than 50 developed ARDS at a
significantly lower rate than control patients with similar scores [26]. In another
study, Weigelt et al. carried out a prospective, double-blind, randomised study of
early corticosteroid therapy in acutely ill, mechanically ventilated patients felt to be
at high risk for ARDS [27]. Patients received intravenous MP (30 mg/kg every 6 h
for 48 h) or placebo. The results showed that ARDS developed more frequently in
MP-treated patients (51%) than in those receiving placebo (33%), and no significant
differences in mortality were observed between these two groups [27].

At least four subsequent randomised controlled trials (RCTs) have failed to
show any protective effects of high-dose corticosteroids in patients with sepsis or
septic shock at risk for ARDS [28–31]. Bone et al. did a multicentre, double-blind,
RCT to determine whether corticosteroid therapy could prevent the development
of ARDS in high-risk patients [30]. They randomised 382 patients with sepsis to
either MP (30 mg/kg) or placebo infusions every 6 h for a total of four doses.
Treatment was initiated within 2 h of the onset of sepsis. There was a trend toward
an increased incidence of ARDS in the MP group (32% vs 25%, P = 0.10). Overall
mortality was not reported; however, in those patients developing ARDS, 14-day
mortality was significantly higher in the MP group (52%) than in the placebo group
(22%). A study from the members of the Veterans Administration Systemic Sepsis
Cooperative Study Group comprised 223 patients treated with antibiotics and MP
(30 mg/kg bolus, then 5 mg/kg/h for 9 h) or placebo [29]. Mortality at 14 days was
similar in both groups and there was no evidence that corticosteroids were harmful
to septic patients. Similar to the studies of Bone et al., the results of a clinical trial
carried on by Luce et al. failed to demonstrate any benefit of MP on ARDS
development or subsequent death [31]. They conducted a prospective, double-
blind, randomised trial evaluating the efficacy of MP to prevent ARDS in patients
with septic shock. Patients received four doses of methylprednisolone (30 mg/kg
every 6 h) or placebo. Steroid therapy did not decrease the incidence or the
mortality rate. Thus, it is clear that there is no evidence to support the use of
corticosteroids for the prevention of ARDS in all patients at high risk.

Early treatment with high-dose, short-course therapy

In 1987, Bernard et al. carried out a double-blind, RCT to determine the effect of
high-dose, short-course corticosteroid on mortality and several physiologic vari-
ables in early ARDS [32]. The study population comprised adult patients who met
ARDS criteria [2] while those with recent corticosteroid use, evidence of active
infection, other indications for corticosteroid therapy, extensive burns, or preg-
nancy were excluded. Ninety-nine patients were randomised, within 30 h of the
onset of ARDS, to receive high-dose MP (30 mg/kg every 6 h for 24 h) or placebo.
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The results of the trial showed no differences between the placebo and cortico-
steroids groups with respect to mortality or reversal of ARDS. In addition, there
was a trend toward increased prevalence of infections in the corticosteroid group,
as well as significantly more frequent treatment-related hyperglycaemia. A recent
meta-analysis pooled the patients from the study of Weigelt et al. [27] and Bernard
et al. [32] (180 patients), and confirmed no survival benefit with early corticoste-
roids [33].

However, corticosteroids have been shown to reduce mortality in two groups
of patients with ARDS or at risk for developing the syndrome. The first comprised
patients at risk for fat embolism syndrome (e.g. long-bone fractures) in whom
corticosteroids given prophylactically decreased the risk of respiratory failure [34].
Schonfeld et al. randomly assigned 64 consecutive patients who had one or more
lower-extremity long-bone fractures to receive intravenous placebo or MP (7.5
mg/kg every 6 h for 12 doses, total dose of 90 mg/kg) [34]. None of the patients who
received MP died. The second group enrolled patients with AIDS and Pneumocystis
carinii pneumonia (PCP). Three randomised trials assessed the efficacy of ad-
junctive therapy with corticosteroids in patients with AIDS and PCP [35–37].
Patients in these studies received placebo or a combination of intravenous and oral
corticosteroids when PCP initially was treated with antibiotics. The active drugs
were associated with a lower risk of respiratory failure, improved survival, or both,
in all three studies. An acute lung lesion that fulfils the diagnostic criteria for ARDS
and does benefit from steroid therapy is acute eosinophilic pneumonia, which most
likely denotes a manifestation of acute eosinophilic alveolitis [38]. Hence, patients
that present large numbers of eosinophils in the bronchoalveolar lavage (BAL) fluid
should be treated with high doses of steroids.

The absence of beneficial effects of corticosteroid at the early phase of acute
lung injury (ALI) could be due to the population studied, in particular to the fact
that those studies were multicentric ones, i.e. very heterogeneous in terms of the
case mix and management of the patients. In addition, negative effects owing to
the profound immunodepression or other side effects induced by high doses of
steroids could counterbalance positive outcomes, so that the overall result appears
to show a neutral or even deleterious effect of corticosteroids. Furthermore, corti-
costeroid therapy would seem to be ineffective if many of the patients considered
to have ARDS based on clinical definitions did not have activation of inflammatory
cascades in their lungs. The failure of the beneficial effect of steroid in ALI could
also be related to the activation of macrophage inhibitor factor (MIF) early in the
course of lung injury. MIF has been shown to override corticosteroid-mediated
inhibition of cytokine secretion, whereas it enhances both TNF-a and IL-8 secretion
from alveolar macrophages, thus maintaining the inflammatory process [39].

Steroids in the late phase of ARDS

In contrast to early ARDS, there is evidence that corticosteroids may be beneficial
in the late phase of the disease (Table 3). Ashbaugh and Maier described ten patients
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with ARDS that did not respond to conventional therapy [40]. These patients
underwent open-lung biopsies, and at the histological examination all of them had
cellular proliferation, obliteration of alveoli, and fibrosis without infection. Intra-
venous MP (125 mg every 6 h) was administered to these patients 6–22 days after
onset of ARDS, followed by oral prednisolone tapered over 3–6 weeks. Eight pa-
tients recovered and two died of sepsis. Hooper and Kearl treated another ten
patients with severe ARDS treated with long-term adrenocortical steroids ( 21 days)
[41]. The initial dose of MP (12–250 mg every 6 h) was based on the severity of the
respiratory damage, and was maintained for 72–96 h. All patients showed impro-
vement in ventilatory requirements, oxygenation, and chest radiographs, and the
survival rate was 81%. In this context, six patients with refractory late ARDS were
treated with MP (1–2 mg/kg every 6 h) in a study by Biffl et al. [42]. Steroids were
instituted after 16 days of mechanical ventilatory support. By day 7 of steroid
therapy, there was clinically significant improvement in the PaO2/FiO2 ratio and a
lower lung injury score (LIS). Overall survival corresponded to 83% and the mean
duration of corticosteroid therapy was 21.3 days (Table 3).

Table 3. Clinical trials of corticosteroids at the late phase of ARDS

Author (year) Population Dose Results

Ashbaugh and Maier Pulmonary MP 125 mg every MP increased the
(1985) fibrosis 6 h followed by oral survival

prednisone for 3–6
weeks beginning
6–22 days

Hooper et al. (1990) Established ARDS MP 125–250 mg every MP improved the
> 3 days with cause 6 h for 3–4 days reducing respiratory
resolved by 50% every 2–3 days parameters, 81%

survival
Biffl et al. (1995) Prolonged ARDS MP 1–2 mg/kg every 6 h MP improved

not responding for 16 days PaO2/FiO2

to conventional ratio and decreased
therapy LIS, 83% survival

Meduri et al. (1994) Late ARDS MP 200 mg followed MP increased
by 2–3 mg/kg/day every 6 h PaO2/FiO2

until extubation ratio and decreased
LIS

Meduri et al. (1995) Late ARDS MP 200 mg bolus, MP reduced plasma
2–3 mg/kg/day until and BALF
extubation inflammatory
(mean: 6 weeks) cytokines

Meduri et al.(1998) Late ARDS MP 2 mg/kg followed MP improved
by 2 mg/kg/day every PaO2/FiO2

6 h for 14 days followed ratio, decreased
by progressively lower LIS and MODS,
doses until day 32 reduced mortality

ARDS network (2005) Late ARDS MP 2 mg/kg/day every MP did not improve
6 h for 14 days survival rate, muscle

weakness and
neuropathy.

ARDS, Acute respiratory distress syndrome; MP, methylprednisolone; LIS, lung injury score; MODS,
multiple organ dysfunction syndrome
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A large uncontrolled series of patients with late ARDS was treated with cortico-
steroids as part of a study reported by Meduri et al. [43]. All patients had progres-
sively worsening respiratory failure 7 days or more after the onset of ARDS. Patients
were treated with MP (200 mg in bolus followed by 2–3 mg/kg/day in divided doses
every 6 h until extubation, after which the steroid was tapered slowly). By day 7 of
treatment, the PaO2/FiO2 ratio had increased and the LIS had decreased [43]. Three
patterns of response were noted: (1) rapid responders showed improvement by day
7, (2) delayed responders showed improvement by day 14, and (3) nonresponders
exhibited no improvement by day 14. Intensive care unit (ICU) survival was 87%
in rapid responders, 83% in delayed responders, and 25% in nonresponders. The
average duration of corticosteroid treatment was 36 days. Pneumonia developed
in 38% of responders and 75% of nonresponders.

In 1998, Meduri et al. speculated that the early removal of high-dose cortico-
steroid treatment in the previous randomised trials, which used short-term cortico-
steroid treatment, may have reversed any early beneficial effect of treatment or
overturned the ability to detect a beneficial effect. In order to determine the effects
of prolonged steroid therapy on lung function and mortality in nonresolving ARDS,
the group conducted a randomised, double-blind, placebo-controlled trial in four
medical ICU’s [44]. In 24 patients with unresolving ARDS, randomised on day 7 of
mechanical ventilation, treatment with a lower dose of MP for a longer treatment
course (0.5 mg/kg every 6 h for 14 days, then tapering doses to day 32) reduced
hospital mortality from 62% in the placebo group to 12% in the steroid group.
However, the major criticism of this study has rested on its early termination [45,
46]. It was originally calculated that the study needed 99 patients to show an
absolute survival benefit of 30% with a power of 0.95, but the study was stopped
early, with just 24 patients. Therefore, the results must be interpreted carefully.
Furthermore, the study design required a crossover of those patients that did not
respond to the initially prescribed treatment. This reflects the researchers’ con-
viction that every patient should be given corticosteroids, which further confounds
interpretation of the results [47].

In another study, Meduri et al. analysed the effects of corticosteroid (initial
bolus of 200 mg MP i.v. every 6 h at a dosage of 2–3 mg/kg/day until extubation)
on plasma and BALF cytokine levels in patients with late ARDS [48]. Baseline
plasma and BALF cytokine levels were similar in both groups. The surviving
patients treated with corticosteroids were found to have a significant reduction in
plasma and BALF TNF-a, IL-1b, IL-6, and IL-8 concentrations. The decrease in
various cytokine levels was seen only after 5–14 days of steroid administration.ARDS
nonsurvivors have been reported to have higher initial and persistent elevation of
plasma and BALF cytokines than measured in survivors. These findings mandate a
reappraisal of the role of anti-inflammatory treatment of ARDS [48].

Steroids also prevent excessive collagen deposition and increase collagen break-
down [18, 19]. In this context, Meduri et al. also examined the effects of corticoste-
roids on plasma and BALF levels of procollagen amino-terminal propeptide type I
(PINP) and type III (PIIINP) in patients with nonresolving ARDS [49]. PINP and
PIIINP are secreted by fibroblasts and reflect collagen synthesis at the site of the
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disease. Previous studies reported that nonsurvivors of ARDS had persistent ele-
vations of plasma and BALF PIIINP levels [7, 50]. Meduri et al. found augmented
plasma levels of PINP and PIIINP in their patients and observed that the concen-
trations of PINP and PIIINP increased over time in nonsurvivors, as opposed to
survivors in whom the levels did not change significantly. BALF concentrations of
PINP and PIIINP were also noted to be higher in nonsurvivors than in survivors,
although the differences were not statistically significant [49]. In that study, pa-
tients who had not shown an improvement in LIS greater than 1 point were
randomised to receive MP using the same protocol as in the previous randomised
trial of this group [44], or placebo. Patients treated with MP had significant
decreases in plasma and BALF PINP and PIIINP levels, whereas there were no
changes in patients receiving placebo. Decreases in plasma and BALF PINP and
PIIINP levels correlated with improvements in LIS and PaO2/FiO2 ratio [49].

Meduri et al. investigated whether unresolving ARDS is associated with syste-
mic inflammation-induced corticosteroid resistance and whether prolonged MP
administration accelerates the suppression of systemic inflammatory indices and
normalises the sensitivity of the immune system to steroids [51]. Patients with
unresolving ARDS were treated with MP (2 mg/kg/day from day 1 to day 14,
followed by progressively lower doses until day 32). Patients treated with cortico-
steroid had progressive and sustained reductions of TNF-a IL-1b, IL-6, and endo-
genous cortisol concentrations over time. Normal peripheral blood leukocytes
exposed to plasma samples collected during MP treatment also exhibited rapid,
progressive, and significant increases in GR-mediated activities and significant
reductions in NF-kB binding and transcription of TNF-a and IL-1b. These findings
provide support for the presence of endogenous glucocorticoid inadequacy in the
control of inflammation and systemic-inflammation-induced peripheral gluco-
corticoid resistance in ARDS. Prolonged MP administration accelerated the reso-
lution of both systemic inflammation and peripheral acquired glucocorticoid
resistance in patients with ARDS [52].

To definitively answer this question, the ARDS network designed the Late
Steroid Rescue Study (LaSRS), a multicentre RCT comparing steroid with placebo
in late phase (> 7 days) ARDS [53]. In that trial, MP is initially dosed at 2 mg/kg/day
for 14 days, and then tapered up to day 25. Outcomes are 60-day mortality, venti-
lator-free days, organ-failure-free days, and a subgroup analysis comparing steroid
responsiveness in patients with high initial serum and BAL markers of inflamma-
tion and fibroproliferation to those with low initial levels. The group observed that
steroids do not seem to improve survival in patients with ARDS. Furthermore, there
is increasing evidence of long-term morbidity, including disabling muscle weak-
ness and neuropathy associated with steroid use [54–56].

Future perspectives on the basis of experimental models

The use of steroids in the late phase of ARDS was based on the assumption that the
fibroproliferative phase began 7–10 days after the onset of the insult. However,

412 A.B. Souza-Fernandes, W.A. Zin, P.R.M. Rocco



some authors have observed an increased number of myofibroblasts and cells
producing procollagen types I and III during the early phase of ALI [4–9], suggesting
that the proliferative phase begins much sooner than had been previously appreci-
ated. Thus, inflammatory and repair mechanisms occur simultaneously rather than
subsequently. As a complement to this finding, Rocco et al. observed pronounced
mechanical changes at the tissue level and fibroelastogenesis at an early phase of
ALI, even in mildly abnormal lung parenchyma [9, 57]. This same group then
analysed the effects of administering corticosteroids at the early phase of paraquat-
induced ALI [58]. Corticosteroids were found to act differently depending on the
degree of ALI, leading to a complete maintenance of normal tissue mechanics and
collagen content in mild lesion, and minimising changes in tissue impedance and
the accumulation of extracellular matrix components in severe lesions. In addition,
the early beneficial effects of corticosteroids with respect to extracellular matrix
formation remained unaltered 30 days after paraquat-induced ALI [58].

On the basis of the previous experimental study [58], Lee et al. tested the efficacy
of low-dose MP administration in patients with postoperative ARDS immediately
after the syndrome was confirmed, and compared this treatment with conventional
therapy [59]. It was observed that early administration of low-dose MP significantly
reduced mortality due to ARDS after thoracic surgery. Certainly, further multi-
centre, prospective, clinical RCTs are needed to confirm these results.

Two distinct forms of ARDS/ALI are described, since there are differences
between pulmonary (direct lung injury) and extrapulmonary (reflecting lung in-
volvement in a more distant systemic inflammatory response) ALI. These diffe-
rences can be detected radiographically, functionally, and by analysing the responses
to therapeutic intervention. In this respect, we studied the effects of corticosteroids
in an experimental model of primary and secondary ALI induced by intratracheal
or intraperitoneal injection of lipopolysaccharide (LPS) of Escherichia coli, respec-
tively [60, 61]. MP (2 mg/kg) was intravenously injected 1 and 6 h after the induction
of ALI. Pulmonary and extrapulmonary ALI exhibited similar degrees of lung
injury, as indicated by lung mechanics and histology, the amount of collagen fibre
in the alveolar septa, and tissue cellularity, but corticosteroid attenuated these
changes only in pulmonary ALI [90]. BALF levels of IL-8, IL-6 and neutrophils
increased more in pulmonary than in extrapulmonary ALI. Corticosteroid reduced
IL-8, IL-6, and neutrophils in the BALF only in pulmonary ALI. Thus, corticosteroid
acted differently depending on the aetiology of ALI, with complete maintenance of
normal lung mechanics and histology in ALI caused by pulmonary disease [62].

Although prolonged steroid therapy is associated with side effects, such as
muscle weakness and neuropathy and increased risk of infection [40, 41, 55, 56],
Meduri et al. reported that early cessation of corticosteroid treatment could reverse
any early beneficial effect of treatment or overturn the ability to detect a beneficial
effect [44, 51]. Thus, we decided to compare the effects of only one low-dose of
steroid with prolonged small doses of steroid therapy at an early phase of ALI. To
that end, acute lung injury was induced by instilling intratracheally E. coli LPS in
BALB/c mice. These animals were treated with either only one dose of MP (2mg/kg,
i.v.) at 6 or 24 h after LPS administration or daily (7 days duration, starting at day
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1). One, 3, and 8 weeks after ALI induction, respiratory mechanics, lung histology
(light and electron microscopy), and the amount of collagen and elastic fibres in
the alveolar septa were evaluated. MP led to a complete maintenance of respiratory
mechanical parameters and avoided fibrosis independently of the steroid treat-
ment design. Thus, short-duration, small-dose steroid therapy is as effective as
prolonged therapy for early ARDS in this model of lung injury [63, 64].

Based on these results, there is a potential role for corticosteroids in the
treatment of inflammatory complications of pneumonia. Recently, Confalonieri et
al. hypothesised that hydrocortisone infusion (bolus of 200 mg i.v., followed by
infusion at a rate of 10 mg/h for 7 days) in severe community-acquired pneumonia
attenuates systemic inflammation and leads to earlier resolution of pneumonia and
a reduction in sepsis-related complications [65]. In addition, a 7-day course of
low-dose hydrocortisone infusion was associated with a significant reduction in
duration of mechanical ventilation, hospital length of stay, and hospital mortality.
These findings support the hypothesis that modulation of systemic inflammation
with early introduction of prolonged low-dose corticosteroids administration has-
tens resolution of pneumonia and prevents development of life-threatening sepsis-
related complications [65]. Specifically, it would be interesting to evaluate in a
prospective, controlled, randomised trial aimed at determining whether small
doses of corticosteroids administered throughout a short period influence survival
in patients with severe acute pneumonia.

Conclusions

Improving the course and outcome of patients with ARDS presents a considerable
challenge. A more comprehensive understanding of the heterogeneous patho-
physiology of ARDS and the biologic response of the individual patient represents
an important component to meet this challenge. By understanding the immune
status of a given patient at a given point in the disease process, the physician can
consider manipulating proinflammatory systems more rationally. In this context,
corticosteroids inhibit a host of potent inflammatory mediators and could be a
therapeutic tool in the armamentarium against ARDS. The use of corticosteroid
in the treatment of ALI/ARDS remains a subject of great controversy; however, it
is clear that there is no evidence to use high-dose corticosteroids routinely in
patients at risk for or in the exudative phase of ALI/ARDS. Corticosteroids may
be indicated for ARDS of suspected allergic origin, fat embolism syndrome,
Pneumocystis carinii pneumonia, and for those with inadequate adrenal reserve,
even in the early phase. Despite a study by the National Institutes of Health that
failed to show an improvement in mortality of patients with ARDS, numerous
important factors need to be taken into account when corticosteroid is used as a
strategy to treat ARDS, such as disease definitions, intervention timing, and
dosing regimen. Recently, there has been a resurgent enthusiasm for their use in
specific conditions, including small doses early in the course of ARDS, and in
specific subgroups of patients who respond to steroid therapy.
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Nitric oxide should be used in ARDS

H. GERLACH

Acute lung injury (ALI) or its aggravated form, acute respiratory distress syndrome
(ARDS), is characterised by a sudden, mostly generalised inflammation of the lung,
which further in its course induces; (1) a non-cardiogenic pulmonary oedema, (2)
pulmonary arterial hypertension, (3) reduction of total compliance of the lung, and
(4) progressive systemic hypoxaemia due to pulmonary ventilation/perfusion-mis-
matching leading to more areas of the lung exhibiting intrapulmonary right-to-left
shunt. Pulmonary hypertension causes a rise in the microvascular filtration pres-
sure in the lung and, hence, the development of interstitial pulmonary oedema as
well as overstress and dysfunction of the right ventricle. Until recently, the only
therapeutic means of re-establishing a safe level of oxygenation in patients with
ARDS was mechanical ventilation with high inspiratory oxygen concentrations
(FIO2) and positive end-expiratory pressure (PEEP). Such an approach could be
counter-productive in some patients, since high O2 concentrations and high airway
pressures could entail further lung damage due to O2 toxicity and pulmonary
barotrauma. The pharmacologic approach, which is emerging as an adjunct to
conventional management, aims to decrease the need for high O2 concentrations
and high airway pressures, thereby attenuating the ventilator-induced lung injury.
The objective of most of these newer modalities of therapy is to redistribute the
pulmonary blood flow preferentially towards well-ventilated alveoli.

Again, ventilation/perfusion mismatch is one of the important hallmarks of
ARDS. In the lung, regions with normal ventilation/perfusion (V/Q) ratios coexist
along with regions having high or low V/Q ratios. A large proportion of the lung
regions appearing ventilated on chest radiograph and computerised thoracic scan
is not perfused at all or only poorly perfused; these regions constitute the alveolar
dead space. At the same time, a good part of the non-ventilated zones continue to
be perfused due to the failure of hypoxic pulmonary vasoconstriction (HPV), a
reflex that tends to limit pulmonary blood flow perfusing poorly oxygenated
alveolar spaces. High tidal volumes and consequently high airway pressures are
needed to maintain normal PaCO2 in the face of increased alveolar dead space.

Acute pulmonary hypertension is frequently observed in patients with ARDS.
It is a result of pulmonary vasoconstriction, which characterises the early stages of
ARDS, and anatomical remodelling of the pulmonary vasculature, observed in the
late stages of the disease. In turn, pulmonary vasoconstriction could be due to HPV
reflex or chemical mediators, such as thromboxane A2 and platelet activating
factor. Anatomical remodelling leads to muscular hypertrophy, microthrombosis,
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fibrosis, and destruction of pulmonary vessels. Theoretically, selective constriction
of the pulmonary vessels in the non-ventilated zones or selective vasodilatation in
the ventilated zones should decrease the V/Q mismatch. The administration of
selective pulmonary vasoconstrictors and vasodilators to achieve the above objec-
tive forms the basis of the pharmacologic approach to treating hypoxaemia during
ARDS. Vasoactive drugs should have a predominant effect on the pulmonary
circulation and minimal or no effects on the systemic circulation.

Nitric oxide (NO) is a multipotent endogenous messenger molecule that is
extensively involved in the regulation of vascular tone. NO is also a well-known
environmental pollutant emanating from the exhaust of cars and factories. It is
toxic in higher concentrations and the upper limit for NO during occupational
exposure is 25 parts per million (ppm). NO gas mixed in nitrogen can be used for
medical purposes as an inhalational drug, administered together with inspiratory
gas. NO passes over the alveolar membrane and reaches the blood in the pulmonary
vasculature, where it is taken up and possibly eliminated by haemoglobin before it
reaches the systemic circulation. Thus, inhaled NO (iNO) is considered to be a
selective pulmonary vasodilator, as it dilates those regions of the pulmonary
vasculature that are in contact with ventilated alveoli, whereas it has no effect on
the resistance of the systemic vasculature.

Nitric oxide inhalation in acute respiratory distress syndrome: first trials

After Furchgott and Zawadzki first described the in vitro phenomenon that vascu-
lar relaxation requires the presence of an intact vascular endothelium [1], and after
the first identification of the responsible, so-called ‘endothelium-derived relaxing
factor’ (EDRF) as NO [2, 3], characterisation of the synthetic and pathophysiologic
pathways that finally induce vasodilatation quickly followed [4, 5]. Meanwhile, NO
was demonstrated to be also synthesised by brain cells, macrophages, epithelial
cells, and platelets; it acts as a neurotransmitter, mediator of cellular immunologi-
cal processes, and modulator of platelet aggregation and adhesion, e.g. during
inflammation [6]. However, NO is not only a physiological mediator, but also an
environmental gas that results from combustion reactions, and is quickly oxidised
to NO2. NO is extremely lipophilic and tends to bind to the ferruginous haeme
group; after inhalation, exogenous NO freely diffuses into the alveolar capillaries
and, within seconds, binds to the haeme group of haemoglobin with a 1500-fold
higher affinity than carbon monoxide (CO) [7]. The resulting nitrosyl-haemoglo-
bin is unstable, oxidised to methaemoglobin, and eventually transformed to ni-
trates, which are metabolised unspecifically and excreted through the kidneys.

When the biological relevance and physiological pathways of NO became
apparent, the question arose whether gaseous NO could be used for controlled
inhalation. Similar to endogenous, endothelium-derived NO, iNO should be able
to induce vasodilatation. Based on the two features of NO—its vasodilatory activity
and ability to bind haemoglobin within seconds after diffusion into the intravascu-
lar space—it could be potentially inactivated immediately, without influencing the
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systemic circulation and thus resulting in ‘selective pulmonary vasodilatation.’
Preceding animal studies on the toxicity of iNO when administered for up to
6 months revealed no evidence of side effects using NO doses of less than 40 ppm
[8, 9]. Early pilot-studies in humans by Higenbottam et al. in 1988 demonstrated
that iNO was, indeed, able to reduce pulmonary hypertension in adult patients
without major effects on the systemic circulation [10, 11]. Animal experiments by
Frostell and Pison revealed that iNO was also able to reverse hypoxic pulmonary
vasoconstriction without impairing pulmonary gas exchange [12, 13]. In parallel,
two other groups concluded that the beneficial effect of iNO might also be useful
in the therapy of persistent pulmonary hypertension of the newborn (PPHN) [14,
15]. In all these studies, NO doses between 5 and 80 ppm were inhaled, and no
critical side effects, such as systemic hypotension or methaemoglobinaemia, were
registered.

Falke et al. were the first to treat ARDS iNO, at doses of 18 and 36 ppm. The
effects on haemodynamics and pulmonary gas exchange were compared with those
after treatment of the same patients by intravenous infusion of prostacyclin (PGI2),
at a dose of 4 ng/kg/min [16]. Results of subsequent studies by Rossaint et al.
revealed that both iNO and infused PGI2 are able to reduce pulmonary resistance
by about 20% [17]. However, in contrast to PGI2, which simultaneously caused
systemic hypotension and decreased arterial oxygen saturation, iNO did not induce
any changes in systemic haemodynamics, but significantly improved arterial
oxygenation. The V/Q ratio of these patients was measured by multiple inert-gas
elimination technique (MIGET), which confirmed that the portion of intrapulmo-
nary shunt areas was expanded by the infusion of PGI2, but, in contrast, reduced
by inhalation of 18 and/or 36 ppm NO, due to a redistribution of pulmonary blood
flow towards areas with nearly normal V/Q ratios. Daily tests of iNO efficacy using
a 20-min shut-off followed by readministration of iNO inhalation (‘on-off-on
measurements’) demonstrated that the beneficial effect of iNO was also observed
in long-term studies with doses of less than 20 ppm [17]. Severe side effects,
especially the formation of toxic metabolites of NO, such as methaemoglobin or
nitrogen dioxide (NO2) were not observed, even when iNO therapy was adminis-
tered for a long period of time.

iNO in ARDS: side effects

During several clinical trials it was reported that, especially after long-term treat-
ment of patients with iNO, patients require a specific weaning procedure to termi-
nate inhalation. In addition, rebound phenomena regarding systemic oxygenation
and pulmonary hypertension point to an increasing dependency of patients on iNO
[18]. These effects are probably due to feedback inhibition of endothelial NOS by
exogenously supplied NO, as demonstrated in vitro using NO donors [19] and
gaseous NO [20]. Thus, vasoconstriction in the ventilated areas may re-occur after
a sudden shut-off of NO in ARDS patients, and is responsible for the rebound
phenomenon [20]. These findings, combined with those of other studies showing
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that the absolute level of the pulmonary arterial pressure (PAP) is a marker for the
severity of pulmonary microvascular injury in ARDS [21], and that pulmonary
hypertension is associated with impaired NO production [22] confirm the hypothe-
sis that even low doses of NO might reduce PAP in most severe cases of acute
lung injury, as also reported in previous studies [17, 18], since endogenous NO
production by the pulmonary vascular endothelium is considerably impaired
under these circumstances. This was underlined by the observation that intrave-
nous administration of inhibitors of endogenous NOS increased systemic and
pulmonary vascular resistance in septic patients with vasoplegia, but had more or
less no effect in ARDS patients who had been treated with iNO for a longer time.

Additional studies demonstrated that inhalation of gaseous NO prolongs bleed-
ing time in animals and healthy humans [23, 24], and inhibits platelet aggregation
in patients with ARDS [25]. Other case reports pointed out the possible danger of
bleeding disorders during iNO, which might lead to a fatal outcome due to intra-
cerebral haemorrhages [26]. In vitro, NO released from endothelial cells inhibits
platelet adhesion to endothelium [27] and platelet aggregation [28], and has disag-
gregating properties [29]. Endogenous NO, produced by Ca2+- and NADPH-de-
pendent cytosolic NO synthase (NOS) via the l-arginine/NO-pathway, down-regu-
lates platelet aggregation. This was found to be due to an intra-platelet negative
feedback mechanism that modulates platelet response after stimulation [30, 31].
Similar to smooth muscle cells, the inhibitory effect of NO on platelets is mediated
through cGMP, which inhibits the phosphoinositide pathway regulating phospho-
lipase C, and indirectly increases cyclic adenosine monophosphate (cAMP) levels
by inhibiting cAMP-specific phosphodiesterase [32]. As a result of the interaction
of NO with intracellular signal transduction, platelet aggregation decreases by the
inhibition of a rise in Ca2+, the release of granule contents, and the phosphorylation
of proteins [33]. Thus, NO plays an important role in the regulation of vascular
homeostasis by controlling vascular tone and platelet function.

Whereas NO–platelet interactions have been intensively studied by numerous
investigators using functional assays, measurement of secreted granule contents,
ligand binding to receptors, and analysis of intra-platelet activation-dependent meta-
bolic pathways, only one study has reported the effects of NO on the expression of
platelet cell-surface adhesion receptor during activation with _-thrombin,as measured
by flow cytometry [34]. Keh et al. used flow cytometry to investigate the modulating
effects of the NO-releasing compound SIN-1 [35] on the availability of different func-
tional platelet adhesion receptors [36]. The reaction with a specific antibody (PAC)
against the activated form of the fibrinogen receptor glycoprotein GP IIb-IIIa demon-
strated the dose-dependent inhibitory effect of SIN-1 on GP IIb-IIIa activation. Furt-
hermore, a-thombin induced platelet activation was inhibited by SIN-1 60 min after
activation [36]. Thus, in vivo, iNO may induce bleeding disorders by disaggregating
platelets even when bleeding does not occur initially after surgical interventions. This
is probably an important finding in terms of defining inclusion and exclusion criteria
for future clinical studies with iNO inhalation in ALI, although none of the controlled
clinical studies with iNO in ARDS patients have thus far been able to show any increase
in bleeding disorders (see below).
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Experiences from controlled studies

Convincing data on the effect of iNO in ARDS patients in reducing pulmonary
hypertension and increasing systemic oxygenation led to the question whether this
therapeutic approach is able to improve patient outcome in terms of reducing
mortality and/or ICU/ventilation time. A retrospective matched-paired analysis
revealed that there was no difference in the survival rate of ARDS patients who
received NO therapy or not (both 69%), and no differences were found for the
duration of ventilation or ICU stay [37]. Recently, the first prospective randomised,
double-blinded, placebo-controlled, phase II multicentre trial on 177 ARDS pa-
tients was published by Dellinger et al. The aim of that study was to evaluate the
safety, physiologic response, and outcome parameters of different doses of iNO
(1.25–80 ppm) [38]. To minimise the influence of different equipment in the parti-
cipating centres, the same type of ventilator and NO delivery system was used, and
NO treatment was administered according to a strict protocol. During the first 4 h
after the initiation of treatment, ventilator settings were not changed, and an
improvement of oxygenation reflected the acute effects of iNO; subsequent changes
of ventilator settings were used to calculate the intensity of ventilation by the
oxygenation index. While 60% of patients responded to iNO with an increase of
PaO2 � 20%, which allowed a reduction of FIO2, this was only significant on the
first day of treatment, and the reduction of FIO2 was only modest (0.71 ± 0.14 vs
0.69 ± 0.13). In the NO group, the oxygenation index remained lower during the
first 4 days, and mean PAP remained lower (~2 mmHg) for 2 days. During the
initial 4-h observation period, however, 24% of the placebo group also had an
increase in PaO2 � 20%. There were no differences between the NO and placebo
groups with respect to mortality and/or the number of days the patients survived
after meeting oxygenation criteria for extubation. A post-hoc analysis revealed that
in the group receiving 5 ppm NO, the percentage of patients alive as well as of
patients weaned from mechanical ventilation at day 28 after study inclusion was
higher than in the placebo group. However, when 56 additional patients, in whom
NO treatment was discontinued before the patients had met the oxygenation
threshold criteria (mainly due to death), were included into the analysis, the
mortality of the NO group was even higher (38 vs 30%).

A randomised trial by Micheal et al. investigated the acute effects of iNO on
oxygenation parameters in 40 patients with ARDS during the first 3 days of treat-
ment [39]. Similar to the results of from Dellinger et al., NO therapy, compared to
conventional therapy, increased PaO2/FIO2 only during the first day. After 24 h, the
two groups had an equivalent improvement in PaO2/FIO2, and at 72 h following
inclusion, the reduction of FIO2 (� 0.15) was not different with or without NO.
Another 30 ARDS patients were enrolled in a randomised, controlled pilot study
by Troncy et al. [40]. Again, improvement of oxygenation and reduction of venous
admixture were significant only during the first 24 h of NO inhalation, and there
was no significant difference with regard to the 30-day mortality or days of mecha-
nical ventilation between the NO group and controls. Furthermore, preliminary
results of a European multicentre study in more than 200 patients with ALI showed
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no improvement of survival or duration of ventilation with iNO [41]. Furthermore,
there was a higher incidence of renal failure in the NO group (35 vs 16%), which
was a major reason that the study was discontinued before the initial protocol was
finished. This finding, however, was in contrast to those of the above mentioned
studies [37–40], which did not demonstrate any adverse effect of iNO on either
renal function or bleeding disorders.

In conclusion, when focusing on outcome, iNO seems to offer no advantage for
ARDS patients. However, with respect to the primary target of NO therapy, i.e.
selective pulmonary vasodilatation with subsequent improvement of systemic
oxygenation and pulmonary hypertension, there was a sustained effect—probably
more pronounced with low doses of NO—in the majority of patients within the
first 24 h of treatment; this allows the reduction of ventilation settings in terms of
FIO2 and airway pressure.

Dosing of iNO in ARDS: the more, the better?

Early studies of iNO in ARDS patients [17] demonstrated no difference between 18
or 36 ppm NO in terms of pulmonary resistance and systemic oxygenation. Patients
did not develop tachyphylaxis, but seemed to become ‘dependent’ on iNO, even
when the course of the disease was positive. We tested the dose–response of
selective pulmonary vasodilatation by NO in patients with severe ARDS, using NO
doses between 10 ppb and 100 ppm. It was found that an improvement of systemic
oxygenation by NO can be achieved with much lower doses of NO than were used
in those earlier studies (the ED50 for increasing oxygenation was approximately
0.1 ppm). In addition, the best dose for improved oxygenation is different from that
for optimal reduction of pulmonary resistance (ED50 > 2 ppm) [42]. Optimal im-
provement of systemic oxygenation usually occurs with 10 ppm NO; higher doses
might reverse the beneficial effect. In some cases, however, ARDS patients had an
impressive response to NO, achieving the best systemic oxygenation with 1 ppm
NO, whereas higher doses, e.g. 100 ppm, exerted effects similar to those of systemic
vasodilators, i.e. deteriorated systemic oxygenation due to increased intrapulmo-
nary right-to-left shunt areas. Pulmonary resistance, in contrast, was continuously
reduced, correlating with increasing NO doses.

The response to iNO varied both inter-individually between the patients and
intra-individually during treatment. The optimal NO dose for systemic oxygena-
tion was 0.5–100 ppm; however, some patients showed no or only moderate effects
after induction of iNO (‘non-responders’). In the case of long-term iNO, after an
individual patient dose–response was established, it was possible to induce an
improvement of systemic oxygenation in some patients for up to 2 weeks by
administering 0.06–0.25 ppm NO [18]. These are NO concentrations similar to
those produced in the upper airways and autoinhaled during normal ventilation
[43, 44]. Thus, low-dose iNO might be considered as replacement therapy, since
mechanical ventilation disrupts the patient from utilising his or her own NO!

We also carried out a prospective, randomised, placebo-controlled, monocen-
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tre clinical trial on the time-dependent dose–response characteristics of long-term
iNO in patients with severe ARDS [45]. Patients were evaluated according to a
standard protocol. At the time of inclusion, none of the patients had received
venovenous extracorporeal membrane oxygenation (vv-ECMO). After undergoing
an initial dose–response analysis of iNO, using inhalatory concentrations from 0.01
up to 100 ppm NO, patients were randomised. The NO group received continuous
inhalation of 10 ppm NO, regardless of whether they were considered as ‘respon-
ders’ or ‘non-responders’ with respect to systemic oxygenation or pulmonary
hypertension. The effect of iNO inhalation was controlled every day (on-off-on
tests). After 48 h, a second dose–response curve was obtained, as well as afterwards
during a 48-h time course. iNO in the NO group was continued until FIO2 could be
reduced to 0.4 in order to keep the PaO2/FIO2 > 60 mmHg under pressure-controlled
ventilation with a maximal PEEP of 10 cmH2O.

A statistical analysis of 40 patients, 20 patients with, 20 without iNO, found no
significant differences between the two groups at the time of inclusion with respect
to the epidemiology of the patients, including initial catastrophic event, hae-
modynamics, gas exchange, and other parameters. The initial dose–response cur-
ves for systemic oxygenation and reduction of pulmonary hypertension were
identical, demonstrating a peak effect for oxygenation at 10 ppm NO as described
before [42]. In the following days, there was an overall tendency in terms of
improved oxygenation and pulmonary hypertension. Interestingly, the PAP data
obtained after 48 h demonstrated that a shut-off of NO resulted in a higher PAP
baseline than in the control group, i.e. that patients were sensitised to iNO. Furt-
hermore, the NO effect in the control group was no longer significant. This means
that NO treatment might not be truly beneficial, since PAP in the NO group during
iNO was not significantly different from the baseline PAP of the control group.

Similar data were found for systemic oxygenation. The initial reduction of FIO2

in the NO group due to the positive effect of inhaled NO on systemic oxygenation
was only significant compared to the control group at the day of inclusion; this is
similar to the results of other published randomised studies [38–41]. Hence, the
conclusion that iNO makes it possible to reduce aggressive ventilation must be
reconsidered. Further studies are needed to clarify whether this phenomenon is
due to feedback inhibition of endogenous NO synthesis by iNO or to a direct
interaction of high oxygen concentrations with NO, possibly inducing toxic meta-
bolites such as NO2 or peroxynitrite. The outcome in terms of survival, ICU stay,
or ventilation days (regardless of whether for all or only for surviving patients) was
identical in the two groups. Patients from the NO group, however, required signi-
ficantly less vv-ECMO than control patients. Although the total number of patients
was very small, these data indicate that iNO should be considered as a bridging
therapy for severe hypoxaemia, in order to bypass more invasive and expensive
strategies.

Another interesting finding of this study was that the time course of the
dose–response curves from the patients differed depending on the initial rando-
misation: Control patients generally demonstrated similar dose–response charac-
teristics over time, with a peak effect of iNO on systemic oxygenation at 10 ppm
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NO regardless of when the analysis was done. These findings are in accordance with
already described data from previous studies [42]. Patients from the iNO group,
however, had a shift of the dose–response curve for systemic oxygenation to the
left within 96 h. After this time, the peak for oxygenation was obtained at 1 ppm
NO, i.e. continuous inhalation of 10 ppm NO sensitised these patients. This finding
is of potential importance since the administered NO concentration of 10 ppm was
no longer in the ideal range compared to the initial data, and in some patients led
to a decrease of PaO2! This may explain why, in previous studies, oxygenation
improved only during the first 24 h. For future protocols, a programmed reduction
of iNO concentration over time might be indicated [45].

Possible reasons for iNO overdosing

In probably more than 80% of patients with ARDS, (a) lower doses of iNO improve
systemic oxygenation, (b) higher doses, in contrast, lower the arterial oxygen
content, and (c) improvement of systemic oxygenation and reduction of pulmo-
nary artery pressure are not correlated during NO dose–response studies [42, 45].
This may be explained by two hypotheses:

1. The ‘diffusion theory’: NO is a very lipophilic substance, with a low molecular
weight, that quickly diffuses into tissue, reaching a balance between the rate of
diffusion and the rate of NO oxidation or binding to targets. Inhaling low doses of
NO probably induces diffusion only into the near vessels, i.e. capillaries of the
ventilated alveoli. Hence, with lower NO doses, there is a more or less ‘strictly
selective’ vasodilatation in ventilated areas of the pulmonary vasculature, reducing
intrapulmonary shunt areas and, thus, increasing systemic oxygenation. With
higher NO doses, however, diffusion of lipophilic NO through the lung tissue also
reaches nonventilated areas, i.e. shunt areas, still leading to a selective pulmonary
vasodilatation with further reduction of pulmonary resistance, but reversing the
beneficial effect on oxygenation by additional vasodilatation of shunt vessels.

2. The ‘transport theory’: This theory is based on the findings that iNO binds to
albumin and haemoglobin and, in this way, may be transported through the
pulmonary vessels before it affects extrapulmonary regions [46]. The vascular
system of the lung, in contrast to other organs like the liver, is strictly dichotomous,
i.e. from the pulmonary artery up to the final capillaries, each vessel divides into
two smaller ones without transverse connections. After the capillary system, two
vessels always re-join to form a larger one, until the pulmonary veins are reached.
This means that vessels comprising shunt (i.e. non-ventilated) areas and areas with
ideal V/Q ratios are finally united in the pulmonary venous system. Hence, if NO
is inhaled in low doses, it causes a low local concentration that acts on the vascular
smooth muscles of the vessel. Due to the low concentration, diffusion of iNO into
the intravascular space and binding to albumin and/or haemoglobin may not occur
before the venous vessel re-joins with a shunt vessel, thus inducing vasodilatation
and increased flow only in the ventilated area. If, however, high doses of NO are
inhaled, intracapillary concentrations increase. Thus, NO may be transported to
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downstream regions, which can result in decreased ‘afterload’ for both ventilated
and non-ventilated areas, since NO is active after rejoining of the vessels.

So far, both theories are speculative. The ‘diffusion theory’ might be favoured
since NO is thought to act on the vascular smooth muscle cell of the capillary before
it is resorbed into the intravascular space. The marked reduction of PAP by NO
may also be an argument for the ‘diffusion theory,’ since the alveolar capillaries
almost completely lack smooth muscle cells, i.e. there is only little effect on
pulmonary resistance, while the arteries and arterioles are thought to be a regulat-
ing factor for pulmonary vascular resistance. How can NO reach the arteries if not
per diffusion? If NO has to diffuse through the pulmonary tissue to achieve its effect,
how is it possible to guarantee selectivity for ventilated areas with low doses of NO?
This might be an argument in favour of the ‘transport theory.’ Furthermore, studies
by Jia et al. revealed that NO binding to haemoglobin is not selective for the haeme
group leading to nitrosyl-haemoglobin but also involves cysteine domains, prefe-
rably from oxygenated haemoglobin (oxyHb) forming S-nitrosohaemoglobin [46].
After reduction of oxyHb in the systemic capillaries, the affinity of haemoglobin
for NO is reduced, thus leading to detachment of NO and peripheral vasodilatation
[47]. These findings, by the group of Stamler et al., are in contradiction with the
classic hypothesis that iNO has only local, intrapulmonary effects, since the NO is
‘neutralised’ by haemoglobin. Indeed, iNO seems to be taken up by haemoglobin
and albumin in the lung, but it is probably transported to the systemic periphery,
where it is delivered due to the oxygen gradient, leading to vasodilatation in small
arteries. These findings are important to understand the dose-dependent, local,
and systemic effects of NO, and thus merit further attention for future studies
evaluating the clinical use of iNO.

Conclusions

Inhalation of NO in patients with severe ARDS or other forms of pulmonary
hypertension is a new, and encouraging approach. However, there is no proof that
iNO improves the outcome of patients. In addition, the individual effects are not
predictable, i.e. it is necessary to test different NO doses in order to determine
efficacy. However, it remains unclear whether optimal treatment for the patient
consists of the best systemic oxygenation, or the most effective reduction of
pulmonary resistance, or something in between. This insecurity and the varying
effects of iNO in ARDS patients make it very difficult to perform prospective
randomised controlled studies aimed at determining whether iNO is able to lower
mortality due to ARDS.

Very low doses of NO that are similar to environmental concentrations were
shown to exert beneficial effects in ARDS patients. Although this may imply that
NO toxicity is a secondary problem, one important point for future research is the
possible side effects of iNO, e.g. on immunological and neurological functions,
which must be considered due to the complexity of NO as a biological mediator.
Harmful effects have to be excluded before iNO can be accepted as a standard
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therapy. Hence, iNO in the treatment of patients with severe ARDS should only be
administered following clear protocols. Recommendations for the basic require-
ments of these protocols include: (1) ethical requirements (Helsinki Declaration,
Good Clinical Practice, approval of the hospital’s ethical committee, insurance for
the patient, informed consent from a relative); (2) evaluation of patients (defined
inclusion criteria, repeated dose–response studies, identification of ‘responders’
and ‘non-responders,’ strategy of dosing of iNO over time, primary and secondary
targets); (3) NO/NO2-measuring systems (continuous measurement of NO and
NO2 by electrochemical sensors for long-term use, chemiluminescence analysers
for dose–response curves); and (4) standardised NO application systems (no
self-made systems, feed-back controls, alarm systems). So far, iNO in ARDS pa-
tients still cannot be considered as a standard therapy; however, there is also no
reason to completely abandon this approach.
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Formation and clearance of pulmonary oedema in acute
lung injury/acute respiratory distress syndrome

B. ALLARIA

The presence of oedema is a constant in pictures of acute lung injury/acute
respiratory distress syndrome (ALI/ARDS) and there is no doubt that its extent is
correlated with the seriousness of the illness.

In the past 40 years, much progress has been made to identify the mechanisms
underlying ALI/ARDS and focus on the best procedures to follow in artificial
ventilation. However, little progress has been made in the search for drug treatment
and the choice of an infusion strategy to reduce oedema.

This work revolves around this aspect of treatment and its goal is to examine
the mechanisms that generate pulmonary oedema as well as those that should
eliminate it but that, as we will see, are impaired in ALI/ARDS.

This knowledge is the basis for treatment proposals concerning the infusion
strategies to be implemented and the drugs that can help reduce the formation of
oedema and facilitate its clearance, such as diuretics and b2 agonists.

Forces that regulate fluid passage through the capillary membrane

The pulmonary capillary wall acts like a semi-permeable membrane and the
passage of fluids from the vessel to the interstice takes place according to Starling’s
law [1]:

Qf = Kf (Pc – PiF) – d (pc – piF)
Qf = fluid crossing the capillary membrane
Kf = coefficient of filtration through the capillary
Pc = capillary hydrostatic pressure
PiF = interstitial hydrostatic pressure
d = oncotic reflection coefficient
pc = capillary colloidosmotic pressure
pc = interstitial colloidosmotic pressure

It is clear that the first part of this formula expresses the force that promotes
flow from the vessel to the interstice, whereas the second one expresses the force
that contrasts it.

It is equally clear that, given the same hydrostatic gradient, the greater the Kf
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value, the greater the fluid passage; likewise, given the same oncotic gradient, the
greater the reflection coefficient d, the lower the fluid passage.

Therefore, interstitial pulmonary oedema will be antagonised by the reduction
of the Pc–PiF gradient and by the increase of the pc–piF gradient.

Nevertheless, another important factor intervenes in regulating interstitial
fluid: lymphatic drainage (QLiNPH), which plays a key role in the human lung. In
fact, if necessary it can increase up to 15-fold.

Though acute cardiogenic pulmonary oedema is considered a classic expres-
sion of oedema triggered by an increase in hydrostatic pressure, and oedema from
ALI/ARDS is the fundamental expression of altered membrane permeability, in
reality things are not quite this simple.

In acute cardiogenic pulmonary oedema as well, there have been documented
cases of membrane alterations even long after the acute episode, explaining the
recurrence of new episodes, although with left atrial pressures at much lower values
than the ones that caused the initial episode. In this sense, the recent study by an
Australian group is quite interesting. This study noted that the alveolar fluid of
patients with cardiogenic pulmonary oedema had inflammation mediators such as
TNFa at values similar to those observed in patients with ALI/ARDS [2].

Therefore, if it is true that, as demonstrated, left atrial pressure must exceed 24
mmHg to provoke pulmonary oedema in healthy subjects, it is equally true (and
this has been known for years) that a drop in oncotic blood pressure can greatly
lower this critical level. Guyton conducted experiments along these lines about half
a century ago [3]. Alterations in membrane permeability play a similar role,
allowing the formation of interstitial oedema even with normal hydrostatic and
oncotic pressures.

In the past it was stated that the radiological picture of lung oedema without
any increases in hydrostatic pressure was fundamental for establishing a diagnosis
of ALI/ARDS. This statement is still valid, but it must not lead us to overlook the
fact that the interaction of hydrostatic pressure, oncotic pressure and membrane
alterations represents the true determining factor of oedema.

In ALI/ARDS, all it takes is a small increase in hydrostatic pressure, tied to a
moderate overinfusion of fluids, to cause lung oedema. This is also because of the
fact that haemodilution secondary to the infusions triggers a drop in oncotic
pressure in the capillary that, though modest, contributes to the increase in hydro-
static pressure to favour the passage of fluids from the blood into the interstice, and
the phenomenon is enhanced by alterations in permeability.

As we can see, the simplification ‘cardiogenic pulmonary oedema = hydrostatic
oedema; oedema from ALI/ARDS = oedema caused by the alteration of membrane
permeability’ is not tenable.

Moreover, an excellent review of the subject published recently by Lewis et al.
[4] sustains that hypoproteinaemia and the ensuing drop in oncotic pressure play
an important role in causing pulmonary oedema in ARDS, again supporting the
utility of combined treatment with colloids and diuretics.

Considered from this standpoint, older works like those of Humphrey et al.,
observing a decrease in mortality among ARDS patients in whom wedge pressure
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was successfully reduced with diuretics [5], and Simmons [6], who 20 years ago
proposed limiting liquids and treating these patients with diuretics, take on re-
newed value.

Therefore, even if there is no question about the fundamental role that – above
all in septic patients – the alteration of the permeability of the capillary membrane
plays in determining interstitial oedema, we must also bear in mind the equally
important role played by even modest changes in the hydrostatic and oncotic
pressure of these patients.

The work by Mangialardi et al. [7] is enlightening: in 455 septic patients at risk
for ARDS, this study demonstrated that proteinaemia < 6.0 g/dl is accompanied by
an increase in weight, mortality and duration of artificial ventilation.

This observation certainly supports the conviction that oncotic pressure is of
key importance in determining interstitial oedema in general and pulmonary
oedema in particular.

Following what we have noted here, it seems clear that the most appropriate
treatment approach for patients with ALI/ARDS or those at risk of ALI/ARDS must
be managed with the fluid infusions that are as limited as possible and with the use
of diuretics in order to minimise hydrostatic pressure and the drop in oncotic
pressure caused by dilution.

This strategy also stems from knowledge of the fluid balance of artificially
ventilated patients, who constantly tend to retain liquids: if managed properly, this
will permit both a drop in hydrostatic pressure and an increase in plasma oncotic
pressure.

Nevertheless, an approach involving drastic reduction of hydrostatic pressure
is not devoid of problems. The first one is tied to the onset of iatrogenic hypovo-
laemia, which can lead to haemodynamic repercussions that, in turn, are accentu-
ated by artificial ventilation. This aspect cannot be overlooked, because alterations
in renal, splanchnic and coronary perfusion are always a risk in these patients.
However, frequent monitoring of renal function (creatininaemia, urinary elec-
trolytes), monitoring myocardial oxygenation (automatic monitoring of ST on D2,
V4 and V5), SVO2 and DO2I will make it possible to maintain restricted infusion
and diuretic treatment within clinically safe limits.

It will be more difficult to monitor the effect of this strategy on pulmonary
circulation. In fact, a reduction in hydrostatic pressure can trigger an interruption
in flow during the inspiratory phase of artificial ventilation, when the extravascu-
lar pressure at the alveolar capillaries increases, tending to collapse them. In fact,
it is well known that during the inspiratory phase of artificial ventilation there is
a tendency to divert flow from the alveolar vessels to the extra-alveolar ones, where
extravascular pressure is reduced. The phenomenon is accentuated when hydro-
static pressure is reduced, and this diversion of flow towards areas that do not
participate in respiratory exchanges ends up increasing VD/VT, worsening oxyge-
nation and contributing further to alveolar and capillary damage. This pheno-
menon, which essentially involves passage of part of the lung from West’s Zone
3 to Zone 2 or even Zone 1, has been known for over 40 years [8, 9], and must
certainly be avoided in ALI/ARDS patients.
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One of the ways to monitor this, and thus invert the direction when limited fluids
and diuretic treatment start to cause unfavourable redistribution of pulmonary
perfusion, is to use volumetric capnography to monitor VD/VT. A sudden increase
in VD/VT means it is necessary to stop the strategy of reducing hydrostatic pressure.

We must also add that during artificial ventilation, excessive reduction of left
atrial pressure leads to a sequence of collapse and distension of the alveolar
capillaries, which can provoke endothelial damage and thus an increase in inter-
stitial oedema. This unfavourable mechanism has been demonstrated experimen-
tally by Broccard et al. on rabbit heart–lung preparations [10]. The authors meas-
ured the variations in the formation of pulmonary oedema and microvascular
permeability (Kf) at different levels of left atrial pressure; they were able to demon-
strate an increase in the formation of oedema and deterioration in the capillary
permeability at lower levels of left atrial pressure. Obviously, caution is essential in
transferring these experimental data to the clinical setting, but there is no question
that this is something that cannot be overlooked.

Alveolar oedema: formation and clearance

Normally, the high level of efficiency of the lymphatic vessels is able to remove even
large amounts of fluids that have passed from the vessels to the pulmonary inter-
stices.

It ensues that minimum quantities of fluid can pass into the alveoli, which
remain dry in order to permit normal gas exchange. However, when the possibility
of draining interstitial fluid is exceeded and – above all – if the alveolar epithelium
is damaged, interstitial fluids enter into the alveoli.

At this point, normality is restored only if the mechanism for removing water from
the alveoli is maintained. What happens in ALI/ARDS patients is precisely a defect in
the mechanisms that clear the alveoli of fluids, in a condition in which the passage of
these fluids from the interstice to the alveolus is pathologically stimulated by an
increase in interstitial hydrostatic pressure and damage to the alveolar epithelium.

Therefore, it is important to recall what these mechanisms are and how they
can be influenced positively.

Water is transported from the alveolus to the interstice by the Na/K-ATPase
pump, which by actively transporting sodium from the alveolus to the interstice,
creates an ion gradient that forces water out of the alveolus [11] through transcel-
lular channels located above all in Type I cells (aquaporins). Matthay et al. [12]
demonstrated this active mechanism, which transports ions and removes water,
over 20 years ago in ventilated sheep.

The authors showed that in 4 hours, the protein concentration of the alveolar
fluid increased, whereas that of the lymphatic fluid decreased, demonstrating the
passage of water from the alveoli to the interstices and, lastly, to the lymphatic
vessels.

This mechanism, which is not influenced by the transpulmonary pressure of
the air passages, was confirmed many years later by Sakuma et al. [13], who
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pinpointed the fact that this was the essential determining factor in clearance of
alveolar oedema, rather than pressure changes in the air passages.

Just as damage to the vascular endothelium arises in ALI/ARDS, the same thing
happens to the alveolar epithelium. Consequently, a protein-rich fluid like the one
accumulated in the interstices passes to the alveoli. The interstitial and alveolar
fluids have the same protein content, and as a result there can be no movement of
fluids between the two compartments for oncotic reasons. The only mechanism
that can favour the passage of fluid from the alveolus to the interstice is the active
ion mechanism we described, unless there is a drop in hydrostatic pressure in the
interstice as a result of treatment (use of diuretics, continuous venovenous haemo-
filtration, etc.) that promotes circulatory refilling at the expense of interstitial fluid.
However, above all in ARDS in septic patients, circulating toxins induce monocytes
and alveolar macrophages to release mediators that activate polymorphonucleates.
The activated granulocytes cross the alveolar epithelium and the capillary endo-
thelium, promoting interstitial and alveolar oedema.

The damage that is produced on an alveolar level chiefly involves Type I cells
(the cells that line the alveolus and represent 90% of the cells present), which are
the most sensitive.

Type II cells, which are larger and more resistant to damage, multiply and are
transformed into Type I cells, proceeding to repair the alveolus and restore active
ion transport – and thus oedema clearance.

Considering the damage that occurs in ALI/ARDS involving the active ion
system responsible for clearing oedema fluid, it seems useful to examine the body’s
ability to activate this system and the possibility of exploiting this mechanism for
therapeutic purposes. In particular, we will examine the activating effect on the
Na/K-ATPase pump that stimulates the b2 receptors.

The b adrenergic receptors are widely distributed throughout the air passages
in the epithelia and bronchial smooth muscle, and are also present in the vascular
epithelia of the bronchial muscles. There are divergent data regarding the alveolar
and extravascular distribution of the b receptors, although according to certain
studies 90% of the b receptors are on an alveolar level and, of these, 70% are
composed of b2 receptors and 30% of b1 receptors [14, 15]. According to Liebler et
al. [16], only 5% of the b2 receptors are on the Type II alveolar cells, and the
remainder are on the Type I cells.

The different studies examined thus lead to the conviction that b2 receptors are
located above all at the alveolar epithelial Type I cells. Nevertheless, though there
are fewer of them, the b2 receptors of Type II cells are the ones that, by activating
the Na/K-ATPase pump, stimulate the transportation of sodium from the alveolus
to the interstice, and thus the passage of water in this same direction. The intracel-
lular increase of cAMP produced by b2 stimulation enhances the transportation of
sodium [17] and chlorine [18], a process that is indispensable for alveolar fluid
clearance.

Proof of the importance of this mechanism comes from the observation that
blocking the b receptors inhibits alveolar fluid clearance.

There is no sure data regarding the usefulness of stimulating the b1 receptors
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in activating clearance; nevertheless, there have been positive experiences along
these lines with denopamine, a b1 adrenergic antagonist [19]. Likewise, the effect
of a adrenergic stimulation is still unclear vis-à-vis alveolar fluid clearance,
although there have been favourable experiences along these lines in animals [20].

At this stage of knowledge, what still had to be verified was whether or not the
positive effects of b2 adrenergic stimulation in activating the Na/K-ATPase, as
observed in healthy animal lungs, could also be reproduced in man with ALI/ARDS,
taking into account that several experimental models demonstrated that the alveolar
epithelium is not as efficient in clearing fluid from damaged lungs [21] and that the
adrenergic mechanism is likewise not as efficient in alveolar fluid clearance after
haemorrhagic shock [22]. In effect, a block in ion transport, and thus alveolar
clearance, is not entirely predictable in situations such as sepsis and hypovolaemic
shock.

In fact, it seems that in the initial phase of these events there is even a compen-
satory increase in ion transport, thanks to the adrenergic response that accompa-
nies these pathologies [23]. However, as the noxa persists, ion transport is inhibited
or even blocked.

In experimental situations of lung damage, such as hypoxic lung damage, b2
stimulants have proven to be effective in restoring ion transport damaged by
hypoxia [24]. The transition from experimental animals to man has essentially
confirmed what was predicted. By introducing a 14G catheter through the orotra-
cheal tube and wedging it into the smallest air passages in ALI/ARDS patients, it was
possible to demonstrate that in these patients the alveolar clearance mechanism is
damaged to varying degrees: the greater the damage, the worse the outcome [25].

Therefore, it seems we can state that impaired transport of sodium and fluids
involving the alveolar epithelium is one of the main factors responsible for the acute
condition of ALI/ARDS patients, and that b2 receptor stimulation could play a role
in restoring it. According to McAuley et al., the authors of an excellent editorial on
this subject [26], the most advisable dosage of albuterol aerosol seems to be 5 mg
every 4 hours.

Conclusions

Drug treatment of pulmonary oedema in patients with ALI/ARDS is promising and
is based on the use of diuretics associated with a restricted infusional strategy aimed
to produce moderate hypovolaemia with a drop in capillary and interstitial hydro-
static pressure. Nevertheless, this hypovolaemia, which we will call ‘permissive’,
must not be to such an extent that it can impair kidney function, myocardial
oxygenation and the capillary flow involved in respiratory exchanges. Frequent
checks of creatininaemia, as well as monitoring of alveolar VD/VT with volumetric
capnography and the ST segment in ECG, can make it possible to achieve ‘permis-
sive hypovolaemia’, exploiting only its advantages.

To guide this treatment, it may be useful to evaluate the amount of fluid present
in the chest via a simple and inexpensive method that can be repeated at short

436 B. Allaria



intervals, namely control of the initial distribution volume of glucose (IDVG).
Glucose administered intravenously is distributed rapidly in the plasma and the
interstices of highly perfused districts such as the thoracic cavity.

With the short method described by Ishihara et al. [27], the procedure is
completed 7 min after the administration of 25 ml of a 20% glucose solution. The
effectiveness of the anti-oedema treatment can be monitored easily by the increase
in IDVG. Moreover, IDVG seems to be closely correlated with thoracic fluid content
(TFC) in thoracic impedance, which expresses the inverse of the basic ohmic
resistance of the chest, thereby rising as extravascular lung water increases [27].
Both IDVG and TFC are parameters that can be obtained non-invasively and they
can be considered useful for monitoring the efficacy of the diuretic strategy that
has been implemented.

The same methods can also be used to verify the efficacy of treatment with b2
agonists that, as we have noted, merit attention and further experimentation in
humans.
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Diabetic ketoacidosis: incidence, biochemical
abnormalities, pathophysiology, and diagnosis

K. HILLMAN

The incidence of diabetes in industrial societies is increasing at an alarming rate,
and the most common cause of mortality in individuals with type I diabetes, under
the age of 40 years, is diabetic ketoacidosis (DKA).

The aetiology is often related to the onset of another acute disease, such as a
severe infection, acute myocardial infarction or stroke [1]. Diabetic ketoacidosis
can also be precipitated by lack of patient compliance with their normal insulin
requirements.

There are many complex biochemical abnormalities in DKA [2, 3]. The primary
problem is hyperglycaemia and ketosis due to a lack of insulin, particularly in the fat
and muscle cells, and often exacerbated by increases in counter-regulatory hormones,
such as cortisol, adrenaline, noradrenaline, and growth hormone. In DKA, liver cells
contribute to hyperglycaemia by gluconeogenesis and glycogenolysis.

Lipolysis results in the formation of free fatty acids (FFAs), which are trans-
formed into beta-hydroxybutyric acid and acetoacetic acid, known collectively as
ketoacids, in the liver.

Hyperglycaemia results in glycosuria, with the excessive glucose in the urine
causing osmotic diuresis [3]. The composition of electrolytes due to osmotic
diuresis is approximately 70 mmol/l, for sodium and potassium, as well as for
smaller concentrations of phosphate, magnesium, and calcium. The average fluid
loss in an episode of DKA is between 5 and 10 l [4].

Initially water moves from the intracellular compartment (ICC) to the extracel-
lular fluid (ECF), so that even though there is urinary loss of sodium, serum sodium
levels actually decrease. This is exacerbated by the patient drinking large quantities
of water to compensate for the fluid loss. As the relatively hypotonic urine losses
continue, serum sodium increases. At the same time, potassium moves out of the
cells and is washed out in the urine along with magnesium and phosphate.

Fluid losses occur from all three body fluid compartments—the ICC, the
interstitial space (ISS), and the intravascular space (IVS) or circulating volume [5].
The most life-threatening of these is, of course, the latter.

Ketoacids produced as a result of DKA dissociate at physiologic pH, leading to
the formation of high levels of hydrogen ions and anions [6]. The resulting acidosis
is often worsened by lactic acidosis caused by hypovolaemia and tissue ischaemia.
As hypovolaemia worsens, renal insufficiency can supervene, making the metabo-
lic acidosis even worse.
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The patient with DKA usually presents with a history of insulin-dependent
diabetes (IDD), sometimes with a history of a precipitating cause, and a history of
thirst, polyuria, polydipsia, and lethargy. Diffuse abdominal pain is present in
about one-quarter of all patients [7].

On presentation to hospital, and depending on the severity of the DKA, the
patient is dehydrated, with varying degrees of shock and Kussmaul’s breathing as
a result of the metabolic acidosis—typically manifesting as large tidal volumes and
air hunger.

On physical examination, it is important to look for possible sites of infection
and suggestions in the patient’s history of possible precipitating causes.

The diagnosis is usually obvious from the history and examination and con-
firmed by a positive finger stick for glucose, together with a positive keto-diastix.
Arterial blood gases; renal function tests; electrolytes; blood and urine ketosis; a
12-lead ECG, cardiac enzymes; and tests to exclude infection, such as white cell
count and differential; microbiological cultures; and chest radiography, need to be
measured in the patient upon admission.

Treatment

The immediate life-threatening aspects of DKA are usually related to hypovolaemia
and complications of the precipitating factors. Lack of insulin and hyperglycaemia
are not, in themselves, life-threatening [8]. Obviously if the patient’s airway is
compromised by, for example, a decreased level of consciousness, then the patient
requires intubation. The adequacy of breathing and oxygenation is not often a
problem in patients with DKA, as they usually have tachypnoea and hypocarbia.
In fact, their oxygen levels are usually supranormal, partly as a result of the patient’s
dehydration and reduced ISS. Hypoxia may occur in elderly, obese and obtunded
patients or as a result of an underlying chronic condition or an acute condition,
such as severe infection, contributing to the DKA presentation.

Fluid replacement

Inadequate circulation is common in DKA and must be rapidly treated. The patient
also has decreased ISS and ICC as a result of water and electrolyte losses. However,
dehydration of these two spaces is not life-threatening and fluids should be re-
placed slowly in order to avoid excessive oedema [5]. Many sources still recom-
mend the use of inflexible fluid replacement regimens, which do not take into
account the variation in the volume lost or response of the individual patient [9].
Just as inflexible fluid replacement recipes are not recommended in hypovolaemic
patients who have suffered severe trauma; it is just as inappropriate to suggest that
each patient has the same degree of fluid loss, shock, and cardiac function.

Initial assessment of the circulation can be determined by simple vital signs,
such as blood pressure, pulse rate, and peripheral perfusion. The most appropriate
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replacement fluid could be, from a physiological perspective, a fluid with a concen-
tration of approximately 70 mmol/l saline (1/2 ‘normal’ saline), as this is what the
patient is actually losing as a result of the glycosuria. While this may address the
issue of correcting the dehydration, it would not result in rapid resuscitation of the
IVS, resulting in uncorrected shock and ischaemia for unacceptable lengths of time
[10]. Rapid correction of shock is a paramount principal in acute medicine, but
especially so in patients with DKA, as they often have compromised underlying
organ function which can be more vulnerable to the effects of prolonged ischaemia.

The most efficient fluid for resuscitating the IVS is a colloid, as more of it is
actually retained in that space [10]. Isotonic saline, often used for fluid replacement
in DKA, is less efficient since only approximately one third is retained in the IVS.
The remainder is distributed to the ISS, which does not require immediate resusci-
tation. Resuscitation of the IVS with isotonic saline inevitably results in oedema
due to excessive ISS expansion. Moreover, the isotonic saline does not address the
issue of ICS dehydration.

Whether a crystalloid or colloid is used, the most important objective is to
rapidly correct any shock and ischaemia. Rapid fluid challenges of 300–500 ml/h
should also be infused until the patient’s circulating volume returns to normal.

Hypovolaemia can be exacerbated when insulin therapy is commenced, as
water moves from the ECF to the ICC. Monitoring of fluid resuscitation can be
achieved with the same simple vital sign measurements that were used to initially
assess the patient. Fine-tuning the circulation with more complex and invasive
techniques, such as measurement of central venous pressure and blood volume,
can be employed at a later stage.

If there is little or no hypovolaemia, fluid losses would be most effectively
replaced by a fluid similar to what the patient is losing; that is, 0.45% saline or
half-normal saline, with other electrolytes added as necessary. If hypovolaemia is
significant, then a physiologically compatible approach would be to rapidly
resuscitate the IVS with colloid and to simultaneously replace losses in the ISS and
ICC with water in the form of 5% dextrose [8]. The amount of dextrose in this fluid
is relatively small and would not contribute significantly to the hyperglycaemia
which, by this stage, would gradually be controlled with insulin. The rate of
replacement is empirical and would vary between 50 ml/h in mild cases of dehydra-
tion and up to 200 ml/h in severe cases. Fluid resuscitation can be ceased once the
patient’s biochemistry is relatively stable and he or she is tolerating oral fluids.

Electrolyte replacement

The amount of sodium in either the colloid or crystalloid used for fluid resuscita-
tion is more than enough to replace the total sodium losses. It must be remembered
that potassium losses are equal to, or greater than sodium losses. The initial
potassium levels are usually within normal limits or even high [4, 7]. As the patient
with DKA becomes more acidotic, potassium, which is mainly an intracellular ion,
moves out of the cells into the ECF in order to maintain electrical neutrality. So,
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while serum levels of potassium may be normal, total body losses are high. This
loss becomes apparent as a result of dilution caused by fluid resuscitation as well
as the shift of potassium back into the ICS when insulin therapy is commenced.
Many of the avoidable deaths associated with DKA are a result of hypokalaemia
[10]. Unless there is renal failure or another cause for hyperkalaemia, such as
rhabdomyolysis, continuous infusion of potassium should be commenced at a rate
between 5 and 3 mmol/h; the average requirement being around 10 mmol/h. As
with fluid replacement, rather than follow inflexible recipes, serum potassium
should be measured on admission and every hour until a trend becomes obvious.
Continuous ECG monitoring is mandatory in all but the most benign cases of DKA.

Phosphate deficiency is also common and phosphate should be replaced as
required to maintain normal levels [9]. Many phosphate mixtures also contain
potassium, so that the potassium infusion may have to be reduced while phosphate
is administered [9].

Like phosphate and potassium, magnesium is an intracellular ion and there are
considerable losses of it during DKA. Therefore, magnesium levels should also be
measured on admission and then regularly, especially during the first 24 h of
treatment, and replaced as necessary.

There was a time when the metabolic acidosis associated with DKA was cor-
rected with bicarbonate. We now understand that if the shock is adequately
corrected and insulin commenced, then, even severe metabolic acidosis will reverse
without any specific treatment. In fact, there are some suggestions that administra-
tion of bicarbonate causes an overshoot, leading to a metabolic alkalosis and
possibly paradoxical intracellular acidosis.

Insulin

Insulin is not immediately life-saving and can, in fact, exacerbate or cause hypo-
volaemia and reduce serum electrolyte levels; thus, its commencement should be
delayed until resuscitation has occurred.

Insulin should always be administered as a continuous intravenous infusion in
all but the most uncomplicated presentations of DKA, as hypovolaemia causes
vasoconstriction in muscular and subcutaneous tissue, resulting in unpredictable
absorption. As well as facilitating glucose to move intracellularly; water, potassium,
magnesium, and phosphate also follow glucose, correcting intracellular defects but
at the same time decreasing ECF levels. Thus, initial boluses of insulin should be
avoided [9]. Hyperglycaemia will be markedly reduced by the dilutional effect of
fluid resuscitation even before any insulin is administered. Glucose should be
slowly and smoothly reduced over 24–48 h, depending on the initial levels of
glucose, and at a rate of less than 4 mmol/h. Even though insulin is adsorbed onto
the plastic of syringes and administration sets, the amount lost in this way is not
clinically relevant. Insulin infusion rates should commence at 1-2 units/h and can
then be adjusted like any other infusion, according to regularly increased end-
points—in this case blood sugar levels.
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General measures

Because of the many investigations that must take place during the treatment of
DKA, an arterial line facilitates multiple blood tests, with less patient discomfort
compared to multiple intravenous collections.

There is an increased risk of intravenous thrombus formation in DKA, leading
to deep venous thrombolysis and other complications. Therapies such as low-dose
heparin and anti-thrombosis stockings should be considered.

Finally, acute episodes of DKA treated in hospitals present an opportunity for
educating the patient about compliance with therapy and related matters.

In summary, intravenous fluid resuscitation should be early and aggressive;
electrolyte replacement should be provided according to regularly measured levels;
bicarbonate should be avoided except in cases of life-threatening (pH ~6.9) or
persistent acidosis; and insulin should be given to produce a slow reduction in
blood sugar.

References

1. Johnson DD, Palumbo PJ, Chu CP (1980) Diabetic ketoacidosis in a community-based
population. Mayo Clin Proc 55:83–88

2. Keller U (1986) Diabetic ketoacidosis: current views on pathogenesis and treatment.
Diabetologia 29:71–77

3. Gennari FJ, Kassirer JP (1974) Osmotic diuresis. N Engl J Med 291:714–720
4. Atchley DW, Leob RF, Richards DW Jr et al (1933) On diabetic acidosis; a detailed study

of the electrolyte balance following the withdrawal and re-establishment of insulin
therapy. J Clin Invest 12:297–326

5. Hillman K (1987) Fluid resuscitation in diabetic emergencies – a reappraisal. Intensive
Care Med 13:4–8

6. Foster DW, McGarry JD (1983) The metabolic derangements and treatment of diabetic
ketoacidosis. Seminars in Medicine of the Beth Israel Hospital, Boston. N Engl J Med
309:159–169

7. Alberti KG, Hockaday TD (1977) Diabetic coma: a reappraisal after five years. Clin
Endocrinol Metab 6:421–455

8. Hillman KM (1983) Resuscitation in diabetic ketoacidosis. Crit Care Med 11:53–54
9. Hillman K (1991) The management of acute diabetic emergencies. Clin Intensive Care

2:154–162
10. Twigley AJ, Hillman KM (1985) The end of the crystalloid era? A new approach to

peri-operative fluid administration. Anaesthesia 40:860–871

Diabetic ketoacidosis: incidence, biochemical abnormalities, pathophysiology, and diagnosis 445



Endogenous metabolic acid–base abnormalities: lactate
and other strong ions

K.J. GUNNERSON, J.A. KELLUM

Some of the most common clinical problems in critically ill and injured patients
are disorders of acid–base equilibrium. Although alkalosis is also common and
severe alkalosis may be life-threatening, acidosis appears to be the most frequently
encountered acid–base abnormality and has a considerably larger differential
diagnosis. Acidosis may occur as a result of increases in arterial partial pressure of
carbon dioxide (pCO2) (respiratory acidosis) or from a variety of organic or
inorganic, fixed acids (metabolic acidosis). There appears to be a difference in
physiological variables and outcomes in patients with either respiratory acidosis
or metabolic acidosis [1, 2], leading some investigators to hypothesise that the cause
of acidosis rather than the acidosis per se drives the association with clinical
outcomes. Although the true cause–effect relationship between acidosis and adverse
clinical outcome remains uncertain, metabolic acidosis remains a powerful marker
of poor prognosis in critically ill patients [3–5].

Common aetiologies of metabolic acidosis include lactic acidosis, hyperchlo-
raemic acidosis, renal failure, and ketones. All types of metabolic acidosis have a
contributing anion responsible for the acidosis. In some case, the single contribut-
ing anion may be obvious, such as a pure lactate acidosis, whereas other complex
disorders may not have a single, identifiable, causative anion, and only the anion
gap (AG) or strong ion gap (SIG) are elevated. Importantly, there is recent evidence
to suggest that clinical outcomes may be influenced by the type of metabolic
acidosis. In other words, the clinical consequences of acidosis may be different
depending on which predominant anion is responsible for the metabolic acidosis.
In the critically ill, metabolic acidosis secondary to lactate and those cases secon-
dary to unknown or unmeasured anions appear to be associated with the highest
mortality [6]. In this review, we focus on these types of metabolic acidosis and
consider how they occur and what their presence might mean. We also review the
clinical methods of detection and identification of metabolic acidosis due to lactate
and other strong anions.

Modern and traditional views of acid–base physiology

It is something of a misnomer to lump a variety of clinical approaches to under-
standing acid–base physiology into a single group and refer to them as ‘traditional.’
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Approaches that can now be classified as ‘traditional’ include those that built on
the work of Henderson and Hasselbalch as well as those proposed by Siggaard-An-
dersen et al. These traditional approaches are able to identify the presence of a
metabolic acidosis and categorise them based on the presence or absence of an AG.
The shortcoming of these approaches lies in the fact that they are only semi-quan-
titative. A change in bicarbonate does not accurately map to the amount of meta-
bolic acidosis in a given blood sample. Although base excess was developed preci-
sely for this reason, and does map to the change in the amount of acidosis, it does
not differentiate between types of metabolic acidosis. Similarly, the AG cannot
easily be adapted to achieve a quantitative understanding. Thus a ‘modern quan-
titative’ or ‘physicochemical’ approach was developed to allow for a quantitative
understanding of the causative ions [7]. The basic principle of the quantitative
approach involves independent variables, such as pCO2, strong ion difference
(SID), and total weak acids (ATOT), and dependent variables, which include pH and
bicarbonate ions [8–11]. Although controversy has existed for many years over
which of these approaches is superior, the results obtained from each of them are
nearly identical [9, 10, 12].

Indeed, modern quantitative acid–base chemistry has its roots in some basic
principles as the traditional approaches. For example, the SID is the resulting net
charge of all the strong ions (primarily Na+, K+, Ca2+, Mg2+, Cl-, and lactate). This
measurable difference is referred to as the ‘apparent’ SID (SIDa), with the under-
standing that not all ions may be accounted for. In healthy humans, this number
is close to + 40 mEq/l [13]. Since the principle of electroneutrality states that there
must be an equal and opposing charge to balance the positive charge, the
+ 40 mEq/l is balanced by an equal negative force comprised of mostly weak acids
(ATOT) and pCO2. The weak acids include plasma proteins (predominately albu-
min), and phosphates, and their total amount must equal the SIDa. The sum of all
the measurable anions contributing to the balancing negative charge is referred to
as the effective SID (SIDe) and is in fact equal to the buffer base. Thus, a change in
SID is equal to a change in buffer base and a change in buffer base is referred to as
base excess (or deficit). In this way, SID and base excess are not only compatible
but are equally quantitative.

The additional advantage of SID comes from using both SIDa and SIDe to
quantify unmeasured ions. Theoretically, SIDa and SIDe should equal each other;
however, they are often different and we refer to this difference as the SIG [14]. A
small amount of unmeasured ions may be present even in health, so that in healthy
humans SIG appears to be less than 2 mEq/l [13]. By convention, SIG is calculated
from SIDa – SIDe so that a positive SIG denotes the presence of unmeasured anions
while a negative SIG denotes unmeasured cations. SIG only measures the differen-
ce, so that both unmeasured anions and cations may be present.

Note that the SIG does not require that ions be ‘strong’; in fact, weak ions may
cause the SIG. This is notable especially since the role of plasma proteins, specifically
albumin, in acid–base balance is curiously neglected in the traditional approaches.
This has led to numerous controversies on the usefulness of the AG [15] and the
classification of metabolic acid–base disorders [16]. Several studies have supported
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the observation that a significant number of abnormal AGs go unrecognised
without correction for the albumin level (which in the critically ill is usually low)
[16–18]. The importance of correcting the AG for albumin is not limited to the adult
population. Quite the contrary, there is a high incidence of hypoalbuminaemia in
paediatric patients who are critically ill, and the effects on the AG measurements are
similar to those in the adult population [19, 20]. When the AG is not corrected in
critically ill paediatric patients, Hatherill and colleagues have demonstrated that
approximately 10 mEq of acid and up to 50% of abnormally elevated AGs are missed
[20].

Strong ion gap metabolic acidosis

The SIG and traditional AG differ in the sense that the traditional AG exists in a broad
‘range’ of normal values whereas the SIG takes into account the effect of a wider
range of ions, including weak acids, and thus should approach zero. Even though
this theoretical value of zero should exist for patients who have no known acid–base
abnormalities, a wide range (0–13 mEq/l) has been reported in the literature [14, 16,
21–23]. In the United States, ranges for SIG in survivors tend to be low and are
predictive of survival in critical illness [17, 24]. However, in England and Australia,
countries that routinely use gelatins for resuscitation, values of SIG as high as
11 mEq/l have been reported in ICU survivors [21], and do not appear to be predictive
of outcome [21, 25]. Gelatins are a class of colloid plasma expanders that are made
up of negatively charged polypeptides (mean molecular mass between 20 000 and
30 000 Daltons) dissolved in a crystalloid solution commonly consisting of 154 mEq
sodium and 120 mEq chloride. These negatively charged polypeptides have been
shown to contribute to both an increased AG [26] and SIG [27], most likely due to
their negative charge and long circulating half-life. Moreover, these high SIG levels
may be seen in the absence of acid–base abnormalities using traditional acid–base
measurements, e.g. pCO2, standard base excess (SBE), pH.

We recently compared quantitative acid–base variables between healthy volun-
teers (control) and ‘stable’ ICU patients [13]. There were significant differences
between these two groups. The control group had a SIDe of 40 mEq/l (± 3.8) and
SIG of 1.4 mEq/l(± 1.8). The ICU patients had a SIDe of 33 mEq/l (± 5.6) and SIG of
5.1 mEq/l (± 2.9). The control group also had a higher albumin level 4.5 g/dl vs
2.6 g/dl in the ICU group. Interestingly, traditional acid–base variables (pH, pCO2,
SBE) were similar between the groups [13]. Controversy still remains, but it appears
that a normal range of SIG in healthy patients is 0–2 mEq/l (± 2 mEq/l) and in stable
ICU patients without renal failure, SIG appears to be slightly higher, at 5 mEq/l
(± 3 mEq/l).

The SIG calculation is somewhat cumbersome to use at the bedside [14] and
attempts have been made to simplify this technique based on normalising the AG
for the serum albumin, phosphate, and lactate concentrations [9, 18, 22, 28]. By
supplementing the corrected anion gap (AGc) in place of the SIG, we found a strong
correlation between the two (r2 = 0.96) [6]. The AGc was calculated as follows:
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[(Na+ + K+) – (Cl- + HCO3
-)] – 2.0 (g albumin/dl) – 0.5 (mg phosphate/dl) – lac-

tate mEq/l [9]. An even simpler formula, (Na+ + K+) – (Cl- + HCO3
-) – 2.5 (g albu-

min/dl) – mmol lactate/l, for the AGc without the use of phosphate can be used and
still retains a strong correlation with SIG (r2 = 0.93) [6, 9]. For international units,
the following conversion can be substituted for albumin and phosphate: 0.2 (g
albumin/l) – 1.5 (mmol phosphate/l).

There is still much debate as to what SIG means in terms of clinical significance
[17, 21, 24, 25]. The association between high SIG and mortality in the critically ill
is not as clear as that of lactate. There have been varying results as to the absolute
values and the significance of all quantitative acid–base variables, especially SIG.
It appears that a pattern is emerging in which studies conducted in different
countries have shown different baseline levels of SIG and have noted differences in
their clinical significance [17, 21, 24, 25, 29]. This may be related to technology used
to measure acid–base variables [30–32] or administration of medications or fluid
(e.g. gelatins) [26, 27] that alter the SIG.

Two recent prospective studies have controlled for the limitations noted above
when evaluating the association between SIG and mortality [24, 29]. The findings
of these two studies are unique in that they are the first reports of SIG in patients
before treatment, i.e. prior to any significant amount of volume resuscitation. In
the first study, Kaplan and Kellum evaluated the relationship of SIG to mortality
in patients with major vascular injury requiring surgery. In this cohort, a SIG of 5
mEq/l was predictive of mortality. Interestingly, SIG outperformed lactate as a
predictor of mortality based on receiver–operator characteristic curves. SIG was
also a stronger predictor of mortality than the injury severity score based on
multivariable regression analysis. Non-survivors had a mean SIG of 10 mEq/l.
These levels of unmeasured anions were generated in the absence of resuscitative
fluids known to contribute to unmeasured anions, such as gelatin-based solutions,
which are not used for resuscitation in the United States. This study supports the
hypothesis that SIG may be a rapidly accumulating biomarker reflecting severity
of injury or illness, similar to other acute-phase responses.

Dondorp et al. evaluated the relationship of SIG to mortality in critically ill
patients diagnosed with severe malaria. Severe Falciparum malaria infection is
frequently associated with metabolic acidosis and hyperlactataemia. The aetiology
of both has been thought to be based on hepatic dysfunction and hypoperfusion.
The authors found that, even in fatal cases of this disease state, the predominant
form of metabolic acidosis was not lactate, but rather unaccounted anions, or SIG.
Mean lactate levels were surprisingly low in survivors (2.7 mEq/l) and nonsurvivors
(4.0 mEq/l) [29]. However, SIG levels were elevated in both groups, 9.7 mEq/l and
15.9 mEq/l, respectively. SIG was also a strong predictor of mortality in this study.

Lactic acidosis

Lactic acidosis is a pathophysiologic state of great concern in critically ill patients,
and there is a wealth of literature reporting the significance of the various aetiolo-
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gies of elevated lactate as it pertains to the critically ill patient [33–35]. During basal
metabolic conditions, arterial lactate levels exist in a range between 0.5 and 1 mEq/l.
Levels may be higher in hypoperfused or hypoxic states. However, critically ill
patients may have conditions other than hypoperfusion that can lead to lactate
elevations, such as increased catecholamine production in sepsis or trauma [36],
or from production by the acutely injured lung [37, 38].

Even though elevated lactate levels can be a sign of underlying pathology, most
patients in the ICU do not have elevated lactate levels. Five recent outcome trials
comparing various approaches in diagnosing acid–base disorders found relatively
low mean lactate levels, Dondrop et al. (survivors) (2.7 mEq/l), Rocktaeschel et al.
(1.88 mEq/l), Durwad et al. (1.0 mEq/l), Cusak et al. (survivors) (2.3 mEq/l), and
Balasubramanyan et al. (3.1 mEq/l) [17, 21, 25, 29, 39]. In a cohort of 851 ICU patients
with a suspected lactic acidosis, and using the highest lactate value if there were
multiple values, the mean lactate level was still only 5.7 mEq/l [6]. Therefore, when
an elevated lactate is present it should not be dismissed without further investiga-
tion as to the underlying aetiology.

Regardless of the aetiology, lactic acidosis has been associated with worse
outcome in critically ill patients. Elevated lactate has been associated with oxygen
debt since the 1930s [40] and with poor outcome since the 1960s [3, 41–43]. Elevated
lactate on presentation [43] and in serial measurements [35, 44] are both associated
with worse outcome. More importantly, the ability to rapidly clear lactate has been
associated with improved mortality [45–47]. Although our understanding of the
metabolism of lactate has greatly improved since these early studies [48], critically
ill patients with elevated lactate levels continue to have worse outcomes than those
who do not [34, 35, 47]. Recent goal-directed strategies incorporating lactate either
as a marker for acuity [49] or as an endpoint for resuscitation [50] have been shown
to improve mortality.

Conclusions

Acid–base disorders in critically ill patients are common. Traditional approaches
used to measure these disorders may actually underestimate their presence. Cur-
rently, the relationship between metabolic acidosis and clinical outcome remains
uncertain, but it appears that a difference in mortality may depend on the varying
contribution of causative anions. Metabolic acidosis secondary to lactate or un-
measured anions (SIG) appear to be significant markers of adverse outcome in the
critically ill.
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Metabolic acidosis

F. SCHIRALDI, G. ESPOSITO, E.G. RUGGIERO

Starting from Arrhenius, in the 1880s, and continuing through Naunyn [1], Van
Slyke, Bronsted and Lowry [2], and Henderson, Hasselbalch, researchers and
clinicians have long been interested in the chemistry of acids and bases, and the
physiological regulation of pH. The original Henderson-Hasselbalch equation
relates pH to the ratio of the concentration of the coniugate anion A- to the
concentration of undissociated acid HA. However, all weak acids in a given solution
can be inserted into Henderson-Hasselbach-type equations to calculate pH. The
reason for this is that, in a solution of several weak acids, all of the acids are in
equilibrium with a single pool of hydrogen ions (isohydric principle). Indeed, the
Henderson-Hasselbalch equation, e.g., for the “‘phosphate pool,”’ can be used to
describe pH, as follows :
pH = pK (phos) + log HPO4

– ;
H2PO4

–

Everyone agrees on the superior buffering function of the phosphate system,
which is characterised by a pK (dissociation constant) near 6.8, theoretically closer
to that of normal blood pH (7.38–7.42), and so potentially useful to counteract acidic
or basic derangements from the normal. Nevertheless, even if the bicarbonate
system has a pK near 6.1 (theoretically disadvantageous), there are several good
reasons as to why evolution has conferred upon the human body a bicarbonate-
based system. In particular, bicarbonate comprises an ‘open system,’ allowing
optimal matching between metabolism and ventilation.
pH = pK (bic) + log HCO3–

PCO2 � 0.03
This is an important strong point, since an understanding of the bicarbonate

system is essential to understanding the metabolic state of a given patient, regard-
less of his or her ventilatory function. In other words, any bicarbonataemia ‘less
than expected’ in any setting implies some degree of metabolic acidosis.

One of the key points of the ‘Great Trans-Atlantic Debate’ [3, 4] is related to some
slightly cumbersome ‘rules of thumbs,’ which are needed to understand the nature
of a patient’s ‘primary’ derangement (metabolic vs respiratory) and the body’s
‘expected’ compensatory response. This pathophysiologic approach is the only one
that provides complete insight into the clinical problems underlying acid–base
derangements, particularly if combined with a precise evaluation of the anion and
osmolal gaps, and, if needed, of the concentrations of urinary electrolytes.

Aiming to simplify the physiological concepts related to metabolic derange-
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ments, Singer and Hastings, in 1948 [5], introduced the concept of ‘buffer base’
(BB), which is the sum of weak acid anions in plasma, including albumin anions
and bicarbonate. Based on their approach, Siggaard-Andersen proposed the term
‘base excess’ (BE), defined as the amount of strong acid (mmol/l) to be added to a
blood sample to reach a pH of 7.40 after equilibration, while maintaining the PCO2

at 40 mmHg (in vitro). Unfortunately while the BE-targeted approach is useful for
a simplistic approach to the problem, it does not offer an understanding of mixed
disorders. Moreover, a clinician’s reliance on the BE approach may be potentially
dangerous for understanding a patient’s metabolic derangements, e.g. in the case
of metabolic alkalosis plus metabolic acidosis, two almost contemporary derange-
ments in which BE may be normal [6, 7].

Based on the principles of physical chemistry (electroneutrality, mass conservation,
dissociation of weak acids, albumin relevance), Stewart introduced, some 30 years ago, a
third ‘road map’ which offered a more complete understanding of the biochemical
derangements—producedbydiseasesand/orclinicians—thatoccur inacid–basedistur-
bances [8–11]. The essentials of the Stewart approach start from the concept of an
‘expanded’ anion gap, which takes into account not only the usual electrolytes, but also
Mg2+, Ca2+, lactate, albumin, and phosphate. Starting from this fully comprehensive
approach, the relative specific responsibility of each term as a cause of suspected
metabolic acidosis can be calculated according to the following three equations.

First, the ‘apparent’ strong ion difference (SIDa), in mEq/l, is determined:
SIDa = [ Na+] + [K+] + [ Mg2+] + [Ca2+] – [Cl–] – [lactate]

This SIDa is ‘‘apparent’’ because it does not consider the role of HCO3
– albumin,

and phosphate in the electrical balance in plasma water. Thus, the next step is to
calculate the ‘effective’ strong ion difference (SIDe) using the rather cumbersome
formula:
SIDe = 1000 � 2.46 × 10–11

� PCO2/10-pH + [Alb] � (0.12 × pH–0.631) + [phos]
� (0.309 � pH – 0.469)

This SIDe formula quantitatively accounts for the contribution of weak acids
and, more interestingly, shows that the difference between the SIDa and SIDe
should be zero, unless there are unmeasured charges to explain this ion gap,
referred to then as the ‘strong ion gap’ (SIG):
SIG = SIDa – SIDe

A positive value for SIG represents unmeasured anions (sulfate, ketoacids,
citrate, pyruvate, acetate, gluconate) that must be included to account for the
measured pH. This could, for example, explain some cases of light metabolic
alkalosis due to hypoalbuminaemia, and is tightly linked to the otherwise puzzling
acidifying effect of large infusions of saline. Indeed, the crystalloid effect from the
Stewart perspective can help to disclose the mystery of dilutional acidosis. Many
reports have pointed out that overzealous saline infusions can cause metabolic
acidosis [12, 13]; this has been best documented during repletion of a deficit in
extracellular fluids, acute normovolaemic haemodilution [14], and cardiopulmo-
nary bypass. The mechanism is obviously not bicarbonate dilution since in this
case the proton donors would also be diluted. The key explanation is that the SID
of saline is zero, because the strong cation concentration [Na +] is exactly the same
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as the strong anion concentration [Cl-]; what is different is the ‘percent’ impact of
the infusion on the respective starting concentrations, which are different. The net
result, if more then 2000 ml of saline have been infused in less than 24 h, is an
infusion-related metabolic acidosis; interestingly, hypertonicity makes solutions
more acidifying, as more water is drained from the intracellular space, which
becomes a participant in contributing to the final equilibrium. So what can be
adopted from Stewart’s cumbersome approach is an appreciation of the relevance
of hypoalbuminaemia, on the one hand, and of the acidifying effect of massive
saline infusions on the other.

Other diagnostic clues

Urinary anion gap

Since the normal concentration ranges of urinary electrolytes are very large, they
should be assessed taking into account the clinical setting and the ongoing thera-
pies. Nevertheless, as the electroneutrality principle must always be respected,
some useful information can be derived from measuring Na+, K+, and Cl– urinary
concentrations. If the patient’s blood gas analysis (BGA) suggests metabolic acidosis
and the anion gap is near-normal, a measurement of urinary NH4

+ excretion could
be critical to define the origin of such metabolic acidosis. Due to the difficulty of
directly evaluating urinary NH4Cl, one can easily determine whether urinary
acidification is functional in a patient as follows : if the urinary Cl– is � Na+ + K+,
it is very likely that urinary acidification is not directly responsible for the hypo-
bicarbonataemia; instead, the cause of the bicarbonate loss should be sought
extrarenally (enteric) [15].

Osmolal gap

One osmol of any substance is the presence of 6.023 � 1023 molecules of that
substance in 1 kg of water. Therefore, osmolality is a function of the number of
particles in a given weight of solvent and is independent of the size, shape, or weight
of a substance. The only important factor is the number of molecules present, which
is inversely proportional to the molecular weight. It should also be noted that the
solutes that are present in the blood or serum are dissolved only in the aqueous
phase. Normally, sodium and glucose determine serum osmolality, which can be
calculated as:
2 � Na (mEq/l) + Gluc (mg/dl)/18 = plasma osmolality (Posm) 285 + 5 mOsm/l

If an intoxicant of low molecular weight is added to serum, it may increase the
measured osmolality, leaving the calculated one unchanged or actually reduced;
this is referred to as the ‘osmolal gap’ (OG):
OG = meas Posm – cCalc Posm = normal value (n.v.) 5 + 2

It can be easily argued that if any intoxicant, responsible for metabolic acidosis
of unknown origin, is present, it will change the meas Posm, leaving unchanged the
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calc Posm and increasing the OG. Interestingly, the lower the molecular weight of
the intoxicant, the larger the OG.

Central venous BGA sample

Arieff, Weil, and many others [16–20] pointed out the paramount importance of a
central venous, or mixed venous BGA in hypoperfused and/or hypoxic/dysoxic pa-
tients. Extensive information can be derived from pH and PCO2 gradients between
arterial BGA samples and central or mixed venous BGA. Admittedly, arterial BGA is a
poor indicator of metabolic derangements, due to the respiratory adjustments of the
primary disturbances. In contrast, it is easily appreciated that whenever tissue meta-
bolism (oxygen consumption [VO2] vs O2 demand) is unsatisfied by poor oxygen
delivery (DO2) or cellular metabolic derangements (toxins, mediators), tissue and
venous metabolic acidosis are very likely. The larger than normal pH or PCO2

gradient, which is linked to the overproduction of venous PCO2 due to tissue
buffering of the produced acids and which arises from the insufficient presentation
of such venous hypercarbia in the lungs, can be used as a valid monitoring tool in
critically ill patients (so-called venous metabolic hypercarbic acidosis).

Lactic acidosis and hyperlactataemia

Another clinical marker of dysoxia, regardless of origin (hypoperfusion, mediators,
toxins, etc.) is lactate monitoring; which has been in use since 1970. Weil demon-
strated a strong correlation between the starting plasma lactate value and mortality
in his medical ICU. Lactic acidosis is an ‘elevated anion gap’ acidosis, which reflects
an evolving disease process. Lactate generated from dysoxia generates acidosis, as
the vast amount of lactate produced results in a strong anion, decreases the SID, and
generates protons. Resolution of lactic acidosis correlates well with survival in a
time-dependent fashion [21]. Moreover, even when an occult hypoperfusion (near-
normal vital signs, but persistent lactic acidosis) is present, reduced or absent lactate
clearance directly correlates to infection risk and to mortality [22].

In order to avoid inappropriate therapy, it is important to differentiate lactic
acidaemia from hyperlactataemia (= normal pH, elevated lactate level, and con-
stant lactate/pyruvate ratio). Regarding the lactate/pyruvate ratio, lactic acid can
be considered as a metabolic ‘dead end,’ as pyruvic acid, its only precursor, is also
the only route of metabolic transformation:
H + PYR + NADH 	 LDH � LACTATE + NAD

When pyruvate is converted to lactate, NADH undergoes oxidation; conversely
when lactate (LDH-catalysed) reverts to pyruvate, there is a reduction of NAD.
Three factors are the key determinants of the reaction: the availability of pyruvate,
the pH, and the redox state of the cell, so that the equilibrium constant (Keq) is:
Keq = LACT × NAD

PYR× NADH× [H]
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And:
LACT = K × PYR × [H].

NADH
As normally the ratio pyruvate/lactate is 1/4, a brisk increase of NAD and

pyruvate are needed to increase lactate, which is strongly favoured by a low
intracellular pH and a high NADH/NAD ratio. In summary, whenever DO2 or O2

metabolism is impaired, there will be more pyruvate, a higher NADH/NAD ratio,
lower pH, less energy, and increased lactate production; moreover if any type of
circulatory shock ensues, there will be less lactate presentation to the liver and the
kidneys, and less lactate extraction [23]. These concepts have been strongly con-
firmed, from a prognostic point of view, by several well-performed studies based
on so-called Early Goal-Directed Therapy [24–26].

Systemic effects of acidosis

Because protein function is sensitive to blood pH, acidosis exerts detrimental
effects on a host of bodily functions. In critically ill patients, the tissue PCO2 may
increase and the intracellular pH decrease while the arterial blood pH remains near
normal. Moreover, the effects of elevated [H+] may also be difficult to separate from
the effects of the accompanying anion: lactate buffered to a pH of 7.4, for example,
still causes a decrease in cardiac contractility in animal models. Nevertheless,
lowering the arterial pH has convincingly been shown to decrease cardiac contrac-
tility, even if the net influence of acidosis on the cardiovascular system is associated
with derangements resulting from concomitant stimulation of the sympathe-
tic–adrenal axis. In contrast, a mild degree of acidosis has been shown to protect
the heart, lung, brain, and liver against hypoxic injury [27, 28].

Immune activation has been intimately linked to the presence of acidosis, and
activation of T-cell protein kinases and acute lung injury are provoked by intra-
vascular acid infusion. These effects stem from acidosis-stimulated expression of
inducible nitric oxide synthase, which is associated with elaboration of pro-inflam-
matory cytokine interleukin (IL)-6 in rat preparations [29, 30] (Table 1).

Table 1. Systemic effects of acidosis. TNF Tumor necrosis factor, GH growth hormone

� Myocardial contractility
Arterial vasodilatation

 Pulmonary resistance

 Work of breathing

 Insulin resistance
� Anaerobic glycolisis
Hyperkalaemia

 protein catabolism, 
 TNF (?)
� Neuronal efficiency

 Peripheral resistance to GH
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Therapeutic troubleshooting

In summary, there is no real diagnostic problem regarding metabolic acidosis,
regardless of the three major approaches (Henderson-Hasselbalch, Singer-Ha-
stings, or Stewart) used to assess metabolic acidosis. At our institution, we are more
confident applying the pathophysiologic approach, which takes into account the
expected physiological compensations, and modified based on information regar-
ding lactate clearance, osmolality, urinary indexes, intravascular filling, etc. In
addition, the pathophysiologic approach facilitates a complete evaluation of the
impact of different bodily systems on acid–base metabolism.

An understanding of the patient’s perfusional state is the cornerstone of the
therapeutic approach, whatever the cause of metabolic acidosis. Of paramount
importance, from this point of view, is the bulk of evidence against the indiscrimi-
nate use of i.v. bicarbonate during low/absent circulatory flow. First, bicarbonate
infusion has been shown to stimulate the production of lactate in animal models
of hypoxic lactic acidosis and haemorrhagic shock. Under such circumstances, the
subsequent massive CO2 production, in the setting of inadequate lung presenta-
tion/elimination, could have a devastating impact on cardiac and cerebral DO2 (due
to a leftward shift of Hb dissociation) and intracellular pH [31, 32]. In general,
whole-animal studies failed to demonstrate any haemodynamic benefit of sodium
bicarbonate over isotonic saline. Thus, the only successful way to correct hypoper-
fusional (lactic) acidoses is to improve circulation/oxygenation [33–35].

In almost every other acidaemic state, alkali therapy may be useful, particularly
in the setting of chronic bicarbonate depletion (renal, enteric) or an acute toxic or
hyperkalaemic state. If a choice must be made, alkalinising substances, other than
bicarbonate, have not proven to be more useful (Table 2).

Table 2. Alkalinising substances and side effects

Substance Name Effects on CO2 Possible side effects

Tris-OH- THAM � � Systemic vascular resistance
amino-methane � Coronary perfusion

NaHCO3 Sodium � Na overload; venous hypercarbia
bicarbonate

Na2CO3 Sodium � Na overload
carbonate

Na2CO3 + Carbicarb =, � Na overload
NaHCO3

NaHCO3 + Tribonate � All of the above
THAM +
Phosphate +
acetate

Dichloroacetate DCA 
 Oxalate production

An alternative approach to rapidly correct an harmfully low pH may, in some
cases, be a hyperventilatory trial, by non-invasive or invasive support. The goal is
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to ‘buy time’ before starting a more strategic approach, i.e. one that is based on
removal of the underlying causes of metabolic acidosis [36].
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Metabolic alkalosis

F. SCHIRALDI, E. MIRANTE, F. PALADINO

It is beyond the objective of this short review to discuss in detail the many different
causes of metabolic alkalosis. Nonetheless, a brief reminder of the pathogenesis
and clinical effects of metabolic alkalosis is useful for the following reasons: (1)
Metabolic alkalosis is the most common clinical acid-base abnormality observed
in hospitalised patients (2) it is sometimes the most sensitive clue indicating a
clinical or iatrogenic disorder, and (3) in intensive care unit (ICU) patients, an
alkalaemic pH may have further detrimental effects, due to its influence on venti-
latory drive and myocardial excitability.

The pathogenesis of metabolic alkalosis is considered under three broad cate-
gories:
1. Volume-depleted, chloride-responsive metabolic alkalosis (due to gastroente-

ric or renal fluid losses)
2. Volume-near-normal/expanded, chloride-unresponsive metabolic alkalosis

(due to hyperaldosteronism, Cushing’s syndrome, or exogenous steroids or
drugs)

3. Post-hypercapnic (due to overzealous correction of chronic hypercapnia)
It is also of interest to note that the apparent bicarbonate space percentage (ABS

%) is strictly correlated to the total body water (TBW), as elegantly demonstrated
by studies carried out in patients before and after dialysis [1]—modelling a situa-
tion that may occur in the ICU setting, where patients undergo continuous fluid
manipulation.

The ‘expected’ bodily response to acute metabolic alkalosis is predictable, but
is usually less efficient than other compensatory mechanisms elicited in other,
‘simple’ acid-base disorders [2, 3].

Indeed, hypoventilation, induced through a chemoreceptor response, requires
several hours to restore steady state, as at its maximum there is an increase of
0.5 mmHg PCO2 for each 1 mEq/l of increased bicarbonate. Most importantly, as a
general rule, a PCO2 60 mmHg is never only due to metabolic alkalosis compen-
sation; thus, in a patient with a history and clinical setting suggestive of metabolic
alkalosis, and, for example, a PCO2 > of 70 mmHg, a superimposed respiratory
acidosis should always be suspected.

The renal handling of bicarbonate usually draws upon a tremendous functional
reserve in normal subjects. Indeed, the kidneys filter over 4500 mEq of bicarbonate
per day, which is normally completely reabsorbed, while roughly 80 mEq of net
acid is excreted. If the total daily amount of bicarbonate is doubled, corresponding
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to a plasma bicarbonate concentration of 48–50 mEq/l, the kidney could still
manage the excretion of excess bicarbonate in order to maintain blood pH near-
normal.

Unfortunately, many of the pathological conditions determining this renal
alkali ‘overload’ are also responsible for ‘paradoxical’ urinary acidification, in
order to preserve intravascular filling as the first priority of the body. If any
uncertainty persists about central venous pressure (CVP) or more invasive hae-
modynamic evaluations, a useful diagnostic approach is to measure urinary secre-
ted fraction of chloride, which is directly proportional to intravascular filling and
renal perfusion. Whenever the fine servomechanisms of the kidney perceive an
underperfusion, fractional chloride reabsorption is maximally elicited, with frac-
tional excretion (FE)(Cl)< 0.7%, or FE(Na)> 1%. If a 24-h urinary collection cannot
be obtained, a ‘spot’ value of urinary chloride ~20 mEq/l can be substituted [4, 5].

Whatever the cause of metabolic alkalosis, there are some common metabolic
effects, which are elicited by the blood pH elevation per se; first, metabolic alkalosis
shifts the oxyhaemoglobin dissociation curve to the left (Bohr effect). This is only
important in acute alkalosis, as it is counteracted within 24 h by a compensatory
increase of 2,3-DPG in red cells, which shifts the Hb curve back toward the right.

A second effect is the increased lactate production, resulting in a tentative
compensation in pH and an increase in the anion gap. The overproduction is due
to stimulation of the enzyme phosphofructokinase (PFK), which catalyses the
rate-limiting step in glycolysis, i.e. the conversion of fructose 6-phosphate to
fructose 1,6-diphosphate. This metabolic adaptive response usually raises the
concentration of lactate in the blood, up to 5 mEq/l [6]. It should be noted that, with
respect to Stewart’s approach to assessing metabolic derangements, more than just
organic acid production contributes to the elevated anion gap frequently seen in
metabolic alkalosis. Titration of serum albumin due to the elevated pH results in a
higher net negative charge of albumin and thus a greater anion gap [7, 8].

The role of the liver in acid-base regulation

As well-recognised among the experts in liver transplantation, multiple studies
have underlined the risk of lactic acidosis during hepatic phases. In contrast, less
is known about the role of the liver in maintaining metabolic alkalosis.

After Henderson and Hasselbalch, the concept became accepted that the con-
stancy of the extracellular CO2 and HCO3

- concentrations was achieved solely by
the equilibrium between ventilatory and renal/metabolic functions. While undoub-
tedly ventilation has a pivotal role in regulating CO2 production to control the CO2

level, the role of the kidney in acid-base balance should be re-evaluated, taking into
account that one important function of the liver is to cooperate in maintaining
bicarbonate [HCO3

-] homeostasis in the body. The complete oxidation of proteins
generates large amounts of HCO3

- and thus a tendency toward alkalosis. The
oxidation of amino acids produces equimolar amounts of the weak acid NH4+ and
of the strong base HCO3. Mammals have developed a pathway to eliminate both
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compounds during urea synthesis (which is an energy-consuming process):
2HCO3

- + 2NH4
+

� Urea + CO2 + 3H2O
In this way, the daily production/excretion of 30 g urea is equivalent to the

disposal of 1000 mmol HCO3
- and 1000 mmol ofNH4+ [9]; the alternative pathway

is direct renal elimination of NH4+, which produces a correspondent return of
HCO3

- to the blood (renal ammoniagenesis). In other words, increases or decreases
of urea cycle flux relative to the rate of protein catabolism will diminish or expand
the bicarbonate pool in the body, respectively. In the past, hyperaldosteronism,
diuretics abuse, and antacid treatment were considered the main causes of meta-
bolic alkalosis in liver dysfunction. Nowadays, a more satisfying explanation is
offered by the concept of systemic pH regulation. By considering the implications
of Eq. 1, it is clear that since the cirrhotic liver is unable to synthesise urea, metabolic
alkalosis results from impaired HCO3 disposal. This alkalosis in turn activates liver
glutaminase to improve the mitochondrial ammonia production. Thus, ultimately,
a near-normal urea level is achieved only in the presence of an alkalaemic pH. If
acidosis develops (sepsis, heart failure, etc.), in a patient with encephalopathy and
cirrhosis, there could be a worsening of hyperammonaemia. Therefore, any meta-
bolic acidosis demands correction in this setting, even if bicarbonate treatment
remains to be confirmed in controlled trials [10].

Metabolic alkalosis and gastric losses

A large volume of gastric fluid may be lost by severe and prolonged vomiting or
excessive nasogastric suction (> 1000 ml/day and > 600 mmol HCl/day). Normal-
ly, the parietal gastric cells produce and secrete protons into the gastric lumen,
thereby acidifying the gastric fluid. The protons are produced by the reaction:
CO2 + H2O � H+ + HCO3

-; the bicarbonate crosses the basolateral cell membrane
and enters the extracellular fluid (ECF), such that the gastric content becomes very
acid (pH = 1–2).

During vomiting or nasogastric drainage, there is a direct loss of HCl, parietal
cells increase the production of protons in the lumen, and the concentration of
HCO3

- increases in the ECF, producing metabolic alkalosis.
The persistence of metabolic alkalosis is due to three main processes:

1. The loss of gastric fluid and electrolytes, which in the early stage are less
important because of urinary spillage of the HCO3

- excess.
2. The loss of Na+ and K+ in the urine to maintain electroneutrality following

HCO3
- spillage. This increases the volume depletion and hypokalaemia.

3. Volume depletion leads to stimulation of aldosterone and of NaHCO3 reab-
sorption in renal tubes, which is accompanied by increased potassium secre-
tion.
Thus, severe hypokalaemia, aldosterone excess and volume depletion maintain

metabolic alkalosis and HCO3
- spillage ceases.

In the urine, the pH may initially be alkaline but then become acidic following
the increased reabsorption of HCO3

- (paradoxical aciduria). This response de-
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pends on the extent of volume depletion of the patient; thus, the first goal of therapy
is the restoration of adequate plasmatic volume, possibly restoring at the same time
the electrolyte pool, which has disappeared [11].

Main systemic effects of metabolic alkalosis

Whatever the pathogenetic mechanisms, several risky consequences can be pro-
voked by metabolic alkalosis per se, with direct effects on the cardiovascular, respi-
ratory, and cerebral systems and secondary effects on body metabolism (Table 1).

Tab. 1 Major effects of metabolic alkalosis

Arterial constriction
Reduction in coronary blood flow
Ventricular life-threatening arrhythmias
Hypoventilation/hypoxaemia
Increased anaerobic glycolysis
Hypokalaemia
Reduced ionised fractions of Ca and Mg
Reduction in cerebral blood flow
Tetany, seizures

Some of these effects are self-limiting, but the increase in arrhythmogenicity in
stressed ICU patients and the tendency toward delirium or seizures in neurological
patients, whose respiratory compensation is likely to be minimal, could be extre-
mely dangerous. Another side effect of metabolic alkalosis, potentially relevant to
the patient outcome, is the increased difficulty in weaning patients from mechani-
cal ventilation, due to the weak inspiratory drive induced by a high liquoral pH [12].

Therapeutic troubleshooting

There are several controversial points regarding the therapeutic strategy of
volume-responsive metabolic alkalosis:
1. How will infused fluids be distributed, immediately and later?
2. How will they impact cardiovascular function?
3. The controversial therapeutic role of acetazolamide.

As stated before, patients affected by contraction alkalosis are said to be
saline-responsive. Moreover, their neurohormonal homeostasis is deranged due to
mechanisms involving renal tubular co-transport [13, 14]. In fact, from a physi-
cal/chemical perspective, any metabolic alkalosis is saline-responsive, provided
sufficient saline (or any zero SID fluid) can be administered. Whatever the prefer-
red form of crystalloid infusion, it must be kept in mind that after 30–90 min only
20% of the infused fluid will remain in the vessels, while most of it will move to the
interstitium. This could become of paramount relevance, for example, in the
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presence of concomitant acute lung injury or hypoalbuminaemia. Indeed, a brisk
increase in the amount of lung water could affect O2 diffusion, while reducing
pulmonary compliance. Another type of problem relates to the electrolyte compo-
sition of the infused fluid. As frequently observed, some types of metabolic alkalosis
are associated with hypokalaemia and/or total body potassium deficit [15]. In such
cases, correcting the deficit with KCl is the first line therapeutic approach. Intere-
stingly, from the Stewart perspective [16, 17], this practice is similar to infusing HCl;
because potassium deficits are predominantly intracellular, so that much of the
infused potassium ends up within cells during correction, while the retained
accompanying anion, Cl-, remains extracellular. This ultimately reduces plasma
and extracellular SID. In fact, if 100 mmol of potassium are to be restored in 6 h,
due to a high risk of life-threatening arrhythmias, and the plasma [K] is to increase
by 3 mmol/l, then 75 mmol will cross into the cells, leaving 75 mmol of chloride in
the extracellular space, unaccompanied by any strong cation. The SID will thus be
lowered by about 5 mEq/l, thereby reducing the metabolic alkalosis.

The correction mechanism may be quite different if colloids are infused. In such
circumstances, the intravascular compartment is replenished, blocking the vicious
circle of underfilling hyperaldosteronism � HCO3 resorption plus hypokalae-
mia � persistence of metabolic alkalosis, which allows the residual dyselectrolytae-
mia to be corrected. Interestingly, whatever the choice of fluids to be infused, it is
mandatory that the electrolyte pattern be re-checked, as any pH correction is
bidirectionally linked to the intra/extracellular shift of potassium and calcium and
magnesium bioavailability (Table 2).

Tab. 2 Electrolytes bioavailability and blood pH

pH [K
+
] [Ca

++
] [Mg

++
]


 � � �

= = = =

� 
 
 


Regarding cardiovascular function, two main aspects should be considered.
Firstly, as described above, the metabolic alkalosis should be related to the apparent
filling of the intravascular and interstitial spaces: the clinical features of dehydra-
tion, oliguria, hypotension, low CVP, dynamic evaluation by echo Doppler, etc.
should guide the speed and total amount of the infusion. The main problem may
be the sometimes unpredictable total cardiovascular compliance of the patient;
from this point of view, applying Eq. 1 may provide a rough estimate of the total
amount of deficit. Then, about half of the calculated deficit should be infused
followed by monitoring the clinical state of the patient, and then reevaluating his
or her condition.

Total water deficit = TBW × 85 – [OSM]P

[OSM]P

The major pitfall of this approach is its inherent limitation in patients with
iso/hypotonic dehydration; in such cases, the clinician should rely on the patient’s
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haemodynamic index, and neurological state, to tailor the infusion strategy [18].
Indeed, some patients may have had fluid and electrolyte losses (renal diseases,
diuretics, gastroenteric losses) that were replaced only by compulsive drinking of
pure water, so that they are still somewhat dehydrated but have some degree of
hypoosmolality.

Even if intravenous fluid administration is tailored to the patient, only dynamic
evaluation of cardiovascular parameters could protect him or her from overenthu-
siastic corrections.

The other relevant aspect is the influence of some electrolyte derangements on
myocardial excitability. As depicted in Tables 1 and 2, there is a close relationship
between the bioavailability of calcium, magnesium, and potassium and blood pH.
As a matter of fact, most of the cardiovascular and neuromuscular effects of
alkalaemia are inter-related to the intra/extracellular potassium ratio, and the
ionised fractions of calcium and magnesium concentrations. Whenever the blood
pH rises, potassium enters the cells (shifting downward the Ke/Ki ratio), and the
ionised fractions of calcium and magnesium drop [19, 20]. The total effect of these
derangements is that in metabolic alkalosis it is very likely to observe a QT
dispersion with some enhancement of the triggered myocardial activity, leading
even to an increased risk of life-threatening ventricular arrhythmias [21, 22].

Indeed, in cases of dangerous ventricular arrhythmias in the setting of any form
of metabolic alkalosis, it might be better to first correct any possible electrolyte
disorder before administering drugs to treat any arrhythmia [23]. Moreover, the
therapeutic safety of almost every antiarrhythmic drug is lowered by a deranged
electrolyte pattern, as can easily be understood by considering the interference of
many drugs with ionic conductances [24, 25] (Fig.1).

Fig. 1. QT dispersion, metabolic alkalosis, and dyselectrolytaemia
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Acetazolamide is a weak diuretic, with marginal effects on urinary bicarbonate
elimination. Its use is limited and someway controversial, as, at the same time, it
stresses the kidney by forcing bicarbonaturia, while the water balance should be
positive and, by definition, opposite to any diuretic effect.

Conclusions

Metabolic alkalosis in the critically ill is mostly found in volume-depleted, slightly
hypoperfused patients, or as a temporary side effect of inappropriately fast weaning
from mechanical ventilation. Far from being a biochemical bedside curiosity,
metabolic alkalosis should be treated using a multifactorial approach. Indeed, there
are potentially life-threatening cardiovascular, neurological, and metabolic effects
resulting from the elevation of blood pH, particularly if the patient has drug-in-
duced dispersion of the QT interval or a low threshold for seizures. Full monitoring
and an integrated diagnostic and therapeutic strategy are always needed in order
to avoid further derangements of the patient’s fluid/electrolyte pattern, with dele-
terious effects on survival.
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Blood-gas monitoring

R.G.G. TERZI

Why monitor blood gases?

Biochemical reactions of intermediary metabolism that respond for energy pro-
duction occur within a narrow margin of temperature and acidity of the internal
milieu. For this reason, temperature and pH of blood and tissues are kept constant.
Normal pH of blood varies from 7.35 to 7.45. Blood pH and its metabolic (bicarbon
ate, buffer base) and respiratory (carbon dioxide) components must be known in
very ill patients. This evaluation must be obtained as soon as possible in the
intensive care unit and, preferably, in the emergency room, because early correc-
tion of the underlying process may enhance outcome.

Normal blood gases and acid–base balance

Aerobic metabolism is accountable for most of the H+ production, approximately
24 000 mM every 24 h. However, around 50–60 mM acid is produced daily as result
of incomplete oxidative metabolism and catabolism. These fixed or non-volatile
acids, as well as sulphuric and phosphoric acids, are excreted by the kidneys. This
renal process is slow but no less important than the respiratory system to maintain
homoeostasis of the internal milieu in healthy functioning organisms.

Carbonic acid, a weak acid, is related to carbon dioxide (CO2), which is con-
stantly produced by aerobic metabolism. Hydrogen ions (H+) can be eliminated in
huge quantities because the lungs act as an open system that can excrete carbon
dioxide produced by the dehydration of carbonic acid.

�

H2CO3 H2O + CO2

Extreme variations of carbon dioxide or plasma bicarbonate are of little phys-
iological impact if pH is kept within the normal range. For this reason, in acid–base
disorders, renal compensation—in order to adjust blood bicarbonate—and respi-
ratory compensation— in order to regulate carbon dioxide—are means to preserve
the pH within normal limits.
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The Henderson–Hasselbalch equation

The correlation among these variables was first suggested by Henderson in 1908,
based on studies of pH determination in body fluids, and by Hasselbalch in 1916, in
what has become the classic Henderson–Hasselbalch equation. The Henderson–
Hasselbalch equation provides a simple relationship among acids and bases:

pH = pK + log

In the buffering system, bicarbonate/carbonic acid relates the respiratory pa-
rameter, PCO2, the non-respiratory parameter, HCO3-, and the overall acidity
parameter, pH.

pH = pK + log

The constant pK is specific for each buffer system. In the case of the buffer
system bicarbonate/carbonic acid, pK is 6.1. In normal conditions, with a plasma
bicarbonate of 24 mEq/l and a PCO2 of 40 mmHg, the pH of blood can be calculated
by the Henderson–Hasselbalch equation:

pH = pK + log

pH = 6.1 + log 20
As log 20 = 1.3
and pK = 6.1

pH = 6.1 + 1.3
pH = 7.4

For the calculation of pH, it is necessary to calculate logarithms. In the example
given above, the logarithm of 20 is 1.3. Logarithms are not familiar for professionals
in biological areas. Siggaard-Andersen, the acid–base master of the Danish
acid–base school, developed the alignment nomogram [1], by which, if two vari-
ables of the equation are known, it is possible to find graphically several other
variables without the need to calculate logarithms. In this nomogram, from the pH
and the PCO2 measured in the blood, it is possible to calculate total CO2 (TCO2),
plasma bicarbonate ([HCO3-]) and base excess of blood (BEb). It may be observed
that for each pair of pH and PCO2, BEb will be variable depending on the haemo-
globin concentration of blood. As a matter of fact, haemoglobin is the second most
important buffer system of the blood (Fig. 1). Observe that in anaemia, given the
limited buffer capacity of haemoglobin, acidaemia results in a more negative BEb.

Today these calculations are performed digitally and are embedded in most
modern commercially available blood-gas analysis equipment.

It can be appreciated in the Henderson–Hasselbalch equation that acidaemia
may result from a reduction of bicarbonate [HCO3-], which characterises a meta-
bolic shift, or by an increase in PCO2, which expresses a respiratory change. On the

BASE
ACID

HCO3
-

(a) PCO2

24
0.03 � 40
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other hand, an increase in pH can be associated with an increase in [HCO3-] or a
fall in blood PCO2.

A similar concept to evaluate deviations from normal acid–base equilibrium
was proposed by Stewart [2]. The Stewart approach was proclaimed a revolutionary
new approach as, to understand the causes of the acid–base disturbances, only
three independent variables have to be analysed: strong ion difference, carbon
dioxide partial pressure in arterial blood (PaCO2) and total weak non-volatile acids
(ATOT). It was stated that ‘many current models for ion movements through
membranes will require modification on the basis of this quantitative analysis’ [2].

These variables have been validated mathematically and they, supposedly,
provide more clinical information than the ‘old’ variables, such as base excess and

Fig. 1. Siggaard-Andersen alignment nomogram. Note that from any pair of pH (measured
with a glass electrode) and PCO2 values (measured with a Severinghaus electrode), it is
possible to determine plasma bicarbonate (HCO3

-), total CO2 (TCO2 = HCO3
- + H2CO3) and

base excess of blood. If the line of Hb = 5 g% is used in this alignment nomogram, it is
possible to determine standard base excess of extracellular fluid
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anion gap. Siggaard-Andersen, however, has shown that the approach is anachro-
nistic and the terminology misleading, confusing anions and cations with acids and
bases [3]. He stressed that traditional methods of analysis are valid and should not
be discarded because the acid–base status of blood and extracellular fluid is
equivalent to the hydrogen ion status, not equivalent to the electrolyte status of the
plasma.

It is possible that advances in mathematics, computer sciences and basic
chemistry may shed light upon old problems. However, at this time, for clinical
purposes, the three relevant acid–base quantities are the arterial pH, the arterial
PCO2, and the extracellular base excess. Determination requires an arterial blood
sample and a modern pH-blood-gas analyser.

Carbon dioxide

Aerobic cell metabolism consumes oxygen and produces carbon dioxide, which is
liberated from the tissues to the blood as gas in physical solution. Under steady-
state conditions, normal adults produce approximately 200 ml of CO2 per minute.
The molecular weight of carbon dioxide is 44, so that 1 mol of CO2 will be equivalent
to 44 g, which will occupy 22.4 l. In this way, 22.4 ml correspond to 1 mM of the gas
weighing 44 mg. As long as 200 ml of CO2 are produced per minute, CO2 production
can be calculated:

200/22.4 = 9 mM/min
or 44 � 9 = 376 mg/min of CO2

This value multiplied by 1 440 (the number of minutes in 24 h) results in 12 960
mM or 570 g of CO2 in 24 h, in steady-state conditions, that is, absolute rest. In
normal conditions of active life, the output of CO2 in 24 h is estimated as 24 000
mM or a little more than 1 000 g of CO2. As soon as carbon dioxide produced by
the tissues enters the bloodstream, a small quantity of CO2 is hydrated to carbonic
acid in plasma.

CO2 + H2O � H2CO3

The equilibrium of this reaction is strongly dislocated to the left, so that the
concentration of the dissolved carbon dioxide in plasma is around 1 000 times
greater than the concentration of carbonic acid. When the blood reaches the
peripheral capillary bed and becomes venous, the CO2 concentration increases and
the above reaction is forced to the right. A very small quantity of carbonic acid
dissociates according to the equation:

H2CO3 H+ + HCO3
-

Hydrogen ions produced by ionisation of the carbonic acid are buffered by the
weak buffer systems of plasma, with a resulting fall in the pH. The bicarbonate ions
are then transported by plasma.

��
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However, most of the produced carbon dioxide inflowing in the bloodstream
moves through the red cell membrane and, once inside the erythrocyte, is transport-
ed in three forms:
1. A minimal fraction continues in physical solution within the red cell.
2. A small fraction of CO2 produced by tissues combines with plasma proteins to

form carbaminic compounds according to the following equation:

R-NH2 + CO2 � R-NH-COO- + H+

The haemoglobin itself reduces, liberating oxygen and becoming capable of
combining with a larger quantity of CO2.

Hb-NH2 + CO2 � Hb-NH-COO- + H+

When a molecule of haemoglobin combines with CO2 it produces a hydrogen
ion that is buffered inside the erythrocytes.

3. Most of the CO2 that enters the erythrocytes is hydrated to form carbonic acid
under the action of the enzyme carbonic anhydrase. The acid dissociates and
produces bicarbonate and hydrogen ions. These ions are readily removed
because haemoglobin buffers most of the hydrogen ions and most of the
bicarbonate diffuses out to the plasma. Electric neutrality across the erythrocyte
membrane is kept by inflow of calcium ions from the plasma, a phenomenon
called ‘chloride shift’ (Fig. 2).

Fig. 2. Carbon dioxide transport in venous blood. A small fraction is transported as dissolved
gas. Most of the CO2 is transported as bicarbonate in plasma
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Bicarbonate

A pure sodium bicarbonate solution with added salts may serve as a model of the
body fluids. In this model, a decrease or increase in bicarbonate concentration
directly reflects the amount of added non-carbonic acid or base, while the bicarbo-
nate concentration is independent of changes in PCO2.

Bicarbonate is the most important buffer in a biological system at constant
PCO2. The plasma total CO2 concentration, also called CO2 content, is only slightly
higher than the bicarbonate concentration.

A pure bicarbonate solution is too simple as a model of blood and extracellular
fluid. Due to non-bicarbonate buffers in blood, especially albumin and haemoglo-
bin, a change in bicarbonate concentration no longer reflects the total amount of
accumulated non-carbonic acid or base (Fig. 3).

This occurs because the bicarbonate concentration is no longer independent of
variations in PCO2. As PCO2 increases, carbonic acid is buffered by non-bicarbonate
buffers and the bicarbonate concentration increases. An elevated bicarbonate con-
centration may therefore erroneously be interpreted as a metabolic alkalosis when
respiratory acidosis is the cause. One approach to solve this problem is to measure
the bicarbonate concentration at a standard PCO2: standard bicarbonate.

Fig. 3. Carbon dioxide when added to blood increases HCO3
- because non-bicarbonate

buffers are able to neutralise protons
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Standard bicarbonate is the bicarbonate concentration of the plasma phase of
whole blood equilibrated at 37oC with a CO2–O2 gas mixture of PCO2 of 40 mmHg
in appropriately designed apparatus with a pH electrode and tonometer, such as
devised by Astrup [4].

CO2 combining power was a previous attempt introduced by Van Slyke and
Cullen [5] to eliminate the respiratory component from the total CO2 content of
plasma measured with the Van Slyke apparatus after the technician had blown
expiratory air into the serum.

Finally, another approach was to use the sum of bicarbonate and non-bicarbonate
buffer anions: buffer base [6].

Base excess of blood

The introduction of the base excess (BE) concept [7] came to define a pure
metabolic parameter, because it corrects variations of bicarbonate induced by
respiratory variations and because it takes into account the non-bicarbonate buffer
component. This involves titration of blood to a partial pressure of carbon dioxide
of 40 mmHg and to a pH of 7.4. Given the technical difficulty in carrying out this
titration in the laboratory, BE was originally determined by a curved nomogram
idealised by Siggaard-Andersen and Engel [8]. This nomogram was built thanks to
the relatively linear relationship between pH and the logarithm of the carbon
dioxide partial pressure in blood. This linear relationship permitted Astrup to
develop the equilibration technique [7] for the determination of blood PCO2. With
the development of the specific electrode by Severinghaus [9], PCO2 was measured
directly, so that the alignment nomogram of Siggaard-Andersen (Fig. 1) published
in 1960 [1] permitted calculation of plasma bicarbonate as well as the base excess
of blood.

Today, the base excess parameter is essential for the correct interpretation and
for the handling of the metabolic deviations found in clinical practice. The modern
blood-gas apparatus reports both the base excess in blood (actual base excess) and
the base excess in the extracellular space (standard base excess).

Base excess of extracellular fluid

Whole-blood base excess remains constant when PCO2 is varied in a blood sample
in vitro. However, when the PCO2 is varied in vivo, by CO2 inhalation or hyper-
ventilation,not only blood, but all extracellular fluid is equilibrated with the new PCO2.

Interstitial fluid is not as well buffered as blood because it has no haemoglobin.
Remember that haemoglobin is the second most important buffering system of
blood. Therefore, when PCO2 increases in interstitial fluid, the pH tends to decrease
more than in blood. Hydrogen ions then tend to diffuse from the interstitial fluid
into the blood where they are buffered in the erythrocytes. As H+ increases in blood,
the BE lowers while the plasma BE rises slightly.
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A blood sample diluted three-fold (1 + 2) with its own plasma may serve as a
model of the extracellular fluid. Base excess of such a model of the extracellular
fluid may be calculated using the Van Slyke equation and it now represents the
most relevant measure of a metabolic acid–base disturbance. Modern pH-blood-
gas analysers calculate the extracellular base excess [3] and present the result with
the same ease as they present the actual bicarbonate concentration.

Metabolic acidosis

Metabolic acidosis is the most frequent deviation of the acid–base balance found
in intensive care practice. The most frequent causes are:
1. Diabetic ketoacidosis
2. Lactic acidosis
3. Renal acidosis.

Independently of the kind of acid that accumulates in blood (lactic, aceto-acetic,
beta-hydroxybutyric, sulphuric, etc.), the important fact is the build-up of protons
(hydrogen ions). For this reason, ions of lactate, acetate, beta-hydroxybutyrate,
among others, can be grouped under the general denomination of anion (A-). In
metabolic acidosis, there is an increase of H+ and A-. Strong acids added to blood
are buffered by the bicarbonate/carbon dioxide system. The reaction of a strong
acid with sodium bicarbonate generates an inert salt of sodium, which will depend
on the type of anion. Carbonic acid is generated as well, which will produce carbon
dioxide and water, which will be eliminated by the lungs and by the kidney.

H+A- + Na+HCO3-
� Na+A- + H+HCO3-

�

H2O + CO2

�

Excess strong acids abnormally produced in the body are neutralised by plasma
bicarbonate. As bicarbonate is consumed in this reaction, the alkali reserve in blood
decreases. The numerator of the Henderson–Hasselbalch equation will be reduced
from a normal of 24 mEq/l to something like, let’s say, 12 mEq/l.

pH = pK + log = pK + log

As pK = 6.1
and log 10 = 1.0

pH = 6.1 + 1.0
pH = 7.1

In metabolic acidosis pH is diminished, as in the example above, to 7.1. How-
ever, the addition of 12 mEq of a strong acid to a litre of a solution without buffering
capacity would produce a pH of 1.92, incompatible with life.

�

12
0.03 � 40

12
1.2
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Treatment of metabolic acidosis

Treatment of diabetic ketoacidosis includes insulin, hydration and treatment of
the immediate precipitating factors. Bicarbonate is not appropriate in patients with
pH over 7.1. In cardiac resuscitation interventions, early defibrillation, adrenaline
and oxygen therapy improve outcome. Bicarbonate is not appropriate and it is
probably deleterious. Bicarbonate has been withdrawn from the recommendations
of the American Heart Association since 1986 [14]. Reversible causes of shock
should be corrected immediately. Remember that hypovolaemia may not be readily
recognised. Improve coronary perfusion with vasoactive drugs. Eradicate eventual
foci of infection. Give volume if central venous oxygen saturation is under 70%.
Intubation and mechanical ventilation are priorities in the patient in shock. Con-
sider hyperventilation, simulating the response of a healthy person to a similar
degree of acidosis (Kussmaul). Hypocapnia with PaCO2 below 25 mmHg is not
recommended because of the risks of cerebral ischaemia. If the pH is below 7.1 and
it is decided to order bicarbonate, initiate a slow infusion of 10–20 mM/h, to sustain
pH above 7.0. In renal insufficiency, institute early dialysis or continuous haemo-
filtration. If the patient exhibits elevated blood potassium above 7 mEq/l, emergen-
cy infusion of sodium bicarbonate (1.0–1.5 mEq/kg) is mandatory to avoid cardiac
arrest. Finally, if metabolic acidosis is due to renal loss of bicarbonate or gastro-
intestinal (GI) fistulae, handling is not controversial and includes infusion of
bicarbonate and electrolytes to correct accumulated and ongoing losses.

Metabolic alkalosis

Metabolic alkalosis is an infrequent clinical situation and occurs essentially in two
situations:
1. Excessive administration of sodium bicarbonate
2. Losses of chloride by upper GI obstruction.

Excessive administration of sodium bicarbonate

This iatrogenic occurrence is due to indiscriminate administration of sodium
bicarbonate, particularly without control of blood gases. The literature reports
disastrous resuscitation manoeuvres due to excessive administration of bicarbon-
ate leading to acute hyperosmolarity (350 mOsm/l), elevated plasma bicarbonate
(over 50 mEq/l) and pH (up to 7.54). The outcome of patients with cardiac arrest is
worse when acidaemia is corrected with sodium bicarbonate rather than with
hyperventilation.

Upper gastrointestinal obstruction

Vomiting and the loss of hydrochloric acid in upper GI obstruction lead to meta-
bolic alkalosis. Physiopathology of this disturbance starts in the parietal cells of the
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stomach. There, under the action of the enzyme carbonic anhydrase (ca), carbonic
acid is formed from water and carbon dioxide, which is further dissociated as
hydrogen and bicarbonate ions.

ca
CO2 + H2O � � H2CO3 � � +

+
Stomach � � Blood

Hydrogen and chloride ions migrate from the parietal cell to the lumen of the
stomach. For each molecule of HCl formed and lost in the stomach, a molecule of
bicarbonate exits from the parietal cell entering the bloodstream. After copious
meals, the postprandial increase in plasma bicarbonate is called ‘alkaline tide’ and
tends to resolve when pancreatic and biliary secretions, known to be alkaline, are
produced in the following step of digestion. In obstruction of the upper GI tract
(tumour of the head of the pancreas or stenosing pyloric ulcer), hydrochloric acid is
lostbypersistentvomitingandwillnotneutralisealkalineGIsecretions,aswellasblood
alkalosis. The hypothetical increase of plasma bicarbonate from 24 to 48 mEq/l
determines the following alterations in the equation of Henderson–Hasselbalch:

pH = pK + log = pK + log 40

As pK = 6.1
and log 40 = 1.6

pH = 6.1 + 1.6
pH = 7.7

Alkalaemia in metabolic alkalosis is associated with an excess blood bicarbo-
nate. As in severe metabolic acidosis, there is a respiratory compensation, now with
alveolar hypoventilation, expressed by carbon dioxide retention, induced by shal-
low and slower breaths. However, respiratory compensation in metabolic alkalosis
is not as intense and dramatic as seen in metabolic acidosis. Hypokalaemia is a
prominent aspect associated with metabolic alkalosis.

Treatment of metabolic alkalosis

Ammonium chloride (NH4Cl) administration corrects metabolic alkalosis. Once
in the bloodstream, NH4Cl is dissociated into ammonia (NH3) and hydrochloric
acid (HCl). The dose of NH4Cl is calculated with the equation of Mellemgaard and
Astrup [10]:

NH4CI (mEq/l ) = Weight (kg) � 0.3 � [BE]

Ammonium chloride, when presented in the concentration of 5.3%, holds 1 mEq
NH4Cl per ml solution. It should be stressed that before any surgical intervention
aiming to correct the upper GI obstruction, metabolic alkalosis must be corrected
as well as the associated hypokalaemia.

H+

Cl-
HCO3-

Na+

48
1.2
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Respiratory acidosis

Respiratory acidosis occurs whenever respiratory insufficiency determines alveo-
lar hypoventilation and carbon dioxide retention. There is a substantial difference
between the acute and chronic respiratory insufficiency in blood-gas analysis.

Acute respiratory insufficiency

Acute respiratory insufficiency occurs in normal individuals who, for some reason,
develop alveolar hypoventilation, such as:
1. Extrapulmonary factors such as dysfunction of the central nervous system

caused by traumatic brain injury, cerebral vascular accident and cardiac arrest,
as well as dysfunction of the respiratory centre by drugs, such as in attempted
suicide or action of strong sedatives in very sick, elderly or sensitive patients

2. Peripheral nervous system diseases, such as polyneuritis, Guillain–Barré syn-
drome

3. Myasthenia gravis
4. Myopathies
5. Loss of the integrity of the respiratory bellows, as occurs in expressive thoracic

trauma, haemothorax, pneumothorax or hydrothorax
6. Mechanical dysfunction of the lungs (reduced pulmonary compliance, increa-

sed airway resistance or foreign bodies, tongue falling backwards obstructing
the oropharynx in an unconscious patient or glottis oedema.
The list of the causes of acute respiratory insufficiency is extensive. In all of these

cases, the result is foreseeable: carbon dioxide retention by alveolar hypoventilation.
Increased carbon dioxide will affect the denominator of the Henderson–Hasselbalch
equation. There is a direct linear relationship between PCO2 and carbonic acid
(H2CO3).

If the partial pressure of carbon dioxide in the arterial blood increases from 40
to 80 mmHg, the pH calculated by the Henderson–Hasselbalch equation would be:

pH = pK + log = pK + log

As (a) = 0.03

pH = pK + log

pH = pK + log
As pK = 6.1
and log 10 = 1.0

pH = pK + log 10
pH = 6.1 + 1.0
pH = 7.1

HCO3
-

H2CO3

HCO3
-

(a) � PCO2

HCO3
-

0.03 � 80

24
2.4

Blood-gas monitoring 481



Treatment of acute respiratory insufficiency

The treatments consist in the immediate opening of the airways and installing
mechanical ventilation. With this, the partial pressure of carbon dioxide in the
arterial blood returns to a normal value of 40 mmHg and pH comes back to
normality. It should be emphasised that mechanical ventilation should be insti-
tuted immediately; otherwise serious hypoxaemia may result in irreversible central
nervous system damage.

Chronic respiratory insufficiency

This situation is found in patients with chronic obstructive pulmonary disease,
when the reduced alveolar–capillary interface impairs gas exchange leading to
hypoxaemia and, at later stages, to hypercarbia. As in acute respiratory insufficien-
cy, the denominator of the Henderson–Hasselbalch equation is increased. How-
ever, as the chronic disease develops insidiously and progressively, a compensation
mechanism leads to renal retention of bicarbonate, resulting in increased plasma
bicarbonate. In this way, the effect of the increased carbon dioxide on blood pH is
attenuated by the action of bicarbonate. Assuming a plasma bicarbonate increase
from 24 to 36 mEq/l, in the Henderson–Hasselbalch equation the final pH will be
7.29 instead of 7.1. We must remember that the intermediate reactions of metabo-
lism occur within a narrow band of acidity (pH = 7.4 ± 0.05) and not by isolated
parameters such as carbon dioxide partial pressure or plasma bicarbonate.

pH = pK + log

pH = pK + log

pH = pK + log 15

As pK = 6.1
and log 15 = 1.19

pH = 6.1 + 1.19
pH = 7.29

In chronic respiratory insufficiency there is also a biochemical adaptation
(increase in haemoglobin) to acclimatise the patient to significant levels of hypox-
aemia.

Treatment of chronic respiratory insufficiency

Whenever possible, submitting patients with chronic respiratory insufficiency to
mechanical ventilation must be avoided, since it is extremely difficult to wean them
from the respirator. Palliative measures, such as oxygen therapy in reduced con-
centrations (FiO2 26–28%), expectorants, bronchodilators, respiratory physiother-

24
(a) � PCO2

36
0.03 � 80
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apy and inhalations should be aggressively employed. The pH of chronic respira-
tory acidosis is limited due to the compensatory metabolic alkalosis. The increased
plasma bicarbonate and the positive base excess should not be corrected, given the
risk of clinical worsening due to acute, intense acidaemia.

Respiratory alkalosis

Respiratory alkalosis occurs in two circumstances:
1. Mechanical hyperventilation
2. Hysterical hyperventilation.

In both circumstances, there is a reduction of the carbon dioxide partial
pressure within the alveolus and, consequently, in the arterial blood. For example,
if alveolar hyperventilation determines an arterial PCO2 of 20 mmHg (hypocapnia
or hypocarbia), the Henderson–Hasselbalch equation calculates an alkaline pH.

pH = pK + log

pH = pK + log

pH = pK + log

pH = pK + log 40
As pK = 6.1
and log 40 = 1.6

pH = 6.1 + 1.6
pH = 7.7

One aspect that has been emphasised with respiratory alkalosis caused by
mechanical hyperventilation is the possibility of the occurrence of hypokalaemia
and potentially fatal ventricular arrhythmia. Although this eventuality is real, it is
not observed in clinical practice. Intensive-care patients, when under controlled
mechanical ventilation, are deliberately maintained in hypocapnia with the objec-
tive of avoiding spontaneous breathing that could interfere with the respirator.
Arterial carbon dioxide partial pressures around 30–35 mmHg are perfectly accept-
able in patients under mechanical ventilation. In neurological patients, to reduce
brain oedema and intracranial pressure, a PCO2 between 25 and 28 mmHg does not
result in cardiac arrhythmia. Anyway, in those patients with chronic respiratory
insufficiency and hypercarbia in need of mechanical ventilation, it is recommended
that mechanical ventilation be initiated slowly and progressively. Theoretically,
aggressive hyperventilation could lead to hypokalaemia with unforeseeable out-
comes.

HCO3
-

(a) � PCO2

24
0.03 � 20

24
0.6
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Emotional hyperventilation generally occurs in objectively anxious, young
patients with facial blush who complain of a pricking sensation in the perioral
region and at the finger tips.

Treatment of respiratory alkalosis

When hyperventilation is induced by excessive mechanical ventilation, adjust the
minute volume, unless hyperventilation is necessary, such as in cases of intra-
cranial hypertension.

When hyperventilation is hysterical, in general, a reassuring attitude is suffi-
cient to correct this psychosomatic respiratory alkalosis.

Bicarbonate infusion

For more than 30 years, sodium bicarbonate had been employed routinely for the
correction of metabolic acidosis, when the pioneering studies of Mattar et al. in
1974 [11] showed that the administration of large quantities of bicarbonate (mean
180 mEq) to resuscitated patients in cardiac arrest exhibited hypernatraemia,
hyperosmolarity, increased lactic acidosis and 100% mortality. More recently, the
use of bicarbonate has been questioned in the treatment of metabolic acidosis, not
only in cases of anaerobiosis, but also diabetic ketoacidosis. Patients with lactic
acidosis by anaerobiosis may have aggravated the oxygen delivery to tissues be-
cause the correction of acidosis with bicarbonate displaces the dissociation curve
of the haemoglobin to the left. Finally, to neutralise fixed acid with bicarbonate,
carbon dioxide is liberated, which cannot be removed in low flow states, thus
aggravating the intracellular respiratory acidosis.

NaHCO3 + HLac = H2O + CO2 + NaLac

The increased blood PCO2 after administration of bicarbonate is translated into
a fall in the intracellular pH (pHi,), because CO2 crosses the cellular membrane
more quickly than the bicarbonate ion. Experimental studies have shown a fall in
pHi in liver and muscle of animals, after administration of bicarbonate [12]. In an
animal model of lactic acidosis, mortality of the group treated with bicarbonate
(89–100%) was higher compared to those treated with saline solution. Animals
treated with dichloroacetate had a mortality of 22–33% [13]. The present recom-
mendation of the American Heart Association is not to use bicarbonate in cardio-
pulmonary resuscitation unless the patient had metabolic acidosis prior to cardiac
arrest, has hyperkalaemia or is intoxicated with tricyclic or barbituric agents [14].
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Electrolyte changes associated with acid–base imbalances

Electrolytes and residual anions

Every time strong acids invade the bloodstream, bicarbonate is consumed in order
to buffer these acids. In this way, calculated residual anions increase due to
bicarbonate reduction (Table 1). In this case we call it residual anion acidosis
(usually when greater than 12, but certainly when above 20 mEq/l).

Non-residual anion (non-anion gap) acidosis occurs with loss of bicarbonate,
by external infusion of acids or by hyperchloraemia.

Table 1. Anions and cations in the blood (mEq/l)

Anions Cations

Proteins 15 Calcium 5
Organic acids 5 Magnesium 1.5
Phosphates 2 Potassium 4.5
Bicarbonate 24 Sodium 140
Sulphates 1
Chloride 104
Total 151 Total 151

Anions Cations
Cl- + HCO3

- = 128 Na+ = 140
Residual anions (anion gap) = 140 – 128 = 12

Increased residual anions (anion gap) acidosis

In metabolic acidosis, with an increase in organic acids, such as lactic and beta-
hydroxybutyric acids, or an increase in unexcreted acids due to renal insufficiency,
there will be an increase in residual anions. It is possible to calculate the residual
anions (anion gap). They represent the difference between the measured cations
(mainly sodium) and the measured anions (mainly bicarbonate and chloride).

Residual anions = Na+ – (HCO3- + Cl-)

In normal individuals:

Residual anions = 140 – (24 + 104) = 12 mEq/l

Addition of organic acids to blood is expressed by residual anion values above
16 mEq/l. Situations that can lead to an increase in residual anions are diabetic
acidosis, lactic acidosis and renal insufficiency (Table 2).

Table 2. Causes of acidosis with anion gap

Diabetic ketoacidosis Methanol intoxication
Lactic acidosis AAS intoxication
Renal acidosis Paraldehyde intoxication
Uraemia Glycol intoxication
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Non-residual anions hyperchloraemic metabolic acidosis

Metabolic acidosis associated with normal values of residual anions means that the
reduction of bicarbonate is necessarily associated with an increase in chloride ions.
Hyperchloraemic metabolic acidosis occurs both by excessive chloride gain and by
excessive loss of bicarbonate.

Hyperchloraemia may occur with chloride administration such as HCl or
ammonium chloride, as well as administration of large quantities of saline solution
(Na+ = 154 mEq/l and Cl- = 154 mEq/l) that can promote hyperchloraemic acidosis.

Patients with ureterosigmoidostomy frequently develop hyperchloraemic,
hypokalaemic metabolic acidosis. Hyperchloraemic metabolic acidosis develops
as a result of sodium secretion (in exchange for hydrogen) and bicarbonate (in
exchange for chloride), as well as reabsorption of ammonia, ammonium, hydrogen
ions and chloride when these segments are exposed to urine. The mechanism that
appears to be most responsible for hyperchloraemic metabolic acidosis is excess
absorption of chloride and ammonia, which maintains a chronic endogenous acid
load. Hypokalaemia and total body depletion of potassium may occur in patients
with urinary intestinal diversion. Potassium depletion is probably the result of
renal potassium wasting as a consequence of renal damage, osmotic diuresis, and
gut loss through intestinal secretion. The patient loses large quantities of potassium
because, contrary to chloride, sodium and urea, the potassium ion is not reab-
sorbed by the intestinal mucosa. Furthermore, the patient with ureterosigmoido-
stomy frequently presents diarrhoea that can result in additional large losses of
potassium.

Gastrointestinal alkali losses occur with fluid loss below the pylorus. Diarrhoea,
and loss of biliary or pancreatic secretions can result in hyperchloraemic metabolic
acidosis (by fistula, GI suction or vomits in the presence of intestinal obstruction).
The loss of bicarbonate by the GI system is compensated by renal retention of
chloride, which determines a normal value of residual anions (Table 3).

Table 3. Causes of acidosis without anion gap

GI loss of HCO3
- Infusion of NH4Cl

Diamox Hyperchloraemia (large saline infusions)
Tubular renal acidosis Ureterosigmoidostomy

Alterations of potassium

Hypokalaemia is a prominent aspect that accompanies metabolic alkalosis. The
cause of hypokalaemia has been attributed to two main mechanisms:
1. Changes across the cellular membrane. Although the cellular membrane is

permeable to water and to electrolytes, the Na+ and K+ ions inside and outside
of the cell have different concentrations. This occurs because the ‘sodium
pump’ actively transports these ions across the cell membrane. The cellular
membrane is permeable to hydrogen ions. In metabolic alkalosis the H+ is
reduced in blood and in extracellular fluid, so that H+ migrates to the interstitial
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space out of the cell. In order to maintain the electric balance across the cell
membrane, potassium ions migrate from the interstitial space to within the cell,
leading to a fall in extracellular potassium and, consequently, to hypokalaemia.

2. Changes in the distal convoluted tubule of the kidney. Under the effect of
aldosterone, there is sodium reabsorption in the renal distal convoluted tubule.
The reabsorption of sodium is almost complete, particularly in states of hypo-
natraemia. Each ion of reabsorbed sodium is exchanged by one ion of potassium
or one ion of hydrogen.
The preferential elimination of potassium or of hydrogen depends on the

acid–base balance and on the availability of these ions in the extracellular space. In
cases of alkalosis, where the excess bicarbonate generates lack of H+ in the extra-
cellular space, the sodium ion is preferentially exchanged for the potassium ion,
which is lost in the urine, leading to hypokalaemia. A reduced elimination of
hydrogen ions reduces the acidity of the urine and in advanced cases may lead to
alkaluria. In states of acidosis, the inverse mechanisms in the equilibrium between
potassium and hydrogen lead to hyperkalaemia.

Clinical implications

As states of severe hypo- or hyperkalaemia may result in important clinical mani-
festations (central nervous system, arrhythmias), it is imperative not to neglect the
potassium metabolism when handling acid–base deviations. It is important to
remember that, independently of the cause, all states of acidosis are associated with
hyperkalaemia and all states of alkalosis are associated with hypokalaemia.

Quick interpretation of arterial blood gases

First step

If the values of the parameters shown in Table 4 are within the minimum and
maximum values, the blood gases are considered normal.

Table 4. Normal parameters of the arterial blood gases

Variable Normal value Minimum Maximum

Blood acidity pH (units) 7.4 7.35 7.45
Oxygenation PaO2 (mmHg) 90 80 100
Ventilation PaCO2 (mmHg) 40 35 45
Metabolism HCO3 (mM/l) 24 22 26
Base excess BE (mM/l) 0 –5 +5
Oxygenation SaO2 (%) 97 94 100
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Second step

Verify the pH. If it is below 7.35, the blood is acidaemic. If it is above 7.45, the blood
is alcalaemic.

Third step

If the pH is abnormal, identify whether the process is primarily metabolic or
primarily respiratory. Verify PaCO2. If it is outside the limits of normality, it will
indicate a respiratory cause. If PaCO2 is within the normal range, verify the plasma
bicarbonate (HCO3-) and base excess. These parameters will be altered in primarily
metabolic disturbances.
1. If the pH is low (acidaemia): PaCO2 will be elevated (defining a respiratory

acidosis) or the bicarbonate will be low and base excess will be negative
(defining a metabolic acidosis).

2. If the pH is high (alcalaemia): PaCO2 will be low (defining a respiratory alcalo-
sis) or the bicarbonate and base excess will be high (defining a metabolic
alcalosis).

Fourth step

Respiratory acidosis (increase in PaCO2) may result from acute or chronic respi-
ratory insufficiency. When acute, it is called uncompensated. When chronic, it is
called compensated, because after months or years of renal compensation there is
retention and increase in plasma bicarbonate with increased base excess in blood.
Variations of pH of the blood are attenuated and are much less intense than in
uncompensated respiratory acidosis. To differentiate respiratory acidosis, follow
this procedure: calculate the variation of the PaCO2 regarding the normal as 40
mmHg.

Take the following example. Blood-gas analysis reveals a PaCO2 of 50 mmHg.
The variation will have been 10 mmHg. In acute respiratory acidosis, pH will vary
by 0.08 unit for each 10 mmHg of variation in PaCO2. Therefore, the pH will be 7.32.
In chronic respiratory acidosis, for each 10 mmHg of PaCO2 variation, the pH
variation will be only 0.03 mmHg. Therefore, the expected pH will be 7.37. This
occurs because of the above-mentioned renal compensation. Verify and confirm
the eventual compensation, identifying in the arterial blood-gas analysis the elevat-
ed levels of bicarbonate and the increased base excess.

Non-invasive evaluation of blood gases

Pulse oximetry

Pulse oximetry (Table 5 (1)) displays in real time the arterial blood oxygen satura-
tion (SpO2). It may not be exactly the oxygen saturation that relates the arterial
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oxygen content to the oxygen capacity, as originally described one century ago.
However, is very close to haemo-oximetry measured by the light absorption of
several light beams of different wave lengths traversing a blood sample. SpO2 has
become the fifth vital sign in the clinical arena, joining temperature, pulse, blood
pressure and respiratory rate. As a matter of fact, it is easier to monitor a critically
ill patient with SpO2, a continuous variable, than with intermittent collections of
blood for arterial PO2. However, we must keep in mind that there are several
limitations when we use SpO2 instead of PaO2. First, it will not detect cases of
hyperoxia because after SpO2 reaches 100%, arterial PO2 may be somewhere
between 200 and 600 mmHg. Oxygen intoxication may occur without perception,
with potential harmful effects, particularly in neonates. Furthermore, pulse oxi-
metry operates with only two wave lengths, is unable to identify carboxyhaemo-
globin and cannot read saturations below 60 or in patients in shock. Despite these
limitations, pulse oximetry is very helpful in patients with respiratory insufficien-
cy and under mechanical ventilation. It may help expeditiously to adjust the
mechanical ventilator during weaning and without the need for repeated arterial
puncture.

Table 5. Invasive and non-invasive or minimally invasive variables for blood-gas monitoring

Variable Arterial Surrogate Central venous

blood blood

Blood acidity pH (units)_ 7.4 (3) 7.35
Oxygenation PaO2 (mmHg) 90
Metabolism HCO3 (mM/l) 24 (4) 26
Base excess BE (mM/l) Zero (5) 0
Oxygenation SaO2 (%) 97 (1) SpO2 = 97 (6) Sat 70%
Ventilation PaCO2 (mmHg) 40 (2) PetCO2 = 35 (7) PvCO2 = 46

Capnography

The measurement of CO2 in the expired air directly indicates changes in the
elimination of CO2 from the lungs (Table 5 (2)). Indirectly, it indicates changes in
the production of CO2 at the tissue level and in the delivery of CO2 to the lungs by
the circulatory system. Therefore, capnography constitutes an important non-
invasive technique that can monitor CO2 production, pulmonary perfusion and
alveolar ventilation, as well as respiratory patterns. The CO2 concentration reaches
a maximum at the end of exhalation. This maximum concentration is called
end-tidal carbon dioxide concentration or tension, depending on whether it is
expressed in fractional concentration (FetCO2) or mmHg (PetCO2). End-tidal
carbon dioxide reflects CO2 concentration of alveoli emptying last. The normal
value of end-tidal CO2 is around 5% or 35–37 mmHg. The gradient between the
blood CO2 (PaCO2) and exhaled CO2 (PetCO2) is usually 5–6 mmHg. PetCO2 can
be used to estimate PaCO2 in patients with essentially normal lungs.

In patients with lung disease, the end-tidal CO2 pressure (PetCO2) can differ
from PaCO2 because of ventilation–perfusion (VA/Q) mismatching, and changes
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in PetCO2 may be seen with corresponding increase, decrease, or no change in
PaCO2, depending on what happens to VA/Q mismatching. A large experimental
pulmonary embolus immediately decreased VCO2 per breath almost entirely due
to an increase in alveolar dead space. Alveolar dead space can be estimated by a
variable described by Rodger et al. [15]: the steady-state end-tidal alveolar dead
space fraction = (PaCO2 – PetCO2)/PaCO2.

Central venous blood

Normally, central venous blood is slightly more acid than arterial blood (Table 5
(3)). This is because venous CO2 is around 46 mmHg (Table 5 (7)) instead of 40
mmHg as in arterial blood. It is true that bicarbonate will be increased as well,
because, as previously seen, bicarbonate is transported in venous blood as HCO3-

through the chloride-shift mechanism (Table 5 (4)). However, the increased bicar-
bonate is insufficient to maintain pH at 7.40. Normal individuals keep the arterial-
to-venous differences within narrow limits. The venous-to-arterial gradient of
PCO2 varies from 5 to 10 mmHg. Delta-pH will be around 0.05 and the bicarbonate
difference will be around 2 mM/l. No difference is expected between the arterial
and the venous blood (Table 5 (5)). Increased differences of these variables will be
markers of low perfusion states. The oxygen saturation of central venous blood
(Table 5 (6)) is closely related to cardiac output, and it has been pointed out that
central venous oxygen saturation below 70% should be corrected without delay in
early septic shock.

In conclusion, in the clinical setting, non-invasive blood-gas monitoring has
been preferred over arterial punctures. Technology has provided ways to measure
both arterial haemoglobin saturation (SpO2) and end-tidal carbon dioxide (Pet-
CO2). With the availability of non-invasive blood-gas monitoring, patient care and
comfort are improved. Overall, non-invasive monitoring can aid in the diagnosis
of some pulmonary diseases and monitor patients’ progress.
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INFECTIONS, SEPSIS, MODS



Epidemiology of infections in the PICU

I. SALVO, F. IZZO, A. WOLFLER

Sepsis is a common cause of admission to the intensive care unit [1]. Although
morbidity and mortality are significantly lower in paediatric patients than in adults,
sepsis is a leading cause of death and disability among newborns and children [2].
A paediatric expert panel of the International Sepsis Forum (ISF) has recently
reached a consensus on the definition of sepsis and the clinical approach to
sepsis-related diagnoses in children [3]. The benefits of spending resources on
sepsis, especially in children, are not in doubt and may improve outcome and
quality of care [1].

In Italy, only data concerning diagnosis and mortality rates of patients in
paediatric intensive care units (PICUs) have been published [4]. Currently, no data
on sepsis-related diagnosis in Italian PICUs are available.

In this chapter, we present a prospective, observational, multicentre study
(SISPE, Società Italiana Sepsi Pediatrica) in which a network comprising 26 Italian
PICUs was developed. We describe the paediatric population treated in our PICUs
and provide information on sepsis-related diagnoses. The data are preliminary and
concern results obtained during the first 5 months of the study.

Methods

All of the Italian PICUs (n = 22) and most of the mixed adult/paediatric intensive
care units that treat children continuously (n = 4), for a total of 26 units, were
contacted and all accepted to participate in the study.

Seven units were subsequently excluded due to lack or incomplete data. Data
were thus obtained from 19 units: 15 PICUs and four mixed adult/paediatric units.
The characteristics of all the participating units are described in Table 1.

The study was conducted during 1 year, from March 1, 2004 to February 28,
2005, in all paediatric patients, from newborns (included premature babies up to
32 weeks gestational age and weight � 1500 g) to children up to 16 years of age.

The data-collection form consisted of two parts. The first part was for all
children admitted to the ICU, and recorded the following data: date of birth, gender,
date of admission in ICU, diagnosis on admission, type of admission (medical,
election or emergency surgery, trauma), immunocompetence, gravity score at
admission (paediatric index of mortality, PIM2) (Table 2), date of discharge,
diagnosis on discharge, outcome (survival/death). The second part of the form was
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Table 1. Characteristics of the participating centres

Number Newborns Medical Surgical

of beds General Cardiac Neurosurgery

1 10 x x x x
2 6 x x x x
3 6 x x x
4 4 x x
5 4 x x x
6 2 x x x
7 2 x x
8 6 x x x x x
9 3 x x
10 10 x x x x x
11 6 x x x
12 5 x x x x
13 9 x x
14 6 x x x
15 6 x x x
16 12 x x
17 8 x x
18 4 x x
19 2 x x

Table 2. Paediatric index of mortality (PIM2) score

1. Systolic blood pressure, mmHg (unknown = 120)
2. Pupillary reactions to bright light (3 mm and both fixed = 1, other or unknown = 0)
3. PaO2, mmHg (unknown = 0); FIO2 at the time of PaO2 if oxygen via ETT

or headbox (unknown = 0)
4. Base excess in arterial or capillary blood, mmol/l (unknown = 0)
5. Mechanical ventilation at any time during the first hour in ICU (no = 0, yes = 1)
6. Elective admission to ICU (no = 0, yes = 1)
7. Recovery from surgery or a procedure is the main reason for ICU admission

(no = 0, yes = 1)
8. Admitted following cardiac bypass (no = 0, yes = 1)
9. High-risk diagnosis. Record the number in brackets. If in doubt, enter 0.

[0] None
[1] Cardiac arrest preceding ICU admission
[2] Severe combined immune deficiency
[3] Leukaemia or lymphoma after first induction
[4] Spontaneous cerebral haemmorhage
[5] Cardiomyopathy or myocarditis
[6] Hypoplastic left-heart syndrome
[7] HIV infection
[8] Liver failure is the main reason for ICU admission
[9] Neurodegenerative disorder

10. Low-risk diagnosis. Record the number in brackets. If in doubt, enter 0.
[0] None
[1] Asthma is the main reason for ICU admission
[2] Bronchiolitis is the main reason for ICU admission
[3] Croup is the main reason for ICU admission
[4] Obstructive sleep apnoea is the main reason for ICU admission
[5] Diabetic ketoacidosis is the main reason for ICU admission
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completed only for patients who were admitted for sepsis or who developed sepsis
during their stay in the ICU. It recorded:
• Sepsis-related diagnosis (sepsis, severe sepsis and septic shock) and multiple

organ dysfunction (MODS), as defined according to the criteria published by
Proulx et al. in 1996 [5] (Tables 3, 4)

• Nature of infection (certain/presumed): a ‘certain diagnosis’ needed to be suppor-
ted by documented infection upon cultural examination, while ‘presumed diagno-
sis’ meant the presence of clinical, biochemical, or radiological signs of infection.

• Site of infection and aetiology of infection, if well-known
• Blood exams,specifyingvaluesatadmission,discharge,andworstvaluesforparame-

ters such as WBC, platelets, PCR, temperature, PT, PTT, ATIII, protein C activity
• Enrolment date and evolution of infection and of sepsis-related diagnosis
• Antibiotic therapy and rationale of the therapy (prophylactic, empirical, or guided)

A Microsoft Access database was created and provided together with a detailed
instruction manual to all ICUs. Use of the database was discussed in a meeting
before the start of the study and involving all ICUs chiefs. A preliminary test-patient
allowed the reliability of the collected data and the correct functioning of the system
to be verified. Collected data were sent to the coordinating centre (Ospedale dei
Bambini Buzzi, Milano) and acquired with a specific software. At the end of the
study, all ICUs were visited by one of the study coordinators to confirm and
complete data collection (especially for sepsis-related diagnosis).

Table 3. Proulx criteria for sepsis-related diagnosis in children

SIRS: Defined by the presence of at least two of the following criteria:
• Temperature more than 38°C rectal (37.8°C oral, 37.2°C axillary) or less than 36.0°C

rectal (35.8°C oral, 35.2°C axillary)
• Heart rate more than 90th percentile for age
• Tachypnoea with a respiratory rate more than 90th percentile for age, or

hyperventilation, as indicated by PaCO2 less than 32 mmHg
• WBC count 12 000 cells per mm

3
or < 4000 cells per mm

3
or more than 10%

immature (band) form

Sepsis: Characterised as a SIRS caused by an infection (any positive culture obtained
immediately prior to or during admission to the paediatric ICU, showing bacterial, viral,
or fungal pathogen and/or clinical evidence of infection, e.g. chickenpox or purpura
fulminans)

Severe sepsis: Characterised by the occurrence of sepsis plus one of the following criteria:
• Decreased level of consciousness (Glasgow Coma Score < 15 without disease of the CNS)
• Arterial blood lactate level more than 1.6 mEq/l or venous blood lactate more than

2.2 mEq/l
• Urine output, measured with an urinary catheter, less than 1 ml/kg/h for 2

consecutive hours

Septic shock: In the presence of hypotension with two distinct measurements of blood
pressure less than the third percentile for age, after administration of 20 ml/kg or more of
crystalloid or colloid plus:
• The requirement of inotropic or vasopressor support (excluding dopamine

< 5 mg/kg/min) or
• Any of the previously defined diagnostic criteria for severe sepsis
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Table 4. Proulx’s criteria for a diagnosis of multiple organ dysfunction (MODS) in children

MODS is defined as the simultaneous dysfunction of two organs.

1. Cardiovascular system
• Systolic BP < 40 mmHg for patients younger than 12 months or < 50 mmHg

for patients 12 months or older
• Heart rate < 50 or more than 220 beats/min for patients younger than

12 months, or < 40 or > 200 beats/min for patients age 12 months or older
• Cardiac arrest
• Serum pH < 7.2 with a normal PaCO2

• Continuous IV infusion of inotropic agents to maintain blood pressure
and/or cardiac output (dopamine < 5g/kg/min was excluded)

2. Respiratory system
• Respiratory rate > 90 breaths/min for patients younger than 12 months

or > 70 breaths/min for patients 12 months or older
• PaCO2 more than 65 mmHg
• PaO2 less than 40 mmHg in the absence of cyanotic congenital heart disease
• Mechanical ventilation (for > 24 h in a postoperative patient)
• PaO2/FiO2 < 200 in the absence of cyanotic congenital heart disease

3. Neurologic system
• Glasgow Coma Score < 5
• Fixed dilated pupils

4. Haematologic system
• Haemoglobin < 5 g/dl
• WBC count < 3,000 cells per mm

3

• Platelets count < 20,000 cells per mm
3

• D-dimer more than 0.5 mg/ml with prothrombin time > 20 s or partial
thromboplastin time > 60 s

4. Renal system:
• Serum urea nitrogen value of 100 mg/dl, or more
• Serum creatinine concentration of 2.0 mg/dl or more, in the absence of

preexisting renal disease
• Dialysis

5. Hepatic system:
• Total bilirubin level more than 3 mg/dl, excluding icterus due to breast

feeding

6. GI system: Gastroduodenal bleeding and one of the following criteria when
believed by the treating physician to be the result of gastroduodenal bleeding:
• Drop in the haemoglobin level of 2 g/dl or more over 24 h
• Blood transfusion
• Hypotension with blood pressure less than third percentile for ages
• Gastric or duodenal surgery
• Death

Results

The study consisted of 1415 patients, with a male/female ratio of 1:5. The average
age in months was 37.4 (median 10), while the mean length of stay was 5 days
(median 1.5). Table 5 list the characteristics of the patients at each centre.
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Table 5. Patient characteristics

Centre Number of Age Length of PIM2 (%) Mortality (%)

admission (month)s stay (days)

1 118 49.58 (26.5) 3.36 (1) 2.8 0.8
2 95 37 (8) 5.69 (1) 12.6 9.4
3 47 24.7 (0) 7.14 (5) 8.1 12.7
4 143 0 (0) 7.6 (5) 2 0
5 110 30.75 (10) 2.8 (1) 2.3 0
6 30 49.97 (33.5) 6.2 (3) 4.3 3.3
7 20 42.39 (30) 5.5 (2) 2.6 0
8 112 17.25 (1) 8.9 (5) 5.5 5.3
9 46 20.93 (7.5) 3.68 (2) 1.4 6.5
10 152 32.21 (3.5) 5.68 (3) 8.8 4.67
11 88 35.83 (16) 7 (2) 4.7 4.55
12 91 47.38 (19) 2.4 (1) 3.9 4.49
13 58 39.94 (21) 3.65 (2) 14.9 7.69
14 89 38.18 (9) 5.87 (4) 7.2 9.78
15 102 65.96 (43) 2.63 (1.5) 6 2.97
16 61 54.18 (33.5) 9.36 (5.5) 7.7 13.56
17 30 37.7 (10) 8.3 (4) 13.2 27.59
18 11 7.3 (3) 5.53 (4) 4.1 9
19 12 60.48 (53) 3.81 (3) 8.9 0
Total 1415 37.4 (10) 5.1 (1.5) 6.1 5.16

Overall, surgical patients accounted for 42.4%, medical patients for 51.5%, and
trauma patients for 5.6% of all patients. Surgical patients were further divided
according to general, cardiac, neurosurgery, and transplant.

The PIM 2 score within the first hour of admission was 6.2%, with an observed
mortality of 5.2% (70 children). Medical patients had a mean length of stay of 6.7
days and recorded the highest mean PIM 2 score (8.8%) as well as the highest
mortality (58 children, 82.8% of all deaths).

The incidence of a sepsis-related diagnosis (sepsis, severe sepsis, septic shock)
was 10.1%. In this group of patients, sepsis accounted for 6.9%; severe sepsis for
1.4%, and septic shock for 1.8%. The observed mortality was 2% for sepsis, 35% for
severe sepsis, and 53.8% for septic shock. Table 6 shows the incidence of a sepsis-
related diagnosis at each centre.

Of the 70 children who died, the largest group was represented by oncology
patients (15 children, 21.4%). The second leading cause of death was infection, with
an overall mortality rate of 14.3% (10 children).

Concerning septic patients, the most frequent site of infection was the lung,
followed by bloodstream infection, and central nervous system infection. Lung
infection was recorded in 65 patients (46.4%). Only two of these patients died, and
both were immunodeficient. Bloodstream infection accounted for 29 children
(20.7%) and nine deaths (including 3 immunodeficient patients). CNS infection
was diagnosed in 21 patients (15%) with six deaths (none of these patients were
immunodeficient). The site associated with the highest mortality rate site was the
central nervous system. Meningitis was the cause of six of the ten deaths due to
sepsis; these six children had no other disease.
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Discussion

This report represents the first Italian study on the incidence of sepsis-related
diagnoses in the PICU. The patient characteristics are similar to those published in
other studies with respect to age, number of postoperative paediatric patients, and
length of stay in the PICU [6]. Severity score on admission, measured as the PIM 2
score, predicted a number of deaths comparable to the overall mortality observed.
The PIM 2 score was previously tested in Australia and New Zealand, i.e. the two
countries where the score was developed, and was found to be the most accurate
severity score and the most suitable mortality prediction model [7]. Our results
show that this score also performed well in our population. Moreover, the ease in
collecting the necessary data and the small number of variables make it a good
instrument to use in comparing different PICUs.

Our data show a lower incidence of sepsis diagnosis than that reported by other
authors: 10.2% vs 23%, published by Leclerc et al. [8], and 29%, published by Proulx
et al. [5], even with the same sepsis definitions and criteria. While these data are
preliminary and cover only 5 months, from March to July, they show significant
differences among units (see Table 1) regarding number of beds and number of
admissions, even though the patient populations were homogeneous for age and
length of stay in the PICU.

Mortality due to severe sepsis and septic shock appears to be similar to the rates
reported in other European studies (35% for severe sepsis and 67% for septic shock
in France) [8] but higher than in North American studies, which reported a
decrease in mortality over the last 20 years. In fact, at selected centres, mortality in

Table 6. Incidence of sepsis categories per centre

Centre Sepsis category (%)

Sepsis Severe sepsis Septic shock

1 9.3 1.7 0.8
2 0 0 3.15
3 4.2 2.1 8.5
4 0 0 0
5 9 2.7 0.9
6 36 3 3
7 20 0 0
8 8.2 4.5
9 0 0 0
10 5.4 0.6 1.3
11 15.9 1.1 3.4
12 2.2 0 5.5
13 0 0 0
14 11.2 3.3 4.5
15 0.9 0 0.9
16 21.3 1.6 1.6
17 6.6 6.6 0
18 0 0 0
19 9 0 0
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previously healthy children was close to zero. This seems to confirm the need for
a critical look at our treatment practices [1].

Finally, our data show that severe sepsis and septic shock caused by meningo-
coccal infection represent is associated with a high risk of mortality and with a poor
prognosis even in previously healthy patients.

SISPE Study Group

The SISPE Study Group consists of the following individuals:
P Vitale, A Conio (Ospedale Sant’Anna, Turin); G Ottonello (Ospedale Gaslini,

Genua); C Gallini, S Mella (Ospedale Sant’Antonio e Biagio e Cesare Arrigo, Ales-
sandria); E Lupa, F Ferrero (Ospedale Maggiore della Carità, Novara); E Zoia, A
Mandelli (Ospedale Buzzi, Milan); L Napoletano, S Leoncino (Clinica De Marchi,
Milan); E Galassini (Ospedale Fatebenefratelli, Milan); A Baraldi, S Molinaro (Spe-
dali Civili, Brescia); P Santuz (Ospedale Civile Borgo Trento, Verona); P Cogo, A
Pettenazzo (Ospedale Civile T.I. Pediatrica, Padua); L Meneghini, F Giusti (Ospedale
Civile Anestesia, Padua); A Sarti (Ospedale Burlo, Trieste); E Iannella, S Baroncini
(Ospedale Sant’Orsola Malpigli, Bologna); M Calamandrei, A Messeri (Ospedale
Meyer, Florence); M Marano, C Tomasello (Ospedale Bambin Gesù DEA, Roma); A
Onofri, M Ferrari (Ospedale Bambin Gesù Anestesia, Rome); M Piastra, E Caresta
(Ospedale Gemelli, Rome); A Dolcini (Ospedale Santo Bono, Naples); C Rovella, A
M Guddo (Ospedale G A Di Cristina, Palermo); M Astuto, N Disma (Ospedale
Policlinico, Catania); D Salvo, D Buono (Ospedale San Vincenzo, Taormina)
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Strategy in the treatment of secondary peritonitis

R. HAHN, S. STORTECKY, C. SPISS

Despite advances in diagnosis, surgery, antimicrobial therapy and intensive-care
support, severe secondary peritonitis remains a potentially fatal affliction. Repor-
ted mortality rates range from 30 to 60%, which is due to the fact that different
entities are summarised under the term peritonitis. Clearly, patients with an
anastomotic disruption will face a different outcome from those with perforated
peptic ulcer [1].

Different operative strategies such as planned re-laparotomies and laparoto-
mies on demand have been introduced to improve the outcome. In the past decades
these techniques have been evaluated in patients suffering from infected necrotis-
ing pancreatitis or from severe bacterial peritonitis following perforation or
anastomotic disruption of the digestive tract. All surgical effort follows straight
goals: primary source control, cleaning of the peritoneal cavity, prevention of
persistent or recurring peritonitis.

In recent years there has been a well-accepted consensus on the treatment of
severe sepsis [2]; the existing evidence for several problems, such as haemodynamic
support or sedation and analgesia in sepsis has been compiled [3, 4].

Most patients suffering from secondary peritonitis can be treated successfully
with a single operation. Others, with diffuse severe peritonitis, need further surgical
interventions. The reported mortality rate for patients who need at least two
laparotomies is about 15% (Krenzien and Lorenz 1990, 20–40%; Teichmann 2000,
10–15%; Reith 1997, 15–20%, Brügger 1999, 10%) [5–8].

Open-abdomen management is necessary in some of these patients, as it is not
possible to close the abdomen or because it is the chosen strategy for a certain
patient.

We will report our experiences in 58 patients suffering from severe secondary
peritonitis with open-abdomen management. With all the restrictions of retrospec-
tive analyses, we were able to demonstrate that comparable groups of patients
showed a different clinical outcome.

The purpose of this study was to compare different treatment regimens for
open-abdomen management following severe secondary peritonitis from the view-
point of the intensivist. As our data show that some treatment strategies are more
favourable than others, we especially emphasise the role of open management with
vacuum technique and abdominal dressing.
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Pathophysiology

The abdominal cavity and the intra-abdominal organs are lined by a mesothelial
membrane, the peritoneum. It covers the abdominal viscera and creates a poten-
tial space—the peritoneal cavity. The peritoneum measures about two square
meters [1].

In healthy adults the peritoneal cavity contains less than 100 ml of peritoneal
fluid, with a protein content of 30 g/l and a cell count of less than 300/ml, mainly
scattered macrophages and lymphocytes.

During inflammation the peritoneal fluid content increases significantly, pro-
tein content can double, containing cytokines and after influx of inflammatory
cells, particularly monocytes and neutrophils, the cell count can increase up to
1 000/ml [9].

The activation of the inflammatory response results in accelerated generation
of fibrin, which polymerises to form adhesions and the capsule of abscesses [10, 11].

During peritonitis there is a high gradient of mediators and bacterial toxins
between the peritoneal cavity and the systemic circulation due to the barrier
function of the peritoneum.

Finally, the barrier function of the gut is reduced and bacterial translocation
enhances or initiates further clinical problems.

The surgical therapy of peritonitis is based on three principles: (1) elimination
of the source, (2) reduction of bacterial contamination and (3) prevention of
persistent or recurrent intra-abdominal infection [12].

Classification and stratification

Peritonitis denotes inflammation of the peritoneum from any cause. It may be
regarded as the localised equivalent of the systemic inflammatory response seen
after any trigger of inflammation. Intra-abdominal infection denotes peritonitis
caused by bacteria (e.g. a local inflammatory process initiated by bacteria and their
toxins). Intra-abdominal abscess is an intra-abdominal infection that has been
confined within the abdominal cavity [13].

Intra-abdominal infection is defined as an inflammatory response of the peri-
toneum to micro-organisms and their toxins, which results in purulent exudate in
the abdominal cavity. Conditions without such peritoneal inflammatory response,
in which contamination has occurred but infection is not established (e.g. early
traumatic bowel perforation), or in which the infectious process remains contained
within a diseased, but resectable, organ (e.g. gallbladder or appendix), represent
‘simple’ forms of peritonitis, easily cured by an operation and not requiring
prolonged additional antibiotic therapy [14].

Many attempts have been made to classify peritonitis in general, and secondary
peritonitis in particular, which include a large variety of different pathological
conditions ranging in severity from a local problem such as gangrenous appendi-
citis to a devastating condition such as diffuse postoperative peritonitis due to a
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dehiscence of a gastro-duodenal anastomosis. A simplified classification of perito-
nitis is presented in Table 1. It differentiates between the relatively rare forms of
primary peritonitis, which usually respond to medical treatment; the commonly
occurring secondary peritonitis that mandates surgical intervention; and tertiary
peritonitis, which often does not respond to any treatment [14].

Monitoring of the clinical course: severity marker

One often faces the situation that patients starting with similar conditions expe-
rience different outcomes. It might be assumed that identification of those with a
worse outcome could improve their clinical course. Several outcome markers have
been tested for their importance in predicting an unfavourable outcome in patients
with secondary peritonitis. We will discuss two scoring systems: the Acute Physio-
logy and Chronic Health Evaluation II (APACHE II) score and the Sepsis-Related
Organ Failure Assessment (SOFA) score. The first defines the reaction of the body
to a certain stimulus; the second scores the degree of organ dysfunction in five
organ systems. The Mannheimer Peritonitis Index (MPI) is an intraoperative
macropathological scoring system, which also has been demonstrated to have a
predictive value for patient outcome [15, 16]. Finally, the predictive value of acute-
phase proteins in predicting patient outcome will be discussed [17].

Acute Physiology and Chronic Health Evaluation II

The multifaceted nature of abdominal surgical infections makes it difficult to define
precisely the disease and to assess its severity and therapeutic progress. The
mortality of intra-abdominal infection is related mainly to the severity of the
patient’s systemic response and his or her physiological reserves, best estimated
using the APACHE II scoring system [18]. The APACHE II score has been validated
prospectively in a large number of patients and has been adopted by the Surgical
Infection Society as the best available method of risk stratification in intra-abdo-
minal infection [19].

Twelve physiological variables, five chronic diseases, age and admission state
of the patient are used for calculation. It reaches a sensitivity of 50–70% and a
specificity of 90% to predict the outcome for a certain patient group. It has been
approved among others by the second European consensus conference for inten-
sive-care medicine [20].

Sepsis-Related Organ Failure Assessment score

In the SOFA score, failure of six organs (lung, coagulation system, liver, cardiovas-
cular system, central nervous system and kidney) are coded from 0 (normal) to 4
(most abnormal). Therefore, the highest possible score is 24 (Table 2). We used the
SOFA score besides APACHE II to define organ failure in our patients [21].
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It has been shown that after surgery for postoperative peritonitis, the post-
operative time course of the SOFA organ failure score was significantly different
between patients with or without intra-abdominal persistent sepsis. The lack of
improvement of SOFA scores after 48 hours and confirmed at day 3 or day 4
suggests persistent abdominal sepsis and may support the need for surgical
re-exploration [22].

Mannheimer Peritonitis Index

The MPI was developed in Germany. It is a score that has proven to be a valuable
outcome marker [23–25]. It consists of eight variables, including age, sex, duration
of peritonitis before operation, organ dysfunction, and also quality of exudates
(faecal, purulent) and source of infection (Table 3). The severity of peritonitis is
graded into three classes: MPI < 21 (mortality approx. 2.5%), MPI 21–29 (mortality
approx. 23%), MPI > 29 (mortality approx. 60%). An MPI of 26 and above is defined
as severe peritonitis. In 2003 Billing reported a mortality of 41% in patients with an
MPI above 29 [16].

Protein C

Karamarkovic carried out a prospective study enrolling 60 patients to evaluate the
predictive value of protein C as a marker of outcome [17]. Protein C was of excellent
predictive value and achieved a sensitivity of 80% and a specificity of 87.5% in
discriminating survivors from non-survivors within the first 48 hours of the study
(AUC –0.917; p < 0.001). However, evidence concerning protein C is very limited,
as there are no further studies available.

Intra-abdominal pressure

Patients with severe peritonitis often face massive fluid substitution during the
initial resuscitation due to third-space loss. The intra-abdominal oedema and the
gut distension lead to a marked increase of the intra-abdominal pressure. Increased
intra-abdominal pressure can cause increased inspiratory pressure in ventilated
patients, renal failure and haemodynamic deterioration. The syndrome is well
known as abdominal compartment syndrome and has gained interest in recent
years. Decompressive laparotomy is the only effective treatment to treat this
life-threatening condition.

In patients who are likely to have increased intra-abdominal pressure, the
routine measurement of intra-abdominal pressure is of high importance. The
standard method for assessing the intra-abdominal pressure is intravesical pres-
sure measurement. It is a single time measurement with a high variation coefficient
in repeated measurements [26].

In our institution we had good results with an intra-gastric probe (ACM;
Spiegelberg-System, Spiegelberg, Hamburg, Germany) for online measurements.
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We compared both methods in patients at risk for increased abdominal pressure
and found a good correlation with an acceptable mean bias and a small variation
coefficient using both systems and in repeated measurements [27].

Management

The initial management of the patient with intra-abdominal infection is resuscita-
tion and physiological organ system support, combined with appropriate monitor-
ing. A fast surgical evaluation and intervention are essential if possible.

Early fluid requirements may be substantial because of considerable third-
space fluid loss into the peritoneal cavity, the retroperitoneum, and the lumen of
the gastrointestinal tract. An adequate early goal-directed therapy leads to a pro-
nounced reduction of mortality [28].

For patients with extensive intraperitoneal or retroperitoneal inflammation
and significant early fluid requirements, monitoring of bladder pressures to detect
an abdominal compartment syndrome should be performed.

Systemic antibiotics are administered based on knowledge of the probable
composition of the infecting flora. For first-line treatment we follow local and
international guidelines as published by the Infectious Diseases Society of America
or the Paul Ehrlich Society of Chemotherapy in Germany. Coverage is directed
against aerobic Gram-negative organisms and anaerobes when the source of con-
tamination is unknown; however, if the infection is known to arise from the upper
gastrointestinal tract (for example, as a result of a perforated ulcer), coverage
directed against aerobes alone is adequate.

The selection of an empiric broad-spectrum antibiotic regimen is guided by
considerations of patient-specific toxicity, cost, and local patterns of antimicrobial
resistance; the many available regimens are of largely equivalent clinical efficacy.
The optimal duration of therapy is unknown.

When source control has been effective, the role of antibiotics is a purely
adjuvant one, and the course can be restricted to 5–7 days [14]. The key challenge
is the surgical source control. If it is possible to contain the source in the first
operation, patients face a favourable outcome (mortality 10–19%) [16].

All together the management of the patient with severe peritonitis follows the
concepts presented in the Surviving Sepsis Campaign. In 2003 experts from 11
international organisations developed guidelines for severe sepsis and septic shock
that would be of practical use for the bedside clinician [2]. Evidence-based recom-
mendations were made regarding many aspects of the acute management of sepsis
and septic shock.

The campaign points out the importance of source control and includes early
goal-directed therapy [28].
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Initial presentation

The patient with intra-abdominal infection presents with pain, abdominal tender-
ness, fever and gut paralysis and signs of general illness. Of note, only 50% of the
patients have fever [9]. Most important is a timely evaluation through a surgeon.
In this first period the principles of the early goal-directed therapy should be
followed and be accompanied by an adequate analgesia.

An early surgical intervention in critically ill patients should not be delayed by
extended diagnosis.

Sepsis

Intra-abdominal infection regularly leads to a systematic inflammatory response
(Table 4), translocation of bacteria and endotoxins. As the reason for the systemic
inflammatory response is an abdominal infection, the criteria for sepsis are
fulfilled [29].

In our group of patients described below, 72.5% needed vasopressor support
(55% noradrenaline above 0.1 mg/kg/min) on the first day of open management of
the abdomen.

Surgical therapy

The surgical therapy of severe peritonitis is based on three major principles: (1)
elimination of the source of infection, (2) reduction of bacterial contamination, and
(3) prevention of persistent or recurrent intra-abdominal infection [12].

Source control

Traditionally, severe peritonitis has been approached by performing a midline
laparotomy to identify and eliminate the source of peritonitis. It allows the surgeon
to perform a complete cleansing of the peritoneal cavity in order to reduce the
bacterial contamination. Ongoing contamination is controlled by closure, exclu-
sion or resection of the infective focus. If source control is established during the
first operation, the patient faces a favourable outcome [12, 16].

Controversy exists regarding the surgical management of the left colon. The
general concept is that a primary anastomosis in a strongly contaminated perito-
neal cavity is at high risk of dehiscence. So the perforated segment is resected, the
proximal end exteriorised as an end-colostomy, and the distal part is simply closed
(Hartmann’s procedure) or transformed in a mucous fistula.

The question of which patients benefit from primary anastomosis, avoiding a
second laparotomy, has been addressed in various trials, which show no clear
results. Therefore, this decision is at the discretion of the individual surgeon.
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Reduction of bacterial contamination

The second goal is reached by aspiration of all gross purulent exudates and removal
of faecal debris or food particles. Pelvic regions, paracolic gutter and subphrenic
spaces must be opened and debrided.

Intraoperative peritoneal lavage is performed by most surgeons; the addition
of antibiotics to the lavage solution appears to be without clear benefit. Antiseptics
are avoided because of possible toxic side-effects [30].

Prevention of persistent or recurrent infection

Postoperative peritoneal lavage, intra-abdominal drains and re-laparotomy have
been used to prevent persistent or recurrent infection. The clinical value of these
measures remains unclear.

The postoperative peritoneal lavage is extremely labour intensive and can lead
to complications (vascular or visceral erosion, spread of infection).

As intra-abdominal infection often persists or recurs in severe peritonitis, the
concept of re-laparotomy, on demand or planned, has been introduced. Re-lapa-
rotomy on demand indicates that the patient has to show clinical signs of persistent
or recurrent intra-abdominal infection, a worsening of his clinical situation. The
other concept is the re-laparotomy at fixed intervals or the open-abdomen treat-
ment. Both allow inspection of the peritoneal cavity and anastomosis, debridement
and abdominal lavage.

One major advantage of the recently introduced vacuum-assisted abdominal
closure with abdominal dressing (VAC-AD) for open-abdomen treatment is the
possibility of performing dressing changes in the intensive-care unit (ICU; tech-
nique is described later). Therefore there is no need for additional operating-theatre
resources. Regular inspections may be done in the ICU without any delay. Further-
more, its use helps to avoid the deleterious effects of increased intra-abdominal
pressure – intra-abdominal compartment syndrome.

Classically, open management of the abdomen involved leaving the abdominal
wall open and packing the defect with saline-soaked gauzes. Many variations have
been described (use of non-adsorbable meshes, transparent drapes, even saline
bags) [12, 13].

In recent years we have had good experience with VAC-AD. We have reached
a state that we nowadays have conscious, spontaneously breathing patients with
VAC-AD-assisted open-abdomen management and peridural analgesia for chang-
ing the VAC-AD system.

Sedation and analgesia

Adequate analgesia and sedation are a basis of modern intensive-care medicine.
The quality of analgesia is defined by the patient if he can be asked. Pain, agitation
and anxiety may evoke a stress response leading to increased myocardial oxygen
consumption, hypercoagulability, dys-synchronous mechanical ventilation, and
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inadvertent removal of endotracheal tubes and other monitoring devices [3]. Pain
hinders early mobilisation, breathing and coughing.

Pain is a major risk factor for reactive depression, which itself clearly alters the
clinical course. Sedation is used to make the situation bearable for the patient.
Recently, evidence-based management guidelines for analgesia, sedation and neu-
romuscular blocking for patients with sepsis have been presented [3, 4]. Recom-
mendations are made for the use of sedation protocols, regular evaluation and daily
interruption, awakening and re-titration. The regimen we use in our intensive-care
ward is analgesia based. Following the World Health Organization guidelines, every
patient has a non-steroidal pain medication, supported by opiates such as sufen-
tanil or remifentanil. In special cases we combine both substances: sufentanil for
basic requirements, remifentanil for situations with peak pain such as dressing
changes. Ketamin-S is often used as a co-analgetic drug. Whenever possible, we try
to base our analgesia on neuraxial methods. However, the use of epidural catheters
in patients with sepsis is questioned even in our team. On the other hand, the quality
of pain control that can be reached with neuraxial blocking is unique [31–33]. Other
positive side-effects of epidural analgesia are improved tissue oxygenation [34, 35],
reduced postoperative gut paralyses [36, 37], possible effects on cardiac events [38]
and pulmonary outcome.

Long-term outcome

Although the management of the critically ill patient with peritonitis is commonly
challenging, often frustrating, and invariably expensive, long-term quality of life
in survivors is good [39].

Retrospective evaluation of 58 patients with open-abdomen management
due to secondary peritonitis

Methods

In our retrospective study we identified 58 patients who underwent open manage-
ment of the abdomen for severe peritonitis between 2001 and 2005. We compared
58 patients who were treated with either abdominal dressing-assisted VAC therapy
(AD group, 51.7%) or alternative treatment procedures (AP group), such as saline-
soaked gauzes and dressing with transparent drapes (48.3%).

The vacuum-assisted closure therapy (VAC-KCI) for open-abdomen manage-
ment, extended with abdominal dressing, was introduced in our institution some
years ago. The VAC abdominal dressing is indicated for the temporary bridging of
abdominal wall openings where primary closure is not possible or repeated abdo-
minal entries are necessary. After trying to attain primary source control as
described above and thorough cleansing, the VAC abdominal dressing system is
applied as described below. Each dressing assembly contains:
1. An internal non-adherent contact layer – polyurethane, film-covered (encap-
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sulated) foam with surrounding meshed apron. The contact layer is placed over
the omentum or exposed internal organs and the apron is tucked between the
abdominal wall and viscera to stabilise the contact layer within the wound bed
and reduce the formation of adhesions. The polyurethane film is perforated
with small slits to allow active fluid removal when VAC therapy is applied.

2. Outer-layer polyurethane open-cell foam pieces with perforations for easier
sizing. The polyurethane open-cell foam is applied over the internal non-adhe-
rent contact layer and assists with abdominal fluid removal.

3. VAC drapes to be placed over the cell foam and surrounding intact skin to create
an airtight seal for the application of negative pressure therapy.

4. Therapeutic regulated accurate care (TRAC) pad with tubing – the TRAC pad
tubing is connected to the VAC ATS pump. The TRAC technology accurately
senses the amount of negative pressure being applied to the wound site. This
feature helps ensure that the target therapy pressure is maintained. The VAC
ATS device provides controlled negative pressure to the abdominal wound to
hold the wound closed and for removal of fluid from the abdominal wound. The
negative pressure draws the fluid up through the internal non-adherent contact
layer and into the outer layer open-cell foam, where the TRAC pad tubing can
remove the fluid into the VAC ATS collection canister (Fig. 1).
Due to the abdominal dressing layer, the suction reaches the retroperitoneum,

avoiding abscess formation and adhesions of the gut with the abdominal wall.

Fig. 1. Vacuum-assisted closure therapy with abdominal dressing for open-abdomen mana-
gement
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The first dressing change is planned 24 h after the operation. Afterwards the
dressing is changed every 2–3 days. The changing is done in the ICU without the
need for an operating theatre. In combination with epidural analgesia, early wean-
ing from mechanical ventilation and even extubation is possible, followed by an
early mobilisation. The later closure of the abdomen is eased [40].

We recorded the hospital mortality due to all causes, demographic data, inten-
sive-care data such as days of ventilatory support, days with dialysis, days on ICU,
vasopressor support, haemodynamic data as available, surgical and bacteriological
data. We analysed the first 5 days after the start of the open management, then every
fifth day until the patient left the ICU.

The APACHE II score and the SOFA score were assessed using the clinical data
and laboratory values collected during the 24 hours before the start of open
management of the abdomen. Repeated measurements of the SOFA score were
done for 5 days. Peritonitis was classified using the MPI, which includes demo-
graphic details and macroscopic, intraoperative description.

Hospital morbidity included all local and systemic complications during and
after open management of the abdomen. Hospital mortality included all in-hospital
deaths.

Statistical analyses were performed using Statview 5.0 (SAS Institute Inc., Cary,
NC, USA). Dichotomous variables were compared using chi square or Fisher’s
exact test where appropriate. Continuous variables were compared using Student’s
t-test. Significance is defined as p � 0.05. Data are expressed as mean ± standard
deviation or number (percentage).

Table 1. Classification of intra-abdominal infections [41]

Primary peritonitis (A) Spontaneous peritonitis in children
(B) Spontaneous peritonitis in adults
(C) Peritonitis in patients with CAPD
(D) Tuberculous or other granulomatous peritonitis

Secondary peritonitis (A) Acute perforations peritonitis
1. Gastrointestinal perforation
2. Intestinal ischaemia
3. Pelviperitonitis and other forms

(B) Postoperative peritonitis
1. Anastomotic leak
2. Accidental perforation and devascularisation

(C) Post-traumatic peritonitis
1. After blunt trauma
2. After penetrating abdominal trauma

Tertiary peritonitis
(A) Peritonitis without evidence for pathogens
(B) Peritonitis with fungi
(C) Peritonitis with low-grade pathogenic bacteria
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Table 2. Sepsis-related Organ Failure Assessment (SOFA) score. Five organ systems are
scored according to their dysfunction. A system without dysfunction is scored with 0 [21]

SOFA score 1 2 3 4

Respiration < 400 < 300 < 200 < 100
(PaO2/FiO2)

Coagulation < 150 < 100 < 50 < 20
thrombocytes in
1 000/mm

3

Liver 1.2–1.9 2.0–5.9 6.0–11.9 > 12
(bilirubin mg/dl)

Circulation Mean arterial Dopamine Dopamine Dopamine
pressure < or >5* or 15* or
70mmHg dobutamine nor(adrenaline) nor(adrenaline)

< 5* < 0.1* > 0.1*

Glasgow Coma Scale 13–14 10–12 6–9 < 6

Renal function 1.2–1.9 2.0–3.4 3.5–4.9 > 5
creatinine mg/dl < 500 < 200
diureses in ml in 24 h

*Vasopressors for at least 1 h, mg/kg /min

Table 3. Mannheimer Peritonitis Index (MPI). If a criterion in the left column is fulfilled, the
points in the right column are counted up for the MPI. It has proven to be a valuable outcome
predictor [16, 24, 25, 42]

Age > 50 years 5
Female 5
Organ failure 7
Malignancy 4
Preoperative duration of peritonitis > 24 h 4
Other source than colon 4
Diffuse peritonitis 6
Exudate

clear 0
cloudy, purulent 6
faecal exudate 12

Table 4. Systemic inflammatory response and sepsis (SIRS). Two of the following criteria
denote a SIRS, sepsis is a SIRS of infectious origin. Severe sepsis: sepsis + organ dysfunction;
septic shock: sepsis and vasopressor support [29]

Temperature < 36° or
> 38° Celsius

White platelet count > 12 000/ml or
< 4 000/ml or
> 10% neutrophil granulocytes

Tachycardia > 90/min
Tachypnoea Respiratory frequency > 20/min or pCO2 < 4.3 kPa
Sepsis SIRS of infectious origin
Severe sepsis Sepsis with organ dysfunction
Septic shock Sepsis with hypotension after adequate fluid resuscitation
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Details of patients

There were 37 men and 21 women (59.8 years, SD 16.6 years). Twenty-five patients
(43.1%) had had at least one operation before the laparostomy. The anatomic origin
of the peritonitis is presented in Table 5.

All patients had a sepsis syndrome and needed ventilatory support. Fifty-five
per cent were in septic shock (55.2% of our patients needed adrenaline or noradre-
naline above 0.1 mg/kg/min).

All patients received appropriate fluid resuscitation (mean fluid administra-
tion 92.4 ml/kg/day on the first day of laparostomy). The following parameters
showed no significant difference between the treatment groups: age, sex, body
mass index, APACHE II score, MPI, use of vasopressor and fluid administration
in the first 24 h. All patients received antibiotics. Further patient details are given
in Tables 6 and 7.

Table 5. Surgical details of patients in the study. Source, origin of secondary peritonitis. One
patient could not be scored due to missing data

AP VAC-AD Total

Stomach 2 (7.14%) 4 (13.79%) 6 (10.53%)
Small bowel 5 (17.86%) 10 (34.48%) 15 (26.32%)
Colon 14 (50.00%) 10 (34.48%) 24 (42.11%)
Pancreas 3 (10.71%) 0 (0.00%) 3 (5.26%)
Trauma 2 (7.14%) 2 (6.90%) 4 (7.02%)
Liver cirrhosis 1 (3.57%) 0 (0.00%) 1 (1.75%)
Acute abdomen 1 (3.57%) 3 (10.34%) 4 (7.02%)

28 (100.00%) 29 (100.00%) 57 (100.00%)

Table 6. Details of patients. Data are expressed as number (percentage) or mean (standard
deviation)

AD AP Total p
Number 30 patients 28 patients 58 patients -
Age (years) 58.2 ± 17.0 61.5 ± 16.3 59.8 ± 16.6 ns
Sex (M:F) 19M:11F; 63% 18M:10F; 64% 37M:21F 64% ns

M M M
BMI (kg/m2) 30.0 ± 9.4 27.0 ± 5.8 28.5 ± 8.0 ns
APACHE II Score 23.5 ± 6.7 23.2 ± 5.8 23.4 ± 6.2 ns
SOFA Score 9.8 ± 2.4 11.8 ± 2.7 11.2 ± 2.7 <0.0001
MPI 27.8 ± 6.5 28.2 ± 6.0 28.0 ± 6.2 ns
Survivors 21 (70%) 10 (35.7%) 31 (53.4%) –
Non-survivors 9 (30%) 18 (64.3%) 27 (46.5%) 0.017
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Results

Every patient needed ventilatory support for at least 2 days after the start of the
open management of the abdomen. The mean duration of ventilatory support was
25 days (2–106 days). Ten of 58 patients (17.2%) had a renal failure. Thirty-two
patients (55.2%) needed vasopressor support above 0.1 mg/kg/min. There was no
significant difference in the duration of ventilatory support, vasopressor support
or renal failure indicating haemodialyses between the treatment groups. Details of
hospital morbidity and intensive-care stay are listed in Table 7.

In total, 27 patients died (46% of 58 patients), of whom 18 were in the alternative
procedure group (64.3% of 28 patients) and nine in the abdominal dressing group
(30% of 30 patients, p < 0.05).

Twenty-three patients died from multi-organ failure in the SICU, two of a
myocardial infarction and two of a massive pulmonary embolism.

The mean APACHE II score in the survivors was 22.2 (SD 5.3) compared with
24.7 (SD 7) among those who died. The mean SOFA score on the first day with
laparostoma in the survivors was 10.1 (SD 2.9) compared with 12.4 (SD 1.9) among
those who died. Repeated measurements of the SOFA score were done for the first
5 days. A decrease in the first 72 hours was noted in 61.5% of the survivors, compared
with 35.7% in the non-survivors. So the APACHE II score, the SOFA score and the
MPI showed a significant difference between survivors and non-survivors. The
mean duration of intensive-care stay was 49 days (5–193). Thirty-one patients
(53.4%) were discharged from the hospital. In 32 patients (55%), the abdominal wall
had been closed successfully during the initial hospital stay. One patient died after
closure of the abdominal wall.

Table 7. Details of stay in ICU. Numbers are expressed as mean ± standard deviation (range)

AP AD Total

Ventilatory support 23.0 ± 21.2 26.7 ± 25.3 24.0 ± 22.2
(days) (2–77) (2–106) (2–106)

Renal failure 4/28
resulting in dialyses (14.3%) 6/30 (20%) 10/58
(days) in 10 patients 9.2 ± 8.6 24.8 ± 25.3 16.1 ± 18.5
Duration of hf days days days

(2–23) (5–60) (2–60)

Vasopressor support (days) 11.9 ± 11.7 10.8 ± 11.8 11.4 ± 11.6
(1–47) (0–38) (0–47)

Duration of stay on 52.5 ± 48.4 46.1 ± 34.5 49.3 ± 41.2
ICU (days) (5–193) (11–131) (5–193)

Discussion

Severe peritonitis is a serious condition with a high mortality. We report our
experiences in 58 patients with peritonitis who were treated with open-abdomen
management. Our patients were in a very serious state: all needed ventilatory
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support, 55% needed vasopressor support above 0.1 mg/kg/min, with a mean
APACHE II score of 23.4 ± 6.2, a mean MPI of 28.7 ± 6.2 and a SOFA score of 11.1 ±
2.7. In our group of patients we found an overall mortality of 46%.

In our retrospective study we compared vacuum-assisted abdominal closure
with abdominal dressing with alternative procedures. There was a marked reduc-
tion of the mortality in the VAC-AD group with an in hospital mortality of 30%
(9/30), compared to 64.3% (18/28) in the AP group (p < 0.05).

The APACHE II score based on data collected during the last 24 h before the
start of the open management and the MPI showed a significant difference between
survivors and non-survivors, but not between the different treatment groups. The
acute physiological score is well known to be predictive in severe peritonitis [16].

Only the SOFA score assessed on the first day of the laparostoma, indicating the
degree of organ dysfunction, showed a significant difference between the treatment
groups, with lower values in the abdominal dressing group. There were no diffe-
rences of known risk factors such as diabetes, hypertension, body mass index or
coronary artery disease between the groups.

Vacuum-assisted closure therapy is a standard tool for complex superficial
wounds. The major mechanisms are reduction of the local oedema, stimulation of
localised blood flow, promotion of granulation tissue formation, reduction of
bacterial colonisation and wound contraction due to the negative pressure. Addi-
tionally, intensive-care procedures are not hindered (prone position, early weaning
and mobilisation). As the changing of the dressing is done in the ICU, it is safer for
the patient (no transport required) and efficient. The abdominal dressing prevents
clogging of the gut with the peritoneum and provides efficient drainage up to the
retroperitoneum. Both effects are preventive for abscess formation. And finally the
closure of the abdominal wall is eased [40].

Patients with severe peritonitis and abdominal sepsis are a major challenge for
everyone who is involved in the treatment of this very serious condition. The
evidence presented in the Surviving Sepsis Campaign helps the intensivist in his
decision finding. Early source control and optimal treatment of patients with an
open abdomen are the cornerstones of surgical therapy. Vacuum-assisted closure
therapy with abdominal dressing will be an important point in bridging the time
of open abdomen management. However, further prospective studies are necessary
to prove the positive effects of VAC therapy.
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Combination therapy for sepsis: the wave of the future or
too complex to consider?

S.M. OPAL, A.S. CROSS

After a distressingly long series of failed clinical trials in the development of
innovative therapies for sepsis, a number of interventions have recently been
shown to improve the outcome in sepsis [1, 2]. The mortality rate in severe sepsis
has improved over the past 20 years [1], and part of the explanation for this
improved outlook for septic patients is the availability of better treatment strate-
gies. Recent successful clinical trials have evolved from the experience gained in
earlier failed clinical trials and advances in the understanding of the molecular
pathogenesis of sepsis [3, 4]. The landmark report that recombinant human acti-
vated protein C (rhAPC, drotrecogin alpha activated) reduced the relative risk of
mortality in septic shock over a control group by almost 20% represents the first
large successful phase-3 trial in severe sepsis [5]. This study was followed in rapid
session by reports of improved outcomes with early goal-directed therapy (aggres-
sive resuscitation) for septic patients [6] and tight blood-sugar control to prevent
sepsis in high-risk ICU patients [7]. After decades of study, stress-doses of gluco-
corticoids have finally been shown to provide survival benefit in selected patients
with vasopressor-dependent septic shock [8, 9].

We now find ourselves in the enviable position of being able to choose between
several different treatment options, each of which provides benefit to our patients
by different mechanisms. When should these adjuvant interventions be used, and
in what sequence or combination would they be most effective? How can we study
new agents in a therapeutic environment where other sepsis treatments are already
available? These questions will inevitably require careful study and will necessitate
the application of multiple interventions at the same time.

Clinical investigations into improved therapies for sepsis are fraught with
pitfalls and challenges, as evidenced by the recent meta-analysis of 21 clinical sepsis
studies by Natanson et al [10]. They assessed the net efficacy of differing classes of
anti-inflammatory mediator strategies from over 10 000 patients enrolled in recent
sepsis studies. The results of their analyses clearly demonstrated that it is not
possible to make accurate predictions of efficacy based upon outcomes in small
phase-2 trials. Large confidence intervals surround the point estimates from these
small trials (usually consisting of 100–500 randomised patients), making accurate
predictions of reliable incremental treatment benefits difficult. For a number of
reasons [i.e. highly selected patient populations, reporting artefacts (publishing
only small positive trials rather that small negative trials), involvement of dedicated
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investigators with detailed knowledge of the study drug] phase-2 trial results often
look better than large phase-3 trial results.

This difference is strikingly evident in sepsis trials, in which large phase-3
studies with large numbers of randomised patients (usually 1000–3000 patients)
have consistently demonstrated tight confidence intervals but marginal if any
overall improvement in mortality when patients receiving treatment interventions
were compared with a concomitant placebo control group. When the results of all
these studies were pooled, there was a small, but significant improvement in
survival with anti-mediator agents (odds ratio 1.17). The mediator therapies studied
included tumour necrosis factor (TNF), interleukin-1 (IL-1) inhibitors, corticoste-
roids, and a variety of other anti-mediator therapies. The unfavourable ‘signal-to-
noise’ ratio (‘signal’ being the intrinsic activity of the anti-sepsis therapy and ‘noise’
being the inherent heterogeneity and variable outcome in critically ill patients,
independent of the treatment under investigation) makes it difficult to prove
efficacy in a randomised, double-blind, controlled clinical trial. Indeed, one must
carry out a very large study with a highly active compound in order to detect even
a small yet statistically significant benefit in a phase-3 study. Perhaps the use of
combination therapies with simultaneous interventions will provide proof of effi-
cacy in situations in which the benefits accrued by single agents may be exceedingly
difficult to detect [3, 4].

An example of this problem of proving efficacy of a single agent in a multi-cen-
tre clinical trial has been published recently concerning human recombinant
bactericidal/permeability-increasing protein (BPI). As opposed to immunomodu-
lator therapies directed against host response elements, BPI targets one of the
critical microbial mediators, lipopolysaccharide (LPS), from gram-negative bacte-
ria. This highly active anti-endotoxin protein was studied in a large, international,
controlled trial in children with meningococcal sepsis [11]. Despite truly heroic
efforts by investigators to optimise the clinical design and implement the study
drug in a timely fashion, BPI-treated patients showed only a modest, yet statistically
significant improvement in organ injury scores (neurological events, amputation
rates, blood product requirements) with no significant reduction in overall morta-
lity. This treatment strategy failed to meet the primary study endpoints and
therefore was not approved for use in meningococcal sepsis.

Furthermore, in this study, as in other failed studies with anti-inflammatory
agents, the problem was not due to a lack of biologic activity of the study drug. LPS
is clearly an essential mediator of gram-negative sepsis and BPI is a highly active
LPS inhibitor; yet, BPI failed to show convincing efficacy in the phase-3 sepsis trial
[11]. Numerous anti-mediator agents have unambiguous evidence of activity in
disrupting the target molecule. Indeed, many anti-TNF interventions and anti-IL-1
agents that failed in initial sepsis trials have subsequently become licensed products
in other disease processes, such as inflammatory bowel disease and rheumatoid
arthritis [4, 12]. This indicates that sepsis is a far more complex and multi-factorial
process than many inflammatory diseases. The intrinsic heterogeneity and com-
plexity of sepsis necessitates that we accommodate for this variability in future
treatment interventions for severe sepsis and septic shock.
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Sepsis can be thought of as a multi-stage process in which microbial pathogens
progressively overwhelm host defences and initiate a potentially lethal, excessive
and dysregulated host response [4, 13]. Microbial products collectively known as
pathogen associated molecular patterns (PAMPs) are recognised via Toll-like
receptors as well as other pattern-recognition receptors and stimulate cells of the
innate immune system to produce inflammatory mediators (including cytokines,
chemokines, proteases, oxidative radicals, and phospholipid mediators). They also
activate acute-phase responses that include coagulation components, kinins and
other vasoactive amines, and complement elements. By the time the clinical dia-
gnosis of sepsis is made, the entire network of sepsis-induced inflammatory and
coagulopathic processes is already widely activated. The multi-factorial nature of
the septic process makes it unlikely that a single intervention aimed at one media-
tor, no matter how intrinsically active, will provide significant benefit across a
broad spectrum of sepsis-related pathologies. Even though the use of recombinant
form of the endogenous anticoagulant activated protein C was effective in large
clinical trials, the rather modest impact on overall mortality (6% absolute reduction
in 28-day all-cause mortality) leaves much room for improvement in the manage-
ment of sepsis [5].

After the septic process is initiated, elements of the adaptive immune system
and numerous cellular defence mechanisms are then activated in an effort to
maintain viability of the host. Apoptotic pathways, cellular hibernation, cytopathic
hypoxia, and bewildering arrays of counter-regulatory and anti-inflammatory
systems are activated. Targeting some of these late mediators, such as reactive
oxygen and nitrogen intermediates, apoptotic and necrotic pathways or late-acting
cytokines, e.g. macrophage migration inhibitory factor (MIF) or high mobility
group box-1 (HMG-1), may prove beneficial [13, 14]. Even here, it seems likely that
significant improvements in survival rates will only become evident when com-
bined with therapies directed at multiple stages of the sepsis process. A suggested
approach for the future is outlined in Fig. 1. Selected treatments would be strategi-
cally designed to meet the inherent complexity manifest in the pathophysiology of
human septic shock. There are multiple potential sites for intervention, including:
(1) PAMPs; (2) early host-derived pro-inflammatory mediators; (3) coagulation
activation; (4) late host-derived inflammatory mediators, and (5) cytopathic hypo-
xia, apoptosis, and necrosis.

As pointed out recently in a comprehensive review of preclinical and clinical
trials in sepsis [15], anti-inflammatory agents are most likely to be proven effica-
cious when used in clinical situations in which there is a high risk of mortality.
Carefully chosen combinations of anti-sepsis agents may prove to be beneficial in
these most severely ill patients [4, 16]. It is anticipated that the likelihood of
response to immunomodulatory agents will become more predictable through the
use of genomics and proteomics. This may allow for specific interventions that are
logically tailored to the patient’s individual needs. Perhaps as important will be the
facility, through gene-chip technology, to avoid treatments that may be toxic to
specific patients and potentially worsen outcome.

Combination therapy directed at a single stage (e.g. inhibitors of both IL-1 and
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TNF cytokine generation) may or may not be more effective than monotherapy in
sepsis [17, 18]. Experimental evidence obtained from some sepsis models indicates
that inhibition of IL-1 and TNF may actually increase the risk of immunosuppres-
sion and lead to excess mortality [19]. Combination agents should be chosen such
that they complement each other, to the net benefit of the patient’s underlying
molecular pathology. This combination strategy is highly efficacious in animal
models and may prove to be the optimal approach in the future for the management
of human sepsis [20].

The clinical trial paradigm in the development of anti-sepsis agents has been
the standard double-blind, placebo-controlled single-agent trial design. This mo-
del is based upon a traditional regulatory position that it is inappropriate to
conduct a trial of combination therapy until all the individual components of the
treatment regimen have shown independent efficacy and safety. Now that several
large studies have demonstrated safety and modest effectiveness, combination
studies are warranted to determine whether additive or even synergistic effects are
achievable in sepsis studies. A trial of activated protein C in combination with tight
glucose control, stress-dose steroids, and/or early goal-directed resuscitation stra-
tegies should be undertaken. Moreover, agents directed against microbial media-
tors (anti-LPS or other bacterial toxins, anti-lipoteichoic acid, or anti-peptidogly-
can agents) may need to be studied in combination with therapies directed against

Fig. 1. Five potential sites for intervention with combination therapy for severe sepsis.
PAMPs, Pathogen associated molecular patterns; MIF, macrophage migration inhibitory
factor; HMGB-1, high mobility group box-1

s
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early host-derived mediators (e.g. cytokines, proteases, reactive oxygen interme-
diates, coagulation elements) and late-acting agents such as HMGB-1, MIF, and
apoptosis inhibitors.

Many such combinations could be reasonable and the choice of the correct
combination might be guided in the near future by the availability of rapid access
to genomic and proteomic data. Small molecule inhibitors and immunomodula-
tors will become available for clinical study as the intracellular pathways that
underlie the septic process are better defined. Combination therapy has proven
highly successful in the management of life-threatening viral diseases like hepatitis
C and HIV infection, and it has become the standard of care for many neoplastic
diseases [4].

The time has come to advance our therapeutic approach to management of
severe sepsis with combination therapy [16, 21]. Recent studies have shown that
multiple interventions provide small but significant improvements in outcome.
There is little reason to believe that dramatic breakthroughs will occur in the future
with continued adherence to a monotherapy approach. We must accept the com-
plexity and dynamic nature of the signalling networks responsible for the molecu-
lar pathogenesis of sepsis and respond with a carefully chosen regimen of combi-
nation agents directed against the multiple pathways involved in sepsis. The
emerging technology to provide real-time and accurate assessment of the immune
status of each septic patient over the course of illness will greatly facilitate the
optimal use of combination therapy in the future. Monumental recent advances in
our understanding of the pathophysiology of sepsis should be matched by an
intelligent set of combination approaches to sepsis therapies, if real progress is to
be achieved in the care of patients with severe sepsis and septic shock.
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Implementation of the Surviving Sepsis Campaign
guidelines

J.-L. VINCENT

Guidelines are available and used in almost all walks of life to direct and advise,
whether it be on how to design the most effective and visually attractive website or
which route to take when travelling from A to B. Medicine is no different, and
guidelines, published by official representative bodies or groups of opinion leaders,
abound. Intensive care medicine has been relatively slow to jump on the guideline
‘bandwagon’ partly, as we will see later, because of the lack of convincing evidence
on which to base such recommendations. However, guidelines are now widely
available on subjects as diverse as nutritional support [1], weaning from mechanical
ventilation [2], and end-of-life decision making and care [3]. Research in intensive
care medicine moves at an incredibly fast pace, and with the ever increasing number
of ‘specialist’ journals and widespread access to the web facilitating rapid dispersion
of new results and publications, intensivists are bombarded almost daily with
information about a potentially valuable new technique or therapy or a previously
unknown risk of an old, well-accepted treatment. The difficulty lies in assimilating
all this new ‘knowledge’ and determining exactly how and when it should be applied
to patients. This is where guidelines come into their own, by providing a clear and
complete analysis of all the available data and summarising the evidence in order
to provide clear directions as to how each patient in that situation should be
managed. Guidelines ensure that, if followed, patients will be treated according to
the very latest standard of care. In addition to this traditional role, they are also
increasingly being used to reduce variability in clinical practice and to standardise
care, provide protection against medical litigation, and even to reduce costs [4].

However, guidelines have their drawbacks, and implementing them may not be
as clear-cut as first appears. In this chapter, we will discuss the development,
benefits, and limitations of the recently developed Surviving Sepsis Campaign
guidelines for the management of the patient with severe sepsis or septic shock [5].

Surviving Sepsis Campaign guidelines: development

Severe sepsis affects some 30% of intensive care unit (ICU) admissions and is
associated with ICU mortality rates of round 30%. Septic shock is associated with
ICU mortality rates of round 50%. Despite many years of intense research, only one
agent, drotrecogin alfa (activated), has so far been identified that specifically affects
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the sepsis response and by so-doing improves survival [6]. However, many other
aspects of general ICU patient management can influence outcomes—the chal-
lenge for the physician is to accumulate all the individual components into an
effective package for each patient with severe sepsis or septic shock.

The Surviving Sepsis Campaign (www.survivingsepsis.org/) was established in
2002 as a collaborative project initiated by three major intensive/critical care
organisations: the European Society of Intensive Care Medicine (ESICM), the
Society of Critical Care Medicine (SCCM), and the International Sepsis Forum
(ISF), and is funded by unrestricted educational grants from several leading indu-
stry companies. The Campaign has three phases:
I. The Barcelona Declaration of 2002: a six-point action plan to improve aware-

ness, diagnosis, and treatment of sepsis, and to encourage improved education
of physicians, politicians, and patients; the overall aim is to decrease the relative
mortality of sepsis by 25% by 2009.

II. The development of guidelines for the management of patients with severe
sepsis or septic shock.

III. The creation of methods to encourage application of the guidelines, and assess-
ment of their effectiveness in improving outcomes.
Following the Barcelona Declaration, guidelines for the management of the

patient with severe sepsis and septic shock were developed using a modified Delphi
methodology by a group of about 50 international critical care and infectious
disease experts in the diagnosis and management of infection and sepsis [5].
Recommendations were graded from A to E depending on the level of evidence
then available:
A: Supported by at least two large, randomised trials with clear-cut results
B: Supported by one large, randomised trial with clear-cut results
C: Supported by small, randomised trial(s) with uncertain results
D: Supported by a study with non-randomised, contemporaneous controls
E: Studies with historical controls, uncontrolled studies, case series, expert opi-

nion
All aspects of management of the patient with severe sepsis were covered,

divided into 18 categories, from initial resuscitation to consideration of limitation
of life support, and recommendations were developed for each category. Paediatric
considerations were listed separately.

Clearly, this is an ambitious and worthy project. By providing an evidence-
based summary of the vast amount of available literature, the Surviving Sepsis
Campaign has provided a means of disseminating the available data in a reliable
and concise manner that can be used by physicians to assist in their daily decisions
regarding the management of patients with severe sepsis or septic shock.

Surviving Sepsis Campaign guidelines: application

Clearly published guidelines are of little value if they are not adopted into clinical
practice. As clinicians tend to be conservative by nature, the Surviving Sepsis
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Campaign has introduced the ‘sepsis bundle,’ which takes the guidelines and
converts them into operationalisable packages that can be applied more easily at
the bedside and, when implemented as a group, have a greater effect on outcome
than the individual elements alone. This approach has been taken up in conjunction
with the Institute for Healthcare Improvement (www.ihi.org) and two sepsis bun-
dles have been developed (Table 1):

Table 1. The Surviving Sepsis Campaign Sepsis Bundles (adapted from www.ihi.org/IHI/To-
pics/CriticalCare/Sepsis/Changes)

Sepsis Resuscitation Bundle—within 6 h:

• Blood lactate concentrations measured
• Blood cultures prior to antibiotic administration
• Broad-spectrum antibiotics within 3 h
• Treat hypotension and/or elevated lactate with fluids
• Administer vasopressors for ongoing hypotension
• Maintain adequate central venous pressure (� 8 mmHg)
• Maintain adequate central venous oxygen saturation (� 70%)

Sepsis Management Bundle—within 24 h:

• Maintain blood glucose on average < 150 mg/dl
• Assess eligibility for the use of drotrecogin alpha (activated)
• Administer steroids in septic shock (unless normal ACTH test)
• If receiving mechanical ventilation, maintain inspiratory plateau pressure at < 30 cmH2O

1. The Severe Sepsis Resuscitation Bundle describes seven tasks that should begin
immediately, but must be accomplished within the first 6 h of presentation for
patients with severe sepsis or septic shock. While some items may not be
completed if the clinical conditions described in the bundle do not apply in a
particular case, clinicians must assess for them.

2. The Sepsis Management Bundle lists four management goals. Efforts to accom-
plish these tasks should also begin immediately, but these items may be com-
pleted within 24 h of presentation for patients with severe sepsis or septic shock.
The following criteria were used to choose the specific guideline recommenda-

tions that should be included in the sepsis bundles: (a) evidence suggested that the
use of the intervention was associated with decreased mortality; and (b) the
recommendation could be converted into data elements that can be precisely
defined and that can be audited [7]. The number of goals in the bundles was limited
to ensure their implementation was feasible. Hospitals implementing the Sepsis
Bundles are encouraged to develop ‘Improvement’ or ‘Change Teams’ who will be
responsible for developing protocols around the Sepsis Bundles that will function
well within their individual institution but, importantly, must include all of the
bundle elements. It is recommended that the improvement team is multidiscipli-
nary, comprising representatives from all departments involved in the change
processes—doctors, nurses, pharmacists, respiratory therapists, clerks and tech-
nicians. A key focus of these sepsis bundles is ongoing data collection and audit to
verify that the guidelines are indeed being implemented and to determine whether
the changes are actually leading to improved outcomes. To achieve this, the bundle
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goals are converted to quality indicators, each with an associated measure repre-
senting success or failure of that goal. Following measurement of baseline perfor-
mance, the hospital or unit tries to improve their rate of achieving the pre-specified
goals and measures. Feedback is then provided to all, with further education,
training, and reinforcement such that further improvements can be realised.
Ongoing studies suggest that implementation of these bundles is feasible and may
indeed improve outcomes [8].

Surviving sepsis campaign guidelines: limitations

One of the problems with critical illness, and perhaps sepsis in particular, is the
complexity of the process(es) involved and the lack of clear evidence for or against
many of the established interventions used in the ICU [9–11] on which to base
recommendations. Indeed, while the Surviving Sepsis Guidelines [5] certainly
provide useful guidance for any physician regularly treating patients with severe
sepsis or septic shock, a close look reveals some interesting data regarding the many
uncertainties that remain in the field of sepsis and critical illness as a whole. Of the
52 recommendations, just five are grade A, i.e. supported by at least two randomised
controlled trials with clear-cut results, and more than half the recommendations
are only supported by grade E evidence (Fig. 1). The fact that only five recommen-
dations are supported by at least two clear-cut randomised controlled trials in fact
summarises the situation regarding intensive care medicine as a whole, in which
randomised controlled trials are often difficult to conduct. The heterogeneous
nature of the intensive care population is one reason why it is difficult to show the
impact of short-term interventions on long-term outcomes. In addition, many
treatment strategies are life-saving (use of mechanical ventilation in respiratory
failure, blood transfusions in acute haemorrhage, administration of vasopressor
agents in severe shock, etc.), and cannot ethically be studied in a randomised
controlled trial [11]. In a survey of 46 candidates for the 1998 Belgian Intensive Care
Board examination, 54% of those questioned were unable to provide an answer to
the question: ‘Which accepted therapeutic interventions in critical care medicine
have been shown to reduce mortality in prospective, randomised, clinical trials?’
Just over a third gave an answer, but all of these could be challenged [10]. In
addition, many intensivists believe that interventions have been proved effective
by randomised controlled clinical trial when in fact they have not [9]. Evidence-
based medicine is notoriously difficult to apply in intensive care [11] if based
predominantly on randomised controlled studies. As a result, other forms of
evidence take on a relatively greater importance than is needed in many other
medical specialties where the randomised controlled trial is more easily appli-
cable. In sepsis, a key problem has been in defining and characterising septic
patients to achieve a relatively homogeneous patient group. Attempts have been
made recently to create better definitions for patients with sepsis in order to
improve the quality and comparability of clinical trials [12, 13]. Genomics, proteo-
mics, and microarray technology may also provide a means of classifying more
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homogeneous patient populations and monitoring their response to treatments in
the future [14].

A good example of the many uncertainties that remain is the case of steroid
administration in septic shock. The pivotal study by Annane et al. [15] did show an
increased survival rate in patients who received steroid therapy, but this became
statistically significant only after a complex statistical analysis using adjusted
hazard ratios. Hence, some people have argued that we do not have definitive
evidence. This is why a European study called Corticus is currently evaluating the
beneficial effects of steroid administration in septic shock, randomising patients
to receive hydrocortisone or not, with Dr D Annane serving as a member of the
steering committee. However, the Surviving Sepsis Campaign considered that there
is enough evidence to recommend the use of stress doses of corticosteroids in septic
shock. This raises an interesting issue, in that if the guidelines recommend corti-
costeroid use, is there still sufficient equipoise for the European study to continue,
or should it, in fact, be stopped?

Likewise, what do we know about tight glucose control in sepsis? This interven-
tion was reported to be effective in the surgical ICU of a single centre [16] and the
results were extended to the medical ICU [17], but we do not know whether this
strategy can be applied everywhere. We also do not know whether this approach is
applicable to more unstable patients with severe sepsis and septic shock. The
discontinuation of a recent multicentre study in Germany suggests we should be
careful before implementing this strategy.

As clearly stated by the authors [5], the Surviving Sepsis Campaign Guidelines
provideguidanceforthecliniciancaringforapatientwithseveresepsisorseptic shock,
but they are not necessarily applicable to all patients and cannot replace the clinician’s

Fig. 1. Number of recommendations of each grade (see text) in the Surviving sepsis campaign
guidelines
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decision-making capability when he or she is provided with a patient’s unique set
of clinical variables. This highlights a potential limitation of all guidelines. If they
are too weak or vague and too much flexibility is introduced, then the guidelines
become ineffectual; if they are too strong, then the guidelines risk becoming too
simplistic and dogmatic and physicians will find them impossible to apply to many
patients. Some people argue that avoiding variability in clinical practice is a good thing.
I do not believe this is true. If there is a superior treatment, of course we should all apply
it, but where there is uncertainty, variability can in fact favour the development of new
ideas and new strategies. This does not, of course, mean that each physician can do
whatever he or she wants; every decision needs to be based on sound data and
well-supported by evidence. The development of the sepsis bundles is an attempt to
try and improve and standardise clinical implementation of the guidelines, allowing
for a degree of flexibility in how the bundles are applied at a local level, while still
stressing the importance of including each bundle element. However, who is going to
‘apply’ the sepsis bundle, to verify that it has been implemented in full, and to perform
the required ongoing data collection and analysis? Will it require a specially employed
assistant, and if so who will finance this? Or will it be added to the workload of the
already overburdened clinician? These are issues that need to be carefully considered
if this system is going to be effectively implemented.

Another limitation of the current sepsis bundles is the problem of haemodyna-
mic management. The bundle includes a very crude assessment of fluid challenge,
and the recommendation to give vasopressors when the patient is not responding
adequately to fluid administration. It is highly likely that the sepsis bundles will be
claimed as support by those who do not provide sufficient amounts of fluids and
give excessive amounts of vasopressor agents, a situation that we are actually trying
to avoid! I would suggest that we need to be more specific in terms of fluid challenge,
giving it under strict control of cardiac filling pressures until no further clinical
improvement, and simply avoiding hypotension (this obviously allows vasopressor
agents to be used when required). This criticism may seem semantic, but it is not:
avoidance of hypotension is essential, and vasopressor agents provide one means
of achieving this, but it is not the use of vasopressors themselves that is beneficial.

Another limitation with the sepsis bundles is the time factor: Once time limits
are created, one may feel one’s management is optimal as long these relatively
artificial limits are respected. As a crude example, if antibiotics must be given
within 3 h, is it acceptable to slightly delay their administration in fulminant septic
shock or in meningoccemia, as long as the 3-h limit is not exceeded? If drotrecogin
alfa (activated) should be considered within 24 h, would it be acceptable to give it
say after 14 h, when it could have been given 2 or 3 h earlier?

Finally, as mentioned above, intensive care research does not stop simply
because a set of guidelines has been published and there is therefore no more to be
said on the issue! Many uncertainties remain across the field of intensive care
medicine, and in sepsis in particular, e.g. which intravenous fluids and how much
fluid should be used during resuscitation? Which vasoactive drugs should be used
and to which endpoints should they be titrated? Should corticosteroids be given in
patients with severe sepsis as well as those with septic shock? As newer techniques
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to monitor the microcirculation become available, should we adjust the dose of
drotrecogin alfa (activated) or the duration of treatment according to microcircula-
tory parameters? Although we have made considerable progress in the management
of the patient with severe sepsis and septic shock, these questions and many others
require further study to provide us with the answers that will ensure that treatment
is optimised and outcomes maximised. As the results of such trials become available,
they will need to be incorporated into the guidelines (and bundles) as rapidly as
possible to ensure that patients continue to be treated with the very latest best
standard of care if the Surviving Sepsis Campaign targets are to be achieved.

Conclusions

The Surviving Sepsis Campaign guidelines have been described as ‘landmark’
(http://www.ihi.org/IHI/Topics/CriticalCare/Sepsis/SepsisExpertHostMitchellLe
vy.htm), and they indeed represent an important advance in the management of
patients with severe sepsis and septic shock. However, many of the recommenda-
tions are based on low-grade evidence and many uncertainties remain. Translating
the guidelines into sepsis bundles may facilitate their implementation into clinical
practice, but the logistics of this approach may make it difficult for some hospitals
or units to do so, and a checklist approach may be preferable. Checklists are widely
used outside medicine, e.g. by airline pilots to monitor safety measures. To improve
team communication in the ICU and help prevent oversights in key areas of ICU
patient management; we recently proposed the FAST HUG mnemonic (for feeding,
analgesia, sedation, thromboembolic prophylaxis; head of bed elevation; ulcer
prevention; and glucose control) [18]. For the management of the patient with
severe sepsis, I propose rather a checklist of ten items, listed in Table 2, which, when
treating a sepsis patient, should each be met as soon as possible, thereby avoiding
any potential problems with artificially imposed time limits.

Table 2. Severe Sepsis Resuscitation Checklist. Each item should be accomplished as soon as
possible

• Arterial blood gases with blood lactate concentrations measured
• Blood and other relevant cultures prior to antibiotic administration
• Broad-spectrum antibiotics likely to cover all pathogens
• Placement of a central venous catheter
• Fluid challenge based on central venous pressure (stop when an increase in CVP is not

followed by any clinical improvement)
• Keep adequate blood pressure at all times (usually > 65 mmHg); place an arterial catheter

in case of arterial hypotension
• Maintain central venous oxygen saturation or mixed venous oxygen saturation � 70%
• Assess eligibility for the use of drotrecogin alfa (activated)
• Avoid hyperglycaemia (150 mg/dl may be an acceptable limit)
• Administer steroids in septic shock (unless normal ACTH test)
• If receiving mechanical ventilation, maintain inspiratory plateau pressure (if possible

<30 cmH2O)
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The Surviving Sepsis Campaign represents the considerable progress we have
made in recent years in the management of the patient with sepsis, and carries hope
for the future, but further discussion and study are needed to help us interpret and
implement the guidelines optimally.
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PERIOPERATIVE MEDICINE



Perioperative cardiac risk stratification

M. BRUDNIEWSKI, A.P. SCHMIDT, J.O.C. AULER JR

Cardiovascular events are considered the main cause of death in the perioperative
period. The most important events are acute myocardial infarction (AMI), unstable
angina, cardiac failure, severe arrhythmias, and sudden death. In this scope,
patients often need clinical consultation to stratify the perioperative cardiac risk.

The prevalence of cardiovascular disease increases with age, and it is estimated
that the number of persons older than 65 years in the United States will increase
25–35% over the next 30 years [1]. Unfortunately, this is the same age group in which
the largest number of surgical procedures is performed [2].

The purpose of preoperative evaluation is not to give medical clearance but
rather to evaluate the patient’s current medical status; make recommendations
concerning the evaluation, management, and risk of cardiac problems over the
entire perioperative period; and provide a clinical risk profile that the patient,
primary physician, anaesthesiologist, and surgeon can use in making treatment
decisions that may influence short-and long-term outcomes. No test should be
performed unless it is likely to influence patient treatment [3]. The cost of risk
stratification cannot be ignored. The need for better methods of objectively mea-
suring cardiovascular risk has led to the development of multiple non-invasive
techniques in addition to established invasive procedures [3].

If successful, cardiac risk stratification classifies patients into various risk
categories so that their management can be tailored to their needs. Low-risk
patients may be spared further testing, and postoperative management may be
changed for patients at higher risk [4, 5]. The goal of risk stratification is to reduce
overall mortality and morbidity. Clarification of risk status allows clinicians to
provide better informed consent. From a societal perspective, reducing periopera-
tive complications and avoiding unnecessary testing could result in substantial cost
savings. The major harms of stratification arise from the use of potentially unne-
cessary preoperative exams and the consequent possibility of ineffective or harmful
interventions. Harm may also result from delay of the planned noncardiac surgery
[6]. Therefore, the goal of consultation is the rational use of testing in an era of cost
containment and optimal care of the patient [3].

The consultant should also bear in mind that perioperative evaluation may be
the ideal opportunity to affect long-term treatment of a patient with significant
cardiac disease or risk of such disease. The referring physician and patient should
be informed of the results of the evaluation and the implications for the patient’s
prognosis. The consultant can also assist in planning for follow-up [3].
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Clinical predictors of risk

There are three clinical predictors groups of surgical risk: (1) type of surgery, (2)
patient’s functional status, and (3) cardiac risk factors, which are based on clinical
data.

Type of surgery

The clinician should analyse whether emergency surgery is required, and the nature
of the surgical procedure. Emergency surgery is associated with a major number
of perioperative cardiac events. Mangano et al. [1] determined that cardiac com-
plications are two to five times more likely to occur in emergency surgical proce-
dures than in elective operations. This finding is not surprising because the neces-
sity for immediate surgical intervention may makes it impossible to evaluate and
treat such patients optimally [3]. For example, the mortality rate for repair of
patients with ruptured abdominal aortic aneurysms is more than ten times higher
than that for elective asymptomatic aneurysms [7]. For elective surgery, cardiac
risk can be stratified according to a number of factors, including the magnitude of
the surgical procedure. A large-scale study supported the low morbidity and
mortality rates in superficial procedures performed on an ambulatory basis [8].
Several large surveys have demonstrated that perioperative cardiac morbidity is
particularly concentrated among patients who undergo major thoracic, abdominal,
or vascular surgery, especially when they are 70 years of age or older [1, 9–12]. Major
surgery is related to procedure stress, which depends on anaesthetic-surgery time,
loss of fluids and blood, and haemodynamic instability (Table 1) [3]. Patients who
require vascular surgery appear to have an increased risk of cardiac complications,
because many of the risk factors contributing to peripheral vascular disease are
also risk factors for CAD. The usual symptomatic presentation for CAD in these
patients may be obscured by exercise limitations imposed by advanced age and/or
intermittent claudication, and major arterial operations are often time-consuming
and may be associated with substantial fluctuations in intravascular fluid volumes,
cardiac filling pressures, systemic blood pressure, heart rate, and thrombogenicity
[1]. Some studies [13, 14] suggested that clinical evidence of CAD in a patient who
has peripheral vascular disease appears to be a better predictor of subsequent
cardiac events than the particular type of peripheral vascular operation to be
performed. In addition, certain situations do not lend themselves to comprehen-
sive cardiac evaluation, although surgical care may be qualified as semi-elective. In
some patients, the impeding danger of the disease is greater than the anticipated
perioperative risk. Examples include patients who require arterial bypass for limb
salvage or mesenteric revascularisation to prevent intestinal gangrene. Patients
with malignant neoplasm also pose a diagnostic and therapeutic dilemma with
respect to preoperative cardiac risk evaluation [3]. Although CAD is the overwhelm-
ing risk factor for perioperative morbidity, procedures of different levels of stress
are associated with different levels of morbidity and mortality. Superficial and
ophthalmologic procedures represent the lowest risk and are rarely associated with
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excess morbidity and mortality. Major vascular procedures represent the highest
risk. Within the intermediate risk category, morbidity and mortality vary, depend-
ing on the surgical location and extent of the procedure. Some procedures may be
short, with minimal fluid shifts, while others may be associated with prolonged
duration, large fluid shifts, and greater potential for postoperative myocardial
ischaemia and respiratory depression. Therefore, the physician must exercise
judgment to correctly assess perioperative surgical risks and the need for further
evaluation [3].

Table 1. AHA cardiac risk
a

stratification for noncardiac surgical procedures

Risk Surgery

High (reported cardiac risk often > 5%) • Emergent major operations, particularly in the
elderly
• Aortic and other major vascular surgery
• Peripheral vascular surgery
• Anticipated prolonged surgical procedures
associated with large fluid shifts
and/or blood loss

Intermediate (reported cardiac risk • Carotid endarterectomy
generally < 5%) • Head and neck surgery

• Intraperitoneal and intrathoracic surgery
• Orthopaedic surgery
• Prostate surgery

Low
b

(reported cardiac risk • Endoscopic procedures
generally < 1%) • Superficial procedure

• Cataract surgery
• Breast surgery

a
Combined incidence of cardiac death and nonfatal myocardial infarction

b
These patients do not generally require further preoperative cardiac testing

Patient’s functional status

Functional status scales have demonstrated to be good predictors of future cardiac
events in the general population. The most important scales are described in detail
elsewhere; briefly, they are: Duke Activity Status Index [15], Canadian Cardio-
vascular Society’s classification of angina [16], NYHA classification of CHF [17],
and the Specific Activity Scale [18]. Those scales try to correlate clinical data with
patients functional status, without realising supplemental tests. However, adequate
studies showing that a patient’s functional status may predict cardiovascular events
in the perioperative period of noncardiac surgery do not exist. The Duke Activity
Status Index was developed to assess functional capacity in a manner that correlates
with oxygen uptake by weighting questions according to the known metabolic cost
of each activity [15]. The clinician should also observe the limitations of the scales.
The Duke Activity Status Index was not studied as a predictor of cardiac events in
the perioperative period of noncardiac surgery [6], neither was the Specific Activity
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Scale (whose application is very difficult). Furthermore, physician’s and pa-
tient’s subjectivity is difficult to control when applying the scales. The NYHA and
CCS scales are adequate to assess a specific group of patients, but they cannot be
generalised to all patients. Studies of patients undergoing major noncardiac surge-
ry have shown that severe limitation of activity [19] or inability to reach a target
heart rate on bicycle ergometry [20] predicts postoperative cardiac risk.

Cardiac risk factors

Advanced age (> 70 years), coronary artery disease (history of myocardial in-
farction, angina pectoris, ischaemic ST-segment changes on electrocardiogram),
congestive heart failure (CHF) (presence of ventricular dysfunction is the better
predictor), arterial hypertension, diabetes mellitus (> incidence of acute myocar-
dial infarction and silent myocardial ischaemia), and peripheral vascular disease
are well-recognised cardiac risk factors.

Cardiac risk indices and algorithms in noncardiac surgery

The American Society of Anesthesiologists (ASA) score was the first clinical index
developed to predict risk [21]. Although it is subjective, it has been found to be a
sensitive predictor of death in very large numbers of patients (>100 000) and of
major nonfatal complications [22–24]. The ASA score performs less well than other
clinical risk indices in predicting cardiac complications [20, 25].

In 1977, Goldman et al. developed the original Cardiac Risk Index (Table 2). It
was the first validated multivariate model developed to predict cardiac complica-
tions in a general surgical population [25]. Scores were assigned to each variable
according to its weight in the model, and a risk index for cardiac death and
life-threatening complications was developed. The higher the score, the higher the
predicted risk; scores range from class I (low risk) to class IV (high risk). Patients
with angina were excluded from this index. This is a good index for low-and
high-risk patients; however, it may fail in identifying intermediate-risk patients.
Nine years later, Detsky et al. [26] (Table 2) modified the original Cardiac Risk
Index, added the variables of significant angina and remote myocardial infarction,
and simplified the scoring system into three classes of risk (Class I: 0–15 points,
Class II: 20–30 points, Class III: 30 points). The modified version improved predic-
tive accuracy among higher-risk patients. Class II and III predict a high risk of
perioperative cardiac events (10–15%). Nonetheless, a low Cardiac Risk Index
scores (class I) does not reliably identify patients who have a low risk of periope-
rative cardiac events, and information on ‘low-risk’ variables should be collected
for these patients [16]. In summary, based on ACP guidelines, patients should
initially be assessed by using the modified Cardiac Risk Index so that patients at
high risk of postoperative cardiac events can be detected. For the remaining
patients, obtaining information about ‘low-risk’ variables will allow further clinical
classification into low-and intermediate-risk groups [6].

540 M. Brudniewski, A.P. Schmidt, J.O.C. Auler Jr



Table 2. Cardiac risk index and modified cardiac risk index. MIMyocardial infarction,
ECGelectrocardiogram, CCSCanadian Cardiovascular Society, CHFcongestive heart failure,
PVCspremature ventricular contractions

Multivariate cardiac risk Goldman index Detsky index

indicator variables

Variable Points Variable Points

(0–53) (0–110)

Age >70 years 5 >70 years 5

History of MI or Within 6 10 Within 6 months 10
Q-wave on ECG months More than 6 months

previously 5

History of angina Not independently CCS class III 10
predictive CCS class IV 20

Left ventricular S3 or jugular 11 Pulmonary oedema 10
dysfunction or CHF venous within 1 week

distension 11 Any previous 5
pulmonary
oedema

Arrhythmia Any rhythm 7 Any rhythm 5
other than other than
sinus sinus
>5 PVCs 7 >5 PVCs 5

Other heart disease Important 3 Critical 20
aortic aortic
stenosis stenosis

Other medical problems Any of the following: 3 Any of the following: 5
PO2 <60 mmHg, PO2 <60 mmHg,
PCO2 > 50 mmHg, K+ PCO2 > 50 mmHg,
concentration <3 mmol/l, K+ concentration <3
BUN level > 50 mmol/l, mmol/l, BUN level>
creatinine concentration> 50 mmol/l, creatinine
260 mmol/l, bedridden concentration >

260 mmol/l, bedridden

Findings for ischaemia Not independently Not independently
on ECG predictive predictive

Type of surgery Emergency 4 Emergency 10
Intrathoracic 3
or abdominal

Scores Class I 0–5 Class I 0–15
Class II 6–12 Class II 20–30
Class III 13–25 Class III > 30
Class IV > 25

Algorithms are used in the assessment of cardiac risk in the perioperative
period to aid in the decision whether the clinician should perform supplementary
evaluation or not. The most commonly used algorithms are from the American
College of Cardiology (ACC)/American Heart Association (AHA) and from the
American College of Physicians (ACP). The ACP uses the modified Cardiac Risk
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Index for the initial cardiac risk assessment, and then, in Detsky class I patients,
increases the number of risk variables (Table 3) for greater precision (Figs. 1, 2). The
ACC/AHA algorithm does not use the specific Cardiac Risk Index, but determines the
risk of cardiac events through variables. It ranks low-, intermediate-, and high-risk for
cardiac events patients, and uses non-invasive tests, based on metabolic equivalents
and type of surgery, for the diagnosis of perioperative ischaemia (Fig. 3).

Table 3. Low-risk variables for ACP algorithm. ECGElectrocardiogram, AMIacute myocardial
infarction. Adapted form ACP guidelines

> 70 years Heart failure history

Angina history Hypertension with severe left ventricular hypertrophy

Diabetes mellitus Ischaemic ST abnormalities on resting ECG

Q-waves on ECG Ventricular ectopy history

AMI history

Fig. 1. Adapted from American College of Physicians Algorithm for the risk assessment and
management of patients at low or intermediate risk for perioperative cardiac events. DTI
Dipyridamole thallium imaging, DES dobutamine stress echocardiography
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Fig. 2. Adapted from ACP Algorithm for the management of patients at high risk for
perioperative cardiac events

Fig. 3. Algorithm to preoperative cardiac assessment. CHFCongestive heart failure, MI
myocardial infarction, METsmetabolic equivalents, ECGelectrocardiogram. (Adapted from
ACC/AHA)
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Supplemental preoperative evaluation

When assessing a patient’s risk of major cardiac events during or after a noncardiac
operation, the clinician uses clinical evaluation to determine the risk of fatal and
nonfatal cardiac events and may refine the risk assessment of intermediate-risk
patients through non-invasive testing [16].

Non-invasive tests available for further risk stratification include those that
assess left ventricular function (radionuclide angiography, echocardiography, and
contrast ventriculography), cardiac ischaemia (exercise or pharmacological stress
testing and ambulatory electrocardiography monitoring), or both (dobutamine
stress echocardiography) [16]. Identification of high-risk patients whose long-term
outcome would be improved with medical therapy or coronary revascularisation
procedures is a major goal of preoperative non-invasive testing [3].

Postoperative events probably have multifactorial causes; therefore, non-inva-

Fig. 4. Algorithm to preoperative cardiac assessment. CHF Congestive heart failure, MImyo-
cardial infarction, METs metabolic equivalents, ECG electrocardiogram. (Adapted from
ACC/AHA)
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sive testing may never be able to stratify patients fully. Tests done before surgery
cannot account for every intra-and postoperative factor. For example, the perio-
perative period is a time of hypercoagulability, catecholamine surges, pain, and
operative stresses, all of which may influence oxygen demand, and of factors other
than coronary stenosis that may influence oxygen supply, leading to myocardial
ischaemia [6].

The perioperative guidelines from the ACC/AHA recommend testing before
surgery when two of three factors are present that are intermediate clinical predic-
tors (Canadian class 1 or 2 of angina, prior myocardial infarction, based on history
or pathologic Q waves, compensated or prior heart failure, or diabetes), poor
functional capacity (~4 metabolic equivalents, METs), and high surgical risk
procedure (aortic repair or peripheral vascular surgery, prolonged surgical proce-
dures with large fluid shifts or blood loss, and emergency major operations).
Emergency major operations may require immediate proceeding to surgery
without sufficient time for non-invasive testing or preoperative interventions [3].

Resting left ventricular function

Studies demonstrated a greater risk of complications in patients with a left ventri-
cular ejection fraction (LVEF) < 35% [27–33]. Poor left ventricular systolic or
diastolic function is mainly predictive of postoperative heart failure, and in criti-
cally ill patients, death. However, left ventricular function was not found to be a
consistent predictor of perioperative ischaemic events [3]. Preoperative non-inva-
sive evaluation of left ventricular function is recommended in patients with current
or poorly controlled heart failure (HF), or with prior HF, and in patients with
dyspnoea of unknown origin [3].

Assessment of risk for CAD and functional capacity

In recent episodes of chest pain or the ischaemic equivalent in clinically interme-
diate-or high-risk patients scheduled for an intermediate-or high-risk operative
procedure, the 12-lead ECG is recommended for: asymptomatic persons with
diabetes mellitus, patients with prior revascularisation, asymptomatic male more
than 45 years old or females more than 55 years old with two or more atherosclerotic
risk factors, or patients with prior hospital admission for cardiac causes [3].

The exercise or pharmacological stress testing is recommended if there is a
diagnosis of patients with intermediate pre-test probability of CAD; prognostic
assessment of patients undergoing initial evaluation for suspected or proven CAD;
evaluation of subjects with significant change in clinical status; demonstration of
proof of myocardial ischaemia before coronary revascularisation; evaluation of
adequacy of medical therapy; prognostic assessment after an acute coronary syn-
drome; evaluation of exercise capacity when subjective assessment is unreliable;
diagnosis of CAD patients with high or low pre-test probability; those with resting
ST depression less than 1 mm, those undergoing digitalis therapy, and those with
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ECG criteria for left ventricular hypertrophy; and detection of restenosis in high-
risk asymptomatic subjects within the initial months after PCI [3].

Coronary angiography is recommended in the perioperative evaluation before
noncardiac surgery for patients with suspected or known CAD with evidence for
high risk of adverse outcome based on non-invasive test results, angina unrespon-
sive to adequate medical therapy, unstable angina, equivocal non-invasive test
results in patients at high-risk undergoing high-risk surgery; multiple markers of
intermediate clinical risk and planned vascular surgery; moderate to large region
of ischaemia on non-invasive testing but without high-risk features and without
lower LVEF; non-diagnostic noninvasive test result in patients of intermediate
clinical risk undergoing high-risk noncardiac surgery; urgent noncardiac surgery
while convalescing from acute MI; perioperative MI; medically stabilised class III
or IV angina and planned low-risk or minor surgery [34].

Risk stratification in cardiac surgery

In cardiac surgery, it has long been accepted that operative or hospital mortality is
an indicator of quality of care. This is true to a large extent: death following heart
surgery is often due to failure to achieve a satisfactory cardiac outcome, itself the
cause of major early morbidity and poor long-term results. Crude operative mor-
tality fails as a measure of quality only when there are major variations in case mix.
For operative mortality to remain a valid measure of quality of care, it must be
related to the risk profile of the patients receiving surgery, hence the need for a
reliable risk stratification model [35]. Another reason for the regular use of risk
stratification in the assessment of cardiac surgical results is to avoid the impression
that some surgeons and hospitals seem to have worse results than others, whereas
in fact this is due to their treating a large proportion of high-risk patients [35].

Currently, there are two scales for risk stratification in cardiac surgery: the
EuroSCORE [35] and the Bedside Estimation of Risk (Bernstein and Parsonnet)
[36].

The EuroSCORE has three groups of risk factors with respective weights:
1. Patient-related factors: age over 60 (one point per 5 years or part thereof),

female (1), chronic pulmonary disease (1), extracardiac arteriopathy (2), neu-
rological dysfunction (2), previous cardiac surgery (3), serum creatinine
200mmol/l (2), active endocarditis (3), and critical preoperative state (3).

2. Cardiac factors: unstable angina on intravenous nitrates (2), reduced left ven-
tricular ejection fraction (30–50%: 1, 30%: 3), recent (< 90 days) myocardial
infarction (2), and pulmonary systolic pressure 60mmHg (2); and

3. Operation-related factors: emergency (2), other than isolated coronary surgery
(2), thoracic aorta surgery (3), and surgery for post-infarct septal rupture (4).
In a study of 14 799 patients, the mortality rates per group were: low-risk group

(EuroSCORE 1–2): 0.8%, medium-risk group (EuroSCORE 3–5): 3%, and high-risk
group (EuroSCORE 6 plus): 11.2% [35]. This is a simple, objective, and up-to-date
system for assessing heart surgery.
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In 2000, Bernstein and Parsonnet reported the Bedside Estimation of Risk in
cardiac surgery through a logistic regression model in which 47 potential risk factors
were considered. A method requiring only simple addition and graphic interpreta-
tion was designed for approximating the estimated risk easily and quickly.

The risk factors and respective points analysed by this score system are: female
gender (6), age (70–75: 2.5, 76–79: 7, > 80: 11), congestive heart failure (2.5), severe
chronic obstructive pulmonary disease (6), diabetes (3), ejection fraction (30–49%:
6.5, < 30%: 8), hypertension (3), left-mainstem stenosis > 50% (2.5), morbid obesity
(1), preoperative intraaortic balloon pump (4), first operation (10), second or
subsequent reoperation (20), aortic valve procedure (0), mitral valve procedure
(4.5), combination valve procedure and aortocoronary bypass (6). The graph
provided by the model allows determination of the estimated risk from the total
score obtained by summing the individual scores for the risk factors present. It
allows the risk of surgical mortality faced by an individual patient to be estimated,
which provides an informative aid to patients and physicians contemplating car-
diac surgery [36].
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Risk evaluation and anaesthetic strategy in perioperative
myocardial ischaemia

B. DRENGER

The patient with coronary artery disease (CAD) presents a special challenge to the
anaesthesiologist. The combination of an increased surgical stress response with
limited coronary reserve exposes the patient to a particularly vulnerable situation
during the perioperative period. Typically, patients with CAD are older, with a
higher rate of co-morbidities and thus more sensitive to the development of
haemodynamic instability and organ dysfunction. The current trend of more
aggressive surgical intervention in sicker patients, in whom the prevalence of CAD
is higher, creates a requirement for the development of more comprehensive
approach to the perioperative management of these patients.

Today, the continual search for defining new standards of patient care is of
particular relevance for cardiovascular anaesthesiologists. The development of new
monitoring modalities and new anaesthetic strategies are creating processes that
make it possible for patients to survive complex operations and that may change
patient outcome.

Current trends in anaesthesia education

In recent years, we have witnessed dramatic changes in patient management, with
extensive involvement of the anaesthesiologist in clinical decision-making in the
patient with heart disease. Advancements in monitoring technology and pharmacolo-
gical management and support have promoted new educational opportunities for the
anaesthesiologist-in-training. An importantaspect of education is the implementation
of patient safety practices in the daily routine. Patient safety practice is defined as a
process whose application reduces the probability of adverse events resulting from
medical action or procedure. Not all interventions, no matter how much they are
supported by common sense or how physiologically sound they are, will stand the
scrutiny of evidence-based medicine and fulfil standards of safety and effectiveness.
Thus, particularly in the face of limited resources, we have to prioritise interventions
and treatment strategies thatpromotequality improvementandpatientsafety.Wealso
have to promote practice methods that emphasise the prevention of adverse events
and not only, although important, the prevention of errors. For example, transoeso-
phageal echocardiography (TEE) is one of the methods developed for intraoperative
decision-making and instant evaluation of quality of surgical practice [1].
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TEE has introduced a new dimension for real-time elaborated evaluation of
cardiac chambers and valves, haemodynamic assessment of ventricular function,
therapeutic interventions, and guidance of instrumentation insertion during per-
cutaneous approach for minimally invasive direct-vision CABG procedures and
aortic endovascular repair.

Of similar importance are the new non-invasive methods for cardiac output
measurement, which may also provide information on aortic blood flow or esti-
mates of stroke volume. All of these methods are of particular importance in reducing
medical errors, thus promoting quality improvement and patient satisfaction.

An integral part of the progress in education in anaesthesia is the involvement
of the anaesthesiologist-in-training in clinical research. Whatever we achieve in
basic research is only applicable in our patients after testing in humans. This task
becomes more difficult every day, with increasingly strict regulations, but it does
not rule out our ability to perform hypothesis-driven original research, in addition
to multi-centre and industry-supported studies. Only original research will pro-
mote the in-depth involvement and specific interest of our residents and fellows in
cardiovascular medicine.

Physiological perturbations in the perioperative period are related to the in-
creased effect of the stress response on the coronary circulation during surgery and
anaesthesia. The result of the imbalance between myocardial oxygen supply (in-

Fig. 1. Transoesophageal echocardiography (TEE) guidance in endovascular aortic repair:
Demonstration of type II retrograde non-graft related endoleak
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creased contractile force per unit of time) and demand (shortening of the diastolic
time) is only one component contributing to the phenomenon of intraoperative
myocardial ischaemia. Activation of peripheral and central neural responses has a
major impact on the coronary circulation, which promotes peripheral release of
local inflammatory mediators, such as cytokines and prostaglandins, and central
activation of the hypothalamic-pituitary-adrenal axis. The latter stimulates the
release of catecholamines, cortisol and other stress hormones from the adrenals,
which cause tachycardia, hypertension, and inflammatory responses, such as hy-
percoagulability and leukocyte activation [2]. Cardiovascular morbidity is there-
fore related to the sustained burst in the body’s inflammatory response and
immune function. The continuation of the stress response in these CAD patients
into the postoperative period, and the surgical pain promote coronary and peri-
pheral vasoconstriction, increased afterload, and hypercoagulability and thus, an
increased risk for myocardial ischaemia. At this time it remains unclear whether
specific anaesthetic techniques offer any benefit in terms of improved patient
outcome, patient satisfaction, or reduced use of medical resources. Moreover, it
may be the anaesthetic strategy rather than the anaesthetic technique that changes
patient outcome. Among those strategies, special emphasis should be given to
systematic preoperative evaluation, intraoperative patient monitoring, medical
control of heart rate, prevention of blood prothrombotic state, preservation of
normothermia, and continuation of strict patient monitoring in the postoperative
period.

General vs regional anaesthesia

The anaesthetic technique may affect the stress response differentially. While
general anaesthesia (GA) usually does not attenuate the release of stress hormones,
regional anaesthesia (RA) may modulate afferent neural stimulation pathways.
However, adrenergic tone, as assessed by plasma concentrations of catecholamines
and cortisol, are not consistently diminished in RA patients [3]. Nevertheless,
Yeager et al. [3] demonstrated that, even with similar plasma cortisol concentra-
tions, a significantly higher incidence of cardiac and respiratory complications was
shown in the GA group than in RA patients.

The pivotal question is whether epidural anaesthesia produces better outcomes
than a well-balanced general anaesthetic technique. Second, and no less important,
is the question whether, independently of the type of anaesthesia, the postoperative
analgesic regimen changes cardiac morbidity. The low incidence of short-term
cardiac events curtails researchers’ ability to detect significant differences between
the two types of anaesthesia. Thus, a subpopulation of high-risk patients who are
particularly prone to developing haemodynamic instability may have a higher
incidence of adverse cardiac morbidity, and those results might be reflected on the
general population. Indeed, two groups who studied vascular patient population
have shown higher cardiac morbidity in GA than in RA patients [3, 4]. In a
prospective randomised study, Bode et al. [5] examined 423 lower-risk vascular
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patients; they did not find any differences between the RA and the GA group.
However, inadequate RA converted to GA was associated with a higher death rate
than successful RA or GA (9.4% vs 1.6%). Christopherson et al. [6] investigated 100
low-risk patients who underwent lower-extremity vascular surgery under GA or
RA. The incidence of cardiac morbidity and other complications was similar.
However, the study had to be terminated prematurely because of the significant
re-operation rate in the GA patients due to graft occlusion in the presence of
comparable rates of risk factors, a fact that was attributed to a higher tendency for
hypercoagulation.

Hypercoagulable state

Hypercoagulability after surgery is a phenomenon of unclear aetiology that is
manifested by increased platelets activity, high fibrinogen and factor VIII concen-
trations, and low levels of antithrombin III; all of which may lead to an increased
risk of postoperative coronary thrombosis, unstable angina, and acute myocardial
infarction. The surgical stress is associated with increased release of catechola-
mines and angiotensin, which promote platelet aggregation, and the metabolic
response is manifested by accelerated hepatic synthesis of acute-phase reactant
proteins, including fibrinogen and a decrease in antithrombin III synthesis [4]. The
use of epidural anaesthesia and postoperative epidural analgesia may reduce the
tendency for the patient to develop a high coagulable state by reducing the stress
response, thus lowering production of plasminogen activator inhibitor (improved
fibrinolysis) [7].

Medical control of the stress response

Avoiding perioperative myocardial ischaemia in high-risk cardiac patients is based
on preventing tachycardia, maintaining normothermia and haematocrit, and by
dedicated pain management [8]. While the relationship between intraoperative
tachycardia and ischaemia is not certain, and the correlation between intraopera-
tive ischaemia and postoperative cardiac morbidity is poor, prolonged episodes of
postoperative ischaemia are associated with a higher incidence of myocardial
morbidity [9].

The perioperative use of b-blockade is associated with a reduction in the
sympathetic stress response and ischaemic episodes. Mangano and Poldermans
demonstrated a significant decrease in mortality and postoperative myocardial
infarction (PMI) days and months after surgery [10, 11]. Both agreed that vascular
patients are an intrinsically high-risk subgroup of patients that will benefit from a
multimodal treatment approach. However, because of the inherent methodological
limitations of these two studies and the absence of an obvious explanation for the
improved remote patient outcome, months after the procedure, the results con-
tinue to generate substantial discussion between researchers. Recent publications,
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some of them still in Abstract form [12, 13], could not identify obvious differences
between patients medically treated with b-blockade or placebo. The Danish Diabe-
tic Postoperative Mortality and Morbidity (DIPOM) trial [12] showed equal com-
posite outcome of mortality, PMI, unstable angina, and congestive heart failure
(CHF) (20–21%) at 18 months follow-up, indicating that diabetes alone is not a
sufficient indication to initiate b-blockade therapy and that other risk factors have
a significant contribution as well. The MAVS study reported that perioperative
metoprolol administration (vs placebo) also resulted in a similar primary outcome
between groups [13].

Perioperative medicine is a multi-disciplinary ventureand anaesthesiologists are
not the only players. Surgeons, family physicians, internists, and cardiologists each
have an opinion, and may not appreciate or accept what someone else recommends.
As there are no formal guidelines for perioperative b-blockade, a practical approach
would seem to be to initiate BB therapy in high-risk cardiac patients with no
contraindications a week prior to surgery, or at least start b-blockade during surgery
or soon after. It is more controversial to target the medical treatment to a certain
low heart-rate threshold, but it is definitely strongly recommended not to stop
current b-blockade treatment, or other anti-ischaemic therapy prior to surgery, an
act that will result in a definitely worse outcome.

With regards to the controversy regarding the need for preoperative myocardial

Fig. 2. Peak cTn-I is strongly correlated with the longest, as well as cumulative, ischaemia
duration, and is associated with the majority of cardiac complications after vascular surgery.
(Adapted from [9])
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revascularisation compared to initiating or increasing medical therapy, the debate
has not yet been put to rest. Again, many variables have to be considered, i.e. the
urgency of the surgical intervention, the patient’s willingness, the severity of the
coronary disease and the clinical symptoms, and the planned surgical procedure.
Recently, McFalls et al. [14], in the VA Cooperative Study ‘Coronary Artery Revas-
cularization Prophylaxis’ (CARP) trial, demonstrated, in patients scheduled for
vascular surgery, a similar short- and long-term mortality rate in the PCI/CABG
group vs the medical therapy group, as well as similar secondary endpoints, such
as MI or stroke. Although this study emphasised the importance of aggressive
perioperative therapy in vascular high-risk patients, it did not assess low-risk
patients, those undergoing non-vascular surgery, or those urgently in need of
surgery, who have indications for PCI/CABG prior to operation. An unanswered
dilemma is the complex considerations regarding the timing of operation of PCI
patients in whom drug-eluting stents were inserted. In those patients, premature
cessation of antithrombotic therapy might be a grave risk for stent occlusion and
MI due to the slow epithelialisation of the inner surface of the stent.

Table 1. Anaesthesia perioperative commitment

Preoperative evaluation
Continuity of medical treatment
Intraoperative monitoring and ischaemia prevention
Postoperative follow-up and monitoring
Postoperative multimodal analgesia
Multimodal strategy to enhance recovery

Perioperative comprehensive pain management

In 1979, Behar and Magora introduced the first clinical use of epidural narcotic
analgesia with the first human use of epidural morphine [15]. As an evolution of
this pioneering work, the current emphasis is on providing comprehensive pain
management from the moment a patient arrives at hospital. Already in 1986, we
showed the advantage of giving epidural methadone to relieve the pain caused by
hip fracture in patients soon after their admission to the emergency room. Such
patients often have severe underlying illnesses and frequently need to be stabilised
prior to surgery [16]. The choice of methadone for use as an epidural narcotic was
based on its high lipid solubility, which accounts for its rapid onset of action and
rapid elimination, but with a prolonged duration of action (4 h). Its epidural
administration is not accompanied by drug accumulation in the body nor by
significant rostral spread, and thus by a low rate of urinary retention or respiratory
depression. These properties are especially advantageous in elderly patients and in
patients with urological problems [17].

The pre-emptive approach of early administration of regional analgesia to
patients with traumatic injury, early in their hospitalisation course, continues to
lead our practice, particularly in the elderly population and in those suffering from
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heart disease. Recently, Matot et. al. [18] showed that the early institution of
epidural analgesia to hip fracture patients who also suffered from heart disease
significantly reduced the incidence of adverse cardiac events. Lower rates of fatal
and non-fatal MI, CHF, new-onset atrial fibrillation, and the incidence of intra- and
postoperative cardiac events were observed in comparison to a control group who
received a conventional intramuscular analgesic regimen.

Understanding the pharmacokinetics of opioid administration via the spinal
route (epidural or intrathecal) is a key issue for the anaesthetic management of the
patient. With lipophilic drugs administered in the epidural space, the mode of
administration determines the pattern of the analgesic effect, i.e. a bolus dose of
fentanyl will have mainly a regional effect on spinal neural tissue, while continuous
infusion will have a systemic effect, similar to I.V. administration [19]. Addition of
non-opioid drugs may enhance the analgesic effect, such as with a-2 agonists
(clonidine) or neostigmine, but their side effects should be taken into considera-
tion.

Another approach to the anaesthetic care of emergent lower-extremity ortho-
paedic surgery patients with severe underlying illnesses (ASA 3E-4E) is based on
early intervention with 3-in-1 femoral block performed immediately upon the
patient’s arrival at the hospital, or on admission to the ward. This approach relieves
pain, permitting better nursing, reduces the amount of opioid medications and
their side effects, and prevents tachycardia and secondary cardiac ischaemia. In
the operating theatre, a 3-in-1 block might be performed first to allow painless
positioning of the patient for sciatic nerve block or intrathecal anaesthesia. Thus,
the intraoperative anaesthetic approach in this subgroup of patients who are too
sick for conventional neuroaxial blockade is based on integration of peripheral
nerve blocks (sciatic and femoral blocks), with or without mini-dose neuroaxial
blockade at time of operation. This complex management is relevant, as in a certain
percentage of patients (about 25%) peripheral blocks will not cover all nerve
branches, such as the lateral femoral cutaneous nerve, the obturator nerve which
innervates the hip joint capsule. This approach is also appropriate to overcome the
positioning-related significant pressure feeling that remains in the perineum area.

The similarity in postoperative outcome with various types of perioperative
anaesthetic strategies leads us to recognise the importance of factors such as patient
satisfaction and patient comfort. Adequate pain control, avoiding nausea and
vomiting, and maintaining normothermia are pivotal in reducing perioperative
ischaemia. Continuation of cardiac medications and early initiation of antithrom-
botic agents are essential in preventing further cardiac complications.
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Practice recommendations guidelines for pulmonary
artery catheter

M. BRUDNIEWSKI, A. P. SCHMIDT, J.O.C. AULER JR

In 1945, Dexter et al. performed the first venous catheterisation of the right atrium
and ventricle (under X-ray) and, 2 years later, discovered the measuring technique
of pulmonary capillary wedge pressure (PCWP) [1]. In 1970, Swan developed a new
technique of catheterisation of the pulmonary artery catheter (PAC) that used a
flow-directed balloon-tipped catheter, without the use of X-ray. This approach
allowed PAC to be done at the bedside in the coronary or intensive care unit [1], so
that intracardiac pressures, cardiac output, mixed venous oxygen saturation, and
derived haemodynamic parameters can be readily determined [2].

It is estimated that nearly 1.5 million PACs are sold annually in the United States
and that approximately 25% of them are used in the management of high-risk
surgical and trauma patients [3]. Since its introduction, PAC has become part of
the everyday management of cardiology, anaesthesiology, and intensive care pa-
tients, but its use remains controversial [4]. Connors et al. questioned the advan-
tages of the additional information and effectiveness derived from this device [5],
which provoked considerable discussion and controversy about the use of PAC.
However, it must be emphasised that PAC is a diagnostic intervention, and that
demonstration of a relationship between a diagnostic intervention upon patient
admission to the intensive care unit (ICU) and patient outcome is especially
difficult. In order for PAC to influence outcome, the information provided by the
catheter must modify the treatment of the patient [2]. Since it is used in more
severely ill patients, misinterpretation of results may lead to erroneous consequen-
ces, further discrediting the use of PAC [6].

Indications, adverse effects, and complications

General indications for use include obtaining information to make a diagnosis,
observing the response to interventions and therapy, and providing continuous
monitoring of the patient’s condition.

Cardiac indications for use of PAC in critically ill patients include: acute heart
failure, cardiac tamponade, cardiac output measurement, left ventricular function
determination, major surgery in patients with a cardiac history, cardiogenic shock,
intra-aortic balloon counterpulsation therapy, pharmacological therapy, and hae-
modynamic instability [1]. Other indications include trauma, sepsis, acute respira-
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tory distress syndrome, pulmonary hypertension, and abdominal compartment
syndrome (Table 1).

Table 1. Common indications for pulmonary artery catheter (PAC)

–Acute heart failure –Haemodynamic instability
–Cardiac tamponade –Trauma
–Cardiac output measurement –Sepsis
–Left ventricular function determination –Acute respiratory distress syndrome
–Major surgery in patients with a cardiac history –Pulmonary hypertension
–Abdominal compartment syndrome –Cardiogenic shock
–Pharmacological therapy –Intra-aortic balloon counterpulsation
–Cardiac surgery –Orthotopic liver transplantation

Complication from pulmonary artery (PA) catheterisation can occur with the
establishment of central venous access, the catheterisation procedure, and catheter
residence [7]. Malpositioning, unintentional puncture of nearby arteries, bleeding,
neuropathy, air embolism, and pneumothorax are complications of establishing
central venous access [7]. Dysrhythmias (premature ventricular and atrial contrac-
tions, ventricular tachycardia or fibrillation) are the primary and most frequently
observed complications of the catheterisation procedure. Catheter advancement
can produce right bundle-branch block, and in patients with left bundle-branch
block it can precipitate a complete heart block [7].

Venous thrombosis, thrombophlebitis, balloon rupture, pulmonary embolism
and infarction, sepsis, mural thrombus, endocardial vegetations or endocarditis,
pulmonary artery rupture, and death are complications related to catheter residen-
ce [1, 7]. The incidence of venous thrombosis can be reduced with heparin. In
general, the incidence of infection is related to the duration of placement, and it
increases significantly when catheters are in place for more than 72–96 h. Poor
technique at the time of insertion can introduce contamination from the skin flora.
Pulmonary artery rupture occurs in an estimated 0.03 – 0.2% of patients. Mortality
from this complication has been estimated to be 41–70% [7].

Continuous cardiac output × bolus method

Simultaneous cardiac output determination by both bolus and the continuous
method is not possible because of system design, which prevents direct and
instantaneous comparison between the two measurements [8].

The bolus thermodilution technique gives intermittent measurements, leading
to a sequential and erratic evaluation of the patient’s haemodynamic profile. It is
time-consuming for physicians and nurses, subject to user-induced error due to
improper injection technique, may place the patient at risk of fluid overload (e.g.
hourly determinations of cardiac output for 24 h would entail giving the patient
720 ml fluid), and provides an additional site of introduction of bacteria into the
blood stream. The reproducibility of cardiac output is also affected by respiration
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such that there may be a 30% difference between determinations at peak inspiration
versus peak expiration during mechanical ventilation [8]. Thus, bolus thermodi-
lution is inherently less attractive as a monitoring tool than continuous measures,
which average flow over time, allow haemodynamic calculations, and do not require
volume administration [8]. However, the continuous technique does not provide
instantaneous cardiac output measurements. The cardiac output value displayed
reflects averaged data over a 3-min period.

Mihaljevic et al. [9], using an in vitro flow model, reported that both bolus and
continuous cardiac output (CCO) methods possess a systematic error that causes
overestimation of the real blood flow values. The degree of overestimation was
significantly lower in the group of CCO measurements, especially at low flow rates.
The CCO measurement provided higher accuracy and greater resistance to thermal
noise than standard bolus thermodilution measurements. Lower reproducibility
of the continuous method was the sole disadvantage suggested in this in vitro study.

Yelderman et al. [10] and Lichtental and Gordan [11] showed, in animal models,
that the filament pulmonary artery catheter associated with the monitor could be
used safely over the wide range of flow conditions encountered in the clinical
environment, with no additional risk compared to standard catheters. Studies
demonstrated that the continuous thermodilution method using a filament pulmo-
nary artery catheter (IntelliCath) and a computer algorithm (Vigilance) is as
accurate and precise as the reference bolus thermodilution (Edwards 9520A, Bax-
ter) method to calculate cardiac output [12].

Compared with the intermittent cardiac output determination, the CCO system
has negligible bias when patients are haemodynamically stable but this bias increa-
ses in unstable critically ill patients [13, 14]. The better reproducibility of the
continuous method allows the detection of smaller variations in cardiac output,
suggesting that this technique is better than the bolus technique [13–15].

Although Boldt et al. [16] demonstrated that CCO measurement agreed closely
with bolus cardiac output measurement in low as well as high cardiac output
conditions, Bottiger et al. [17] found a lack of agreement between the two methods
when compared immediately following cardiopulmonary bypass, presumably due
to the post-bypass effects of the hypothermic regimen. A decrease in the accuracy
of CCO measures is observed in rapid infusion of fluid administration [18], use of
an upper-body warming blanket [19], practice of veno-venous extracorporeal
membrane oxygenation [20], and during liver transplantation [21]. Thus, rapid
changes of temperature rather than the absolute temperature value itself probably
interfere in the precision of continuous method [8].

The computerised analysis of these continuous thermodilution cardiac output
devices uses a cross-correlation technique, which assumes stability of cardiac
output. Consequently, a rapid change in cardiac output may lead to clinically
important delays in the response of the CCO monitor [8]. The presence of intra-
cardiac cardiac shunts in vitro (right-to-left and left-to-right) markedly affects the
accuracy of thermodilution measurements, and mean systematic error is greater
for continuous than for bolus measurements [9].
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Haemoglobin saturation of mixed venous blood

A non-specific indicator of the total body balance between oxygen delivery and
oxygen consumption of perfused tissues is provided by the haemoglobin saturation
of mixed venous blood (SvO2) [8]. SvO2 can be measured intermittently, through
sample gas analysis, or continuously, using the principle of the spectrophotometry
method. Major changes in SvO2 are due to changes in oxygen transport, haemoglo-
bin content, cardiac output, or whole-body oxygen consumption [22]. Oxygen
consumption is directly proportional to the difference between arterial and mixed
venous oxygen saturation, which, in turn, reflects the balance of arterial oxygen
contents, global oxygen delivery (cardiac output × arterial oxygen content), and
tissue oxygen extraction [8]. Mixed venous oxygenation does not reflect tissue
oxygenation, only global oxygen extraction. Consequently, a normal or high SvO2

cannot exclude tissue hypoxia in individual organs, especially in special cir-
cumstances such as sepsis or major burns, in which maldistribution of oxygenated
blood is known to occur [8].

Taking into account the risks and costs of PAC, some authors examined to what
extent PAC measurement of central venous oxygen saturation could replace that
of SvO2. It resulted in conflicting data, mostly depending on the patients’ under-
lying diseases [23–25]. Furthermore, comparison of central venous oxygen satura-
tion with that of true mixed venous blood has demonstrated a correlation between
these measurements, but the absolute level of agreement of the measurements has
generally been insufficient to commend central venous saturation as a useful
surrogate measurement of SvO2. Consequently, these two types of venous oxygen
monitoring appear to be not interchangeable in critically ill patients [8].

Several factors, such as blood flow velocity, distance of the catheter tip from the
vessel wall, haemoglobin concentration, blood coagulability, refractive index of the
plasma, erythrocyte shape and position in the flowing blood stream, and degree of
‘rouleaux’ formation have been reported to influence the accuracy of continuous
SvO2 monitoring using fiber-optic PAC [8].

Although maintenance of the SvO2 higher than 60% was initially suggested as
an important therapeutic end-point based on one small study [26], it seems
impossible to establish in the absolute a ‘normal’ value of SvO2. Furthermore, SvO2

variations appear to be more informative than the absolute value [8]. End-organ
response rather than arbitrary numeric goals should ideally guide resuscitation
therapy. In the setting of distribution shock states, such as sepsis, SvO2 may be
pathologically high or normal, and a fall in SvO2 may reflect recovery rather than
deterioration [8]. However, altered SvO2 should be interpreted cautiously. Each of
the four determinants of SvO2 is independent from the others, a feature that is rarely
seen in clinical practice. As the mathematical relationship between SvO2 and its
determinants is linear (SaO2 and oxygen consumption), or hyperbolic (cardiac
output and haemoglobin), the weight of SaO2 or oxygen consumption is inde-
pendent from their absolute value [8].

Heiselman et al. [27] studied the prognostic value of SvO2 in 20 patients with
septic shock, and found that if the initial SvO2 was less than 65%, the mortality rate
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was 100%. In contrast, Giunta et al. [28] reported no correlation between SvO2 and
mortality in a study of 15 septic shock patients. Jugan et al., examining the useful-
ness and significance of SvO2 monitoring in orthotopic liver transplantation,
concluded that continuous monitoring of SvO2 may be useful, but cannot substitute
for intermittent determinations of other haemodynamic or oxygenation parame-
ters [29]. No benefit from SvO2 monitoring was observed in two prospective,
well-designed studies that blinded the medical management team to the SvO2 data
[30, 31].

Thus, in the absence of convincing data that continuous venous oximetry
has any effect on ICU stay, morbidity, or mortality in critically ill patients, it is
difficult to recommend the use of this expensive technology in all patients
requiring PAC [8].

Volumetric catheter

Assessment of the patient’s preload status during the resuscitation of critically ill
patients is vital. Traditionally, preload has been assessed through the use of right
atrial pressure (RAP) and pulmonary artery occlusion pressure (PAOP), which are
often referred to as the ‘filling pressures.’ The use of these filling pressures is based
upon the assumption that ventricular compliance does not change [32]. However,
in critically ill patients, ventricular compliance is dynamic, causing a variable
relationship between pressure and volume [33]. The volumetric parameters include
stroke volume, right ventricle end-diastolic volume (RVEDV), right ventricle end-
systolic volume (RVESV), and right ventricular ejection fraction (RVEF).

Patients with a variety of clinical indications benefit from the incorporation of
the volumetric catheter, including those with trauma, sepsis, acute respiratory
distress syndrome, cardiac surgery, pulmonary hypertension, abdominal compart-
ment syndrome, and therapy with PEEP [32]. Use of the volumetric PAC requires
ensuring optimal catheter position for the purpose of maximal accuracy and
reproducibility of measurements.

Measurements using thermal dilution technology can be disrupted by condi-
tions causing unsteady temperature of the blood in the pulmonary artery. Examples
include conditions causing large changes in venous return, such as shivering,
coughing, or changes in intrathoracic pressure. The administration of large vo-
lumes of fluid over a short period of time can result in erroneous measurements.
Rapid changes in the baseline temperature of the body can contribute to variations
in measurements. Full-length sequential compression devices applied to the legs
with a cooling device, upon inflation, may cause a large increase in venous return
to the right heart consisting of blood that has been cooled, contributing to thermal
‘noise.’ Another situation that may contribute to unreliable measurements is the
presence of tachycardia (rates greater than 150 bpm), which interferes with accu-
rate measurements of the patient’s R–R interval [32].

In a prospective clinical trial with 13 patients, Yu et al. [34] noticed that the
information derived from right ventricular end-diastolic volume index does not
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lead to a change in treatment in most instances. However, patients with increased
intra-abdominal pressures may show misleadingly high PAOP despite low preload.
These patients will clearly benefit from the additional information derived from
ventricular volume measurements.

Use of end diastolic volume index (EDVI) as an end-point for resuscitation does
not carry a specific value as a resuscitation target. Instead, for every patient one
must ask, ‘At what EDVI is the SVI the highest given the patient’s RVEF?’ There
will be variation from patient to patient [55].The addition of continuous volumetric
parameters in conjunction with CCO and SvO2 provides a continuous assessment
of preload, afterload, and contractility along with oxygen delivery and consump-
tion [35, 36].

ASA guidelines

In 2003, the American Society of Anesthesiologists (ASA) published guidelines on
the role of the PAC in the perioperative setting [7]. The ASA Task Force argued that
it was difficult to determine the safety and efficacy of PAC based on scientific
evidence. Three variables should be considered when determining the risks and
benefits of PAC monitoring:
1. Patient factors: Patients should be evaluated for preexisting medical conditions

that may increase the risk of haemodynamic instability (i.e. cardiovascular,
pulmonary, or renal disease).

2. Procedure factors: Major surgical procedures may be associated with signifi-
cant haemodynamic fluctuations, which may damage organ systems.

3. Practice setting factors: Complications from haemodynamic disturbances may
be increased if the technical and cognitive skills of the physicians and nurses
caring for the patient are poor.

Scientific evidence of effectiveness

Effects on treatment decisions

Studies in postoperative and intensive care patients have demonstrated that PAC
data provide new information or seem to change therapy in 30–62% of cases (Table
2) [37–44]. However, there was no association with mortality among patients whose
therapy was altered based on PAC data, but the quality of this evidence is poor
[41–43].
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Table 2. Studies and results of PAC on mortality rates. ICU Intensive care unit, SvO2

haemoglobin venous oxygen saturation, GDT goal-directed therapy, PO perioperative

Authors Setting Mortality

Connors et al. [5] ICU Increased
Boutros and Lee [30] SvO2, ICU No benefit
Connors et al. [37] ICU No benefit
Eisenberg, Jaffe, Schuster [38] ICU No benefit
Quinn and Quebberman [39] ICU No benefit
Rekik et al. [40] ICU No benefit
Tuchschmidt and Sharma [41] ICU No benefit
Steingrub et al. [42] ICU No benefit
Mimoz et al. [43] ICU No benefit
Staudinger et al. [44] ICU No benefit
Boyd, Gounds, Bennett [45] GDT Decreased
Tuchschmidt et al. [46] GDT, Sepsis Decreased
Gattinoni et al. [47] GDT No benefit
Sandham et al. [48] GDT, PO No benefit
Berlauk et al. [49] Vascular surgery No benefit
Joyce et al. [50] Aortic reconstruction No benefit
Isaacson et al. [51] Aortic reconstruction No benefit
Schiller et al. [52] Trauma Decreased
Chang et al. [53] Trauma Decreased
Bishop et al. [54] Trauma No benefit
Chittock et al. [58] ICU severely ill Decreased
Chittock et al. [58] ICU low severity illness Increased

Preoperative catheterisation

No high-quality evidence exists to infer that routine, or even selective, preoperative
catheterisation improves outcome regarding haemodynamic optimisation [7].

Perioperative monitoring

– Goal-directed therapy: The use of pre- and postoperative protocols to achieve high
oxygen delivery rates was associated with significantly lower 28-day mortality rates
[45]. A smaller trial also reported that a higher cardiac index was associated with
lower mortality in patients with septic shock [46], although other randomised trials
of goal-directed therapy have been less encouraging (increased or no difference in
mortality rates). A larger trial involved 762 high-risk patients and reported no
difference in mortality, organ dysfunction, or length of stay when the goals of
normal cardiac index, supranormal cardiac index, and normal mixed oxygen
saturation were compared [47]. Recently, Sandham et al. [48] carried out a rando-
mised trial with 1994 high-risk (ASA physical status III or IV), elderly (60 years)
patients submitted to elective or urgent major abdominal, thoracic, vascular, or
hip-fracture surgery, and a minimum ICU stay of 24 h. They concluded that
goal-directed therapy with PAC did not decrease mortality or postoperative mor-
bidity compared to standard therapy without PAC.

– Haemodynamic monitoring:
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1. Cardiac surgery: There is conflicting evidence from controlled studies regar-
ding the benefit that cardiac surgery patients receive from PAC.

2. Peripheral vascular surgery: A randomised controlled trial (RCT), limited by
discrepancies in data reporting and by uncertain methods of group assignment,
found that patients were less likely to experience intraoperative disorders if
PAC were placed preoperatively and if haemodynamic status was optimised.
The postoperative complications seemed to be lower in the catheter group too.
Otherwise, postoperative morbidity and mortality did not differ between
groups [49].

3. Abdominal aortic reconstruction: There are only two RCTs that compared PAC
and central venous catheter. No differences in outcomes were found [50, 51].

4. Neurosurgery: Studies only addressed the ability of PAC to detect air embolism
and did not measure clinical outcomes.

5. Trauma: Some studies (retrospective analyses and RCT) of limited quality have
suggested that haemodynamic monitoring of trauma patients, often including
PAC, improves outcome [52, 53]. Another trial, involving 58 patients, reported
no significant benefit from PAC and goal-directed therapy, but it also suffered
from design limitations [54].

6. Obstetric-gynaecologic procedures: Evidence regarding the effectiveness of
PAC is lacking.

7. Paediatric catheterisation: The effect of PAC on clinical outcomes is poorly studied.
8. Meta-analyses: A meta-analysis of 16 RCTs, between 1970 and 1996, involving

PAC, yielded a relative risk ratio (RRR) of 0.81 (95% CI, 0.60–1.10) for mortality
in patients treated with PAC, and in the surgical series the RRR was 0.58 (95%
CI, 0.36–0.94) [55]. The same research team, with 12 of the 16 trials, calculated
a RRR of 0.78 (0.65–0.94) for the incidence of organ failure [56]. However, the
validity of these results is arguable given the disparate patient population and
protocols and the numerous designs of the different studies. Another meta-
analysis of PAC, which examined results from four homogenous controlled
trials involving vascular surgery patients, yielded an odds ratio of 1.198
(P = 0.60; CI was not reported) [57]. Chittock et al. [58] carried out an observa-
tional cohort study of 7310 critically ill adult patients in whom PAC was used.
They reported that hospital mortality rate, analysed by multivariable logistic
regression, may decrease in the most severely ill patients while increasing in a
population with lower severity illness.

Expert opinion of effectiveness

Due to deficiencies in the evidence, it is difficult to draw meaningful conclusions
about the effectiveness and safety of PAC based on currently available data. In
general, the evidence suggests that routine use of PA catheters in low-risk patients
does not reduce mortality, length of stay, or other surrogate markers for severity
of illness. The evidence does not exclude the possibility that PAC improves out-
come in select clinical circumstances.

Clinical experiences suggest that PA catheter monitoring of selected surgical
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patients can reduce the incidence of perioperative complications. The expert
opinion is that access to these data for selected indications and settings, coupled
with accurate interpretation and appropriate treatment tailored to haemodynamic
status, can reduce perioperative mortality and morbidity through reduced cardiac
and pulmonary complications.

Reliance on clinical assessment or alternative devices is inadequate; trans-oeso-
phageal echocardiogram, which can provide similar and important additional
information, may be unavailable or impractical. Numerous studies have shown that
PAC data are more accurate than clinical assessment in evaluating the haemodyna-
mic status of complicated patients.

Experience and understanding are major determinants of PAC effectiveness.
Experienced PAC users can achieve better outcomes and encounter fewer compli-
cations because of their enhanced skill in the interpretation of PAC data, in the
prompt design of rational treatment strategies, and in the use of safe techniques of
catheter insertion and management.

The risk of PAC is both appropriate and necessary in selected surgical patients
undergoing procedures associated with complications from haemodynamic chan-
ges (e.g. cardiac surgery, aortic reconstruction) or entering surgery with preexist-
ing risk factors for haemodynamic disturbances (e.g. advanced cardiopulmonary
disease). The level of haemodynamic risk should be assessed as a function of the
three interrelated variables cited above.

The cost-effectiveness of the PAC cannot be properly ascertained without
establishing its clinical effectiveness, and until the latter occurs, estimations of cost
effectiveness can be based only on speculative assumptions.

Conclusions

Currently available evidence from published research provides incomplete infor-
mation about the effectiveness of PAC monitoring and the incidence of complica-
tions. Gaps in the evidence occur at several levels: surgical procedures that have
been examined represent only a subset of clinical settings; poor design and lack of
statistical power to demonstrate benefit in some studies; and studies without
randomised designs, which generally do not control for differences in case mix and
practitioner skill).

The evidence reviewed does not support the routine use of PAC when there is
a low risk of haemodynamic complications. The appropriateness of routine PAC
depends on the combination of risks associated with the patient, surgery, and
practice setting. Routine catheterisation is generally inappropriate for low- or
moderate-risk patients.

Expert opinion suggests that PAC may benefit patients who are at high risk of
complications related to haemodynamic instability during the intraoperative and
postoperative periods. Reductions in morbidity and mortality will not be observed
if physicians and nurses using PACs lack competence in basic technical and
cognitive skills [4].
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The incorporation of continuous measurements provides the caregiver with the
opportunity to identify problems earlier, intervene sooner, and have information
about the effects of the intervention quickly. As a result, there is an opportunity to
improve patient survival and potentially reduce ICU and/or hospital length of stay,
thereby containing costs [32].
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Perioperative neuroprotection: is it possible to prevent
brain injury in high risk patients?

A.P. SCHMIDT, M. BRUDNIEWSKI, J.O.C. AULER JR

The brain is a very complex organ that interacts with the numerous physiological
functions of the body. The anaesthesiologist and/or intensivist can alter the cere-
bral physiology and improve the physiological reserve of the brain with the purpose
of providing cerebral protection. Protecting the brain from ischaemia and other
perioperative insults is an important concern for anaesthesiologists. However, a
lack of understanding of the pathophysiological reactions and biochemical events
involved in brain injury and a lack of evidence of physiological and pharmacolo-
gical measures for cerebral protection account for development of secondary brain
injuries with additional morbidity. Given the decline in mortality of high-risk
patients and improvement of surgical and anaesthesia techniques, attention has
focused on morbidity and, in particular, neurological morbidity.

Perioperative brain protection refers to prophylactic measures instituted dur-
ing the perioperative period to prevent or reduce ischaemic damage and to improve
neurological outcomes. Brain protection may be passive and involve the avoidance
of deleterious interventions, or active and refer to the application of beneficial
strategies [1]. The aim of this review is to focus on selected aspects of brain
physiology and their potential impact on cerebral protection and to discuss poten-
tial neuroprotective measures in the management of high-risk patients, emphasi-
sing results of clinical trials.

Brain physiology and mechanisms of brain injury

The brain requires large amounts of energy to maintain cellular integrity and
support neurotransmission; however, the brain has virtually no glucose reserve.
Glucose is stored as glycogen and enters glial cells (astrocytes) using a facilitated
ATP Na–K transport system. Through this system, the amount of glucose transpor-
ted into astrocytes decreases when plasma glucose increases [2]. When hypergly-
caemia occurs, this transport system may be altered in the injured brain, leading
to secondary brain injury. Glycaemia plays a key role in determining outcome
following an ischaemic event and is an independent predictor of mortality [3, 4].
In critically ill patients, morbidity and mortality have been reduced by insulin
therapy set up to maintain blood glucose concentrations less than 110 mmol l-1 [5].
Hyperglycaemia is deleterious to the injured brain and even moderately elevated
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serum glucose levels may worsen outcome, emphasising the need for perioperative
glycaemic control.

The brain is the organ with the highest rate of oxygen consumption, with the
exception of the glomic cells of the carotid body [6]. Most of the brain oxygen
consumption is used to maintain cellular integrity and electrogenesis as well as to
sustain cellular-transport metabolism through hydrolysis of ATP [7, 8]. If hypoxia
occurs, electrogenesis is quickly impaired, potentially jeopardising cerebral auto-
regulation, cerebrovascular reactivity, and neuronal integrity. Neuronal viability
and integrity deteriorate if hypoxia persists, and neuronal damage becomes irre-
versible at normothermia [7, 8]. Taken together, these findings suggest that tight
control of oxygenation is pivotal to prevent perioperative neurological complica-
tions.

Regarding arterial pressure control, the increased morbidity and mortality
related to severe trauma to an extracranial organ system are primarily attributable
to hypotension. Hypotension is a major determinant of outcome from severe head
injury. Resuscitation protocols for brain-injured patients should assiduously avoid
hypovolaemic shock and hypotension [9]. Intraoperative hypotension presents
also an adverse effect on the outcome of subarachnoid haemorrhage, being related
to more frequent and severe manifestations of vasospasm. A long-lasting effect of
brain retraction is possibly the cause of this phenomenon [10]. Drug therapy for
hypertension has not been validated as being of benefit for improving outcome in
patients suffering from a cerebral vasospasm after subarachnoid haemorrhage [1].

Regarding mechanisms of cerebral injury, primary brain injury causes cellular
disruption or death through terminal depolarisation of neurons and failure of ionic
pumps. As a result, ionic homeostasis of neurons is lost, membranes and organelles
are damaged, and toxic molecules leak into the interstitium [11]. Secondary brain
injury is caused by excitotoxic neurotransmitters, calcium, expression of immedi-
ate early genes, nitric oxide, metabolites of anaerobic metabolism (lactate and
hydrogen ions), and oxygen free radicals. Primary and secondary brain injury
provoke an inflammatory response that leads to programmed cell death (apopto-
sis) and glial scarring in areas of neuronal death [11].

Incidence and risk factors for perioperative neurological complications

Cerebral injury may occur during anaesthesia and surgery, particularly during
cardiac surgery and neurosurgery [12].

The neurological complications after major surgery or in critically ill patients
are associated with significantly increased mortality, morbidity, and resource
utilisation [13]. These complications result in a longer duration of hospitalisation
or stay in the intensive care unit and increased costs [14]. The type of surgery,
presence of symptomatic cerebrovascular disease, advanced age, diabetes mellitus,
and probably aortic atheroma represent the most important risk factors for neu-
rological complications after major surgery, such as cardiac surgery [15].

Several studies have investigated the risk factors for neurological complications
after cardiac surgery [16–19]. Proximal aortic atherosclerosis, history of preopera-
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tive neurological disease, use of intra-aortic balloon pump, diabetes mellitus,
history of hypertension, history of pulmonary disease, history of unstable angina,
and age were significantly related to central nervous system complications after
cardiac surgery [20]. The aetiology of neuropsychological dysfunction after cardiac
surgery with cardiopulmonary bypass remains unresolved and is probably multi-
factorial. Demographic predictors of cognitive decline include age and years of
education. Perioperative factors including number of cerebral emboli, tempera-
ture, mean arterial pressure, and jugular bulb oxygen saturation have varying
predictive power. Recent data suggest a genetic predisposition for cognitive decline
after cardiac surgery in patients possessing the apolipoprotein E4 allele. Regarding
noncardiac procedures, postoperative cognitive dysfunction is strongly associated
with increasing age in elderly patients [21]. Type of surgery and hospitalisation may
be important prognostic factors. However, studies addressing risk factors for
adverse neurological outcomes after noncardiac procedures are still lacking
[22–25].

After preoperative consideration of the individual risk of each patient, neuro-
protective physiological measures and/or pharmacological neuroprotection may
offer an improved outcome to some high-risk patients [15]. Predicting patients at
risk of postoperative cognitive decline allows the possibility of many important
interventions. Predictive therapies to reduce cellular injury associated with neuro-
logical insults lend hope of a future ability to markedly decrease the impact of major
surgery on short-term and long-term neurological, cognitive, and quality-of-life
outcomes in high-risk patients.

Markers of brain injury

The diagnosis of cerebral injury currently relies on clinical neurological examina-
tion, computed tomography, and magnetic resonance imaging. However, these
methods may be not suitable for some situations, such as the postoperative period
in high-risk patients. Therefore, identification of potential peripheral serum mar-
kers of brain injury would be useful [26].

Recently, several potential serum markers of brain injury have been investiga-
ted, such as neuron-specific enolase (marker of neuronal injury) and S100B protein
(marker of glial injury). However, results regarding the correlation between these
serum markers and neurological outcome are still preliminary and controversial.
New studies are needed to further investigate the role of these substances as
markers of brain injury and neurological outcome [26, 27].

More recently, new data suggest a genetic predisposition towards cognitive
decline after cardiac surgery [28, 29]. Apolipoprotein E (ApoE) is a glycosylated
protein and the ApoE gene is polymorphic, presenting three major alleles: e2, e3,
and e4. Genes such as ApoE might also play a role in postoperative cognitive
dysfunction. The mechanism by which the ApoE4 allele could contribute to the
neurocognitive dysfunction commonly seen after cardiac surgery still remains
uncertain. It may be that it magnifies the detrimental effects of CPB, perhaps by
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altering neuronal repair, by affecting neuronal susceptibility to injury, or by
increasing atherosclerotic embolic load. However, additional studies are needed to
clarify genetic predisposition to postoperative cognitive dysfunction.

Measures for neuroprotection

Brain protection may be defined as the prevention or attenuation of neuronal
damage related to abnormalities in cerebral metabolism, histopathology, or neu-
rological function occurring after a hypoxic or an ischaemic event [30].

Although the major focus of recent cerebral protection research has been the
development of receptor-specific drugs, this effort has resulted in few improvements
in patient outcome. Until advances in pharmacology translate into improvements
in humans, the clinician and his or her patients will be well-served by using more
traditional techniques to prevent and treat cerebral ischaemic events. This approach
will involve interventions to identify patients who are experiencing or at risk of
developing cerebral ischaemia, and to alter systemic physiology in an attempt to
lessen the duration and severity of any ischaemic insult [31].

Agents used for cerebral protection can exert their effects through: (1) reduction
in oxygen demand, (2) increase in oxygen delivery, (3) arresting deleterious patho-
logical intracellular processes [30]. Initial therapy should include interventions to
improve cerebral perfusion and the oxygen-carrying capacity of the blood. Once
this is accomplished, measures should be taken to control blood glucose concen-
trations and treat hyperthermia. In otherwise stable surgical patients, mild reduc-
tions in patient temperature also may be of benefit, provided the temperature
reductions do not introduce problems in systemic physiology and the patient is
rewarmed prior to awakening from general anaesthesia [31].

Physiological measures

Perioperative physiological neuroprotection involves a strict control of tempera-
ture, glycaemia, oxygen consumption, and arterial blood pressure [32].

In regard to temperature control, hypothermia is common during anaesthesia
and surgery owing to anaesthetic-induced inhibition of body thermoregulation
[32]. Perioperative hypothermia is associated with several complications, including
metabolic, cardiovascular, immunological, and haemostatic undesirable side ef-
fects [33]. However, cooling the body below the normal physiologic temperature
has been used as a therapeutic tool and acknowledged to offer some degree of brain
protection. Hypothermia is used most often during cardiac surgery with cardio-
pulmonary bypass, as a means of protecting the brain from ischaemic injury.
Hypothermia is also used during some neurosurgical procedures and is being
investigated as a treatment for ischaemic stroke and traumatic brain injury. Under
specific patient and clinical conditions, it can provide substantial benefits since
even mild hypothermia may reduce cell injury by suppressing excitotoxins and
oxygen radicals, stabilising cell membranes, and reducing the number of abnormal
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electrical depolarisations [34]. Numerous animal studies have emerged addressing
the potential benefits of mild hypothermia as a neuroprotection measure since it
impairs neuronal death after cerebral ischaemia [35–37].

Mild hypothermia has also been investigated in several human studies. It has
been reported to improve outcome in survivors of cardiac arrest without an
increased incidence of complications [35], and is associated with less neurological
dysfunction and better outcome in patients undergoing cerebral aneurysm surgery
[38]. However, it has failed to improve outcome in head-injured patients [36] and
no controlled trials have been performed addressing hypothermia in stroke pa-
tients. It therefore remains unclear whether hypothermia improves neurological
outcome in postoperative high-risk patients.

Pharmacological and anaesthetic measures

While several compounds have proven to provide brain protection in animal
models [1, 30, 39], clinical results of these compounds have been disappointing in
humans. The reasons are not well clarified to date, but may be related to a lack of
knowledge of brain chemistry and normal neuronal function and to the lack of
specificity of available neuroprotective drugs to areas of brain injury, since these
compounds significantly affect normal brain, causing neurological side effects [1,
30, 32, 39].

Pharmacological cerebral protection includes therapy directed at prevention of
cerebral ischaemia and resuscitation of ischaemic tissue [30]. Agents used for
neuroprotection in anaesthesia or perioperative care include: barbiturates, volatile
anaesthetics (isoflurane), lidocaine, propofol, benzodiazepines, calcium channel
blockers (nimodipine), NMDA antagonists, phenytoin, steroids, free radical sca-
vengers, prostaglandin inhibitors and other less investigated pharmacological
measures [30, 39] (Table 1). Most of the anaesthetic agents share potential mecha-
nisms of brain protection and have been shown to present neuroprotective effects
in animal models of ischaemia. However, they remain to be validated in prospective
clinical trials [1]. The main pharmacological approaches for cerebral protection are
briefly discussed below, but are described in detail elsewhere [1, 6, 30, 39].

Table 1. Pharmacological agents used for neuroprotection in anaesthesia and/or periopera-
tive care

Barbiturates NMDA antagonists (ketamine, remacemide)
Phenytoin Volatile anesthetics (isoflurane, sevoflurane)
Lidocaine Corticosteroids
Propofol Magnesium
Benzodiazepines Free radical scavengers
Calcium channel blockers (nimodipine) Prostaglandin inhibitors
Iron chelators a2-agonists (dexmedetomidine)
Tirilazad mesylate Modulators of arachidonic acid metabolism
Cyclosporin A Substance P antagonists
Estrogen derivatives Dexanabinol
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Barbiturates

The primary mechanism by which barbiturates protect the central nervous system
(CNS) is their ability to decrease the cerebral metabolic rate, thus improving the
ratio of oxygen supply to demand and reducing the energy expenditure required
for synaptic transmission, while maintaining the energy required for basic cellular
functions [40]. Other potential mechanisms against CNS ischaemia are described
in Table 2.

Table 2. Other potential mechanisms against CNS ischaemia of barbiturates and other
anaesthetic agents

Reduction in synaptic transmission
Redistribution of cerebral blood flow
Suppression of seizure activity
Membrane stabilisation
Reduction of cerebral oedema
Scavenging of free radicals
Alteration of fatty acid metabolism
Reduction in cerebrospinal fluid secretion

Barbiturates protected against focal cerebral ischaemia in animals, but did not
improve outcome in stroke patients [41] and their neuroprotective effects in human
clinical trials remain to be determined, since even their capacity to reduce post-
operative cognitive dysfunction after cardiopulmonary bypass is disputed [42, 43].

Volatile anaesthetics

Isoflurane, like many other anaesthetics, has the ability to reduce cortical electrical
activity and reduce central oxygen consumption and has been extensively studied
as a potential neuroprotector agent [44]. Volatile anaesthetics provide protection
against focal ischaemia in animals [45–47], inhibit delayed neuronal death after
ischaemia in vitro [48], and exert antiapoptotic properties in animal models of
ischaemia [49]. Recently, the gaseous anaesthetic xenon has been investigated for
its potential neuroprotective effects in models of neuronal injury [50], perhaps
related to antagonism of NMDA receptors. However, clinical trials implicating
volatile anaesthetics and xenon in neuroprotection are still needed.

Although there is still a lack of clinical data regarding anaesthesia and volatile
anaesthetics as neuroprotective agents in humans, it can be stated that accumulat-
ing experimental evidence favours anaesthesia compared to being awake in situa-
tions at risk of causing cerebral ischaemia. The best anaesthetic agent to be used
for neuroprotection remains controversial [1].
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Calcium channel blockers (nimodipine)

Nimodipine has been extensively investigated as a neuroprotector since it im-
proves outcome after subarachnoid haemorrhage by protecting brain against
vasospasm [51]. Some benefit has also been demonstrated in patients with head
trauma complicated by subarachnoid haemorrhage [52].

NMDA antagonists

Toxic effects in brain injury are strictly related to an overstimulation of the
glutamatergic system (excitotoxicity), mainly through activation of NMDA recep-
tors [53]. Since excitotoxicity is related to neuronal suffering and death, agents able
to reduce glutamatergic activity during ischaemia or brain injury are of potential
interest for the development of new neuroprotective pharmacological approaches
in humans.

However, the clinical effects of NMDA receptor antagonists are variable and in
some cases are associated with negative side effects and even neuronal toxicity [53].
The S(+)-enantiomer of ketamine appears to be a suitable neuroprotective drug in
animal models of cerebral ischaemia [54]; however, clinical trials in humans remain
to be performed.

Free radical scavengers

The production of free radicals is an inevitable step along ischaemia and leads to
neuronal damage and death [32]. Although several agents known to be free radical
scavengers (vitamins C and E, mannitol, methiamine, glutathione-SH) or to pro-
mote free radical metabolism (superoxide dismutase, catalase) may theoretically
present neuroprotective effects, clinical trials in humans are still awaited [30, 32, 39].

Corticosteroids

Corticosteroids are well-known for their anti-inflammatory properties and have
been proposed to play neuroprotective effects at several different levels of ischae-
mia, including the onset of the inflammatory response [30]. Steroids may also
inhibit lipid peroxidation and lipolysis, reverse intracellular calcium accumulation,
but maintain normal cerebral blood flow and energy metabolism [39].

Despite the existence of a few positive studies regarding neuroprotective effects
of steroids, the results of several other laboratory studies of focal cerebral ischaemia
have demonstrated that corticosteroid treatment of ischaemic brain infarction and
oedema in experimental animals and humans has, in most instances, shown no
benefits [30].
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Preconditioning

Preconditioning relies on the fact that prior exposure of the brain to minor insults
will induce an increased tolerance to further injurious events. The underlying
mechanisms mediating neuroprotection remain unclear but activation of mito-
chondrial ATP-dependent potassium channels appears to be a pivotal feature of
preconditioning [30]. Many factors (ischaemia, hypoxia, hyperoxia, seizures,
hypothermia, heat shock, hypo- or hyperglycaemia) and several drugs (volatile
anaesthetics, morphine, the potassium channel opener diazoxide, and erythromy-
cin) that may be associated with preconditioning are currently under investigation
regarding their use as neuroproctective measures [55–58].

Taken together, these data indicate that preconditioning is a potential alterna-
tive for neuroprotection and clinical trials are needed to further investigate this
promising therapy.

Conclusions

Recent improvements in understanding the mechanisms of cerebral ischaemia and
cell death have led to the development of new neuroprotective strategies, which
were shown to be efficacious in animal models. Unfortunately, most of these
promising agents have proved disappointing in human clinical trials. Therefore, to
date, evidence-based medicine for perioperative neuroprotection consists mainly
in avoiding deleterious interventions rather than beneficial strategies or pharma-
cological interventions. Clinical trials are needed to identify effective pharmacolo-
gical measures, such as neuroprotectors, by focusing on specific subgroups of
patients, more homogenous patient samples, careful statistical power analysis, and
randomisation and accurate evaluation of sustained neurological improvement.
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Drug interactions in anaesthetic practice

V. FODALE, L.B. SANTAMARIA

Drugs administered during general anaesthesia act synergistically to produce
amnesic, analgesic, hypnotic, and paralytic effects while minimising adverse ef-
fects. The interaction of anaesthetics is unique to each patient since the absorption,
distribution, and clearance of drugs varies in individuals [1]. These interactions are
well-known by anaesthesiologists and are even purposely used to obtain optimal
anaesthetic effects [2].

Interactions between anaesthetic drugs and long-term medications are more
complicated in clinical practice. Anaesthetists encounter many patients who, due
to their surgical condition or medical illnesses, are on concurrent medication that
may potentially interact with the drugs of anaesthesia [3]. This kind of interaction
may be harmful for the patient during anaesthesia [2, 4].

In this survey, the most common interactions between anaesthetics and popular
drugs or alternative medicines taken prior to surgery are discussed.

Consequences and mechanisms of drug interactions

Traditionally, the consequences of an interaction may be classified as additive,
synergistic, potentiation, or antagonism, whereas the mechanisms involved in drug
interactions may be one of three types: pharmaceutical, pharmacokinetic, or phar-
macodynamic [4].

Pharmaceutical interactions

Pharmaceutical interactions refer to direct chemical combinations between drugs
or their absorption into the material of their containers.

Particular attention should be given to the administration of fluids in patients
coming from the ward, as fluids may contain drugs that potentially interact with
anaesthetics. Patients from intensive care units are at increased risk, due to the high
number of drugs and substances commonly co-administered with fluids (drugs,
parenteral nutrition, sedatives, neuromuscular blocking drugs). For instance, so-
dium thiopentone and either vecuronium or pancuronium, when administered in
combination or rapid succession, form a white precipitate that is extremely inso-
luble in plasma [4], resulting in patient awareness, with or without muscle relaxa-
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tion. Moreover, there is the possibility that this precipitate will occlude narrow
blood vessels or even cause pulmonary infarction [5].

Pharmacokinetic interactions

Pharmacokinetic interactions occur when one drug changes the disposition or the
concentration of another drug at the receptor site, leading to altered plasma
concentration and altered drug response. These changes in drug concentration at
the receptor site may be produced by alteration of: (a) drug absorption and uptake
in the body, (b) drug distribution, (c) drug metabolism, and (d) drug elimination
or excretion by non-metabolic routes [3]. Interactions affecting distribution and
metabolism are the most important for anaesthesiologists and are a source of
adverse reactions associated with anaesthesia [3, 6].

Distribution

The extent of the distribution of a drug within the body depends on several factors,
including tissue blood flow, lipid solubility, and protein binding. Inhalational and
intravenous anaesthetics often produce significant haemodynamic changes that may
profoundly affect peripheral blood flow and perfusion [4]. Specifically, effective drug
absorption can be inhibited, hepatic blood flow reduced, renal excretion reduced,
metabolism inhibited or accelerated, and drug displacement from albumin can occur.

Metabolism and elimination

Drugs are eliminated from the body by several processes, of which by far the most
important for intravenous drugs is biotransformation in the liver [4]. Phase 1
metabolism comprises oxidation, reduction, or hydrolysis, of which the former is
usually catalysed by cytochrome P450 enzymes located predominantly in the liver.
This family of enzymes is classified as CYP1, CYP2, and CYP3, each of which is
further classified based on substrate selectivity. Of the 60 isoforms identified, CYP
3A4 is probably the most important cytochrome P450 isoform for drug metabolism.
It is involved in the metabolism of intravenous anaesthetic agents [5], midazolam
[7], and alfentanil [8], whereas CYP 2E1 catalyses metabolism of halogenated
anaesthetic agents [5].

Potentially significant drug interactions can occur when a drug that is a potent
inducer or inhibitor of a specific CYP isoenzyme is administered with a drug that
is a substrate of (and therefore metabolised by) that same isoenzyme. The concern
is greatest when the substrate drug has a narrow therapeutic index, since a small
change in plasma concentration could result in toxicity or reduced efficacy, depen-
ding on whether the precipitant drug inhibits the metabolism of the substrate drug
(resulting in a higher plasma concentration) or induces the metabolism of the
substrate drug (resulting in a lower plasma concentration) (Table 1).
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Table 1. Inducers and inhibitors of cytochrome P450 enzymes [4–6]

Inducers

Alcohol
Barbiturates
Carbamezapine
Isoniazid
Phenytoin
Primidone
Rifampicin
Tobacco smoke

Inhibitors

Cimetidine
Diltiazem
Erythromycin
Fluconazole
Fluoxetine
Fluvoxamine
Grapefruit Juice
Indinavir
Itraconazole
Ketoconazole
Nelfinavir
Omeprazole
Paroxetine
Propofol
Ritonavir
Saquinavir
Sertraline
Troleandromycin
Verapamil

Enzyme induction most commonly occurs when drugs are given at relatively
high doses, although in humans a number of drugs at therapeutic doses, such as
rifampicin, barbiturates, phenytoin, and carbamazepine, can induce P450 en-
zymes. In contrast to enzyme inhibition, enzyme induction is responsible for fewer
adverse reactions in anaesthesia.

Antibiotics and antifungal drugs. A number of antibiotics, most notably the
macrolides and azole antifungal drugs, have been implicated in significant enzyme
inhibition, resulting in adverse interactions with anaesthetic-related drugs.

Drug interactions can arise with virtually any antifungal therapy since phase 1
oxidative reactions are an important mechanism for biotransformation of azole
antifungals [9]. All azoles are also reversible inhibitors of CYP enzymes in humans
[9]; this inhibition is probably a collateral effect of their antifungal mechanism,
namely inhibition of 14-alpha-demethylase, a CYP P450 enzyme in fungi involved
in the biosynthesis of ergosterol.

In vitro, ketoconazole and itraconazole are potent inhibitors of midazolam
hydroxylation [10]. Pre-treatment of volunteers with these antimycotics for 4 days
increased the triazolam elimination half-life six- to seven-fold [11].
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Calcium-channel blockers. The calcium-channel blockers diltiazem and vera-
pamil interact with benzodiazepines, significantly increasing the bioavailability of
midazolam and triazolam and prolonging the elimination half-life [12, 13]. These
medications therefore have potentially profound and prolonged sedative effects.

Ethanol and cigarette smoke. Ethanol and cigarette smoke cause relatively
selective induction of the cytochrome P450 isoenzymes CYP 2E1 and CYP 1A,
respectively [4, 14].

Proton-pump inhibitors. The proton-pump inhibitors omeprazole, lanso-
prazole, and pantoprazole are used for the treatment of peptic ulcers and other
hypersecretory conditions. They undergo extensive metabolism in the liver, me-
diated by the polymorphically expressed enzyme CYP 2C19 [15], and this accounts
for a pronounced interindividual variability in their pharmacokinetics. Other
substrates for CYP 2C19 include S-mephenytoin, propranolol, diazepam, and a
number of tricyclic antidepressants. In poor metabolisers of S-mephenytoin,
diazepam is more slowly metabolised than in subjects who are extensive metabo-
lisers [4, 16, 17].

H2-receptor antagonists. The H2-receptor antagonist cimetidine binds to cyto-
chrome P450 enzymes, inhibiting their activity and thus impairing hepatic meta-
bolism of a large number of drugs, including opioids, benzodiazepines, lidocaine,
and warfarin. The result is a greater than expected plasma drug concentration of
the drug and thus a more pronounced clinical effect, which may also be prolonged
[3, 4]. Ranitidine does not inhibit P450; nevertheless, it does form a complex with
hepatic cytochrome P450, but more weakly than cimetidine. Famotidine and
nizatidine do not inhibit P450 enzymes [4].

Monoamine oxidase inhibitors. Monoamine oxidase catalyses the oxidative
deamination of important neurotransmitters and neuromodulators, such as adre-
naline, noradrenaline, dopamine, and serotonin. During treatment with monoa-
mine oxidase inhibitors, large amounts of noradrenaline accumulate in the brain
and in the sympathetic terminals, and administration of an indirectly acting
sympathomimetic may cause an exaggerated release of noradrenaline, with a
potentially fatal hypertensive response [4].

Volatile anaesthetics. As mentioned above, CYP 2E1 is probably the major
enzyme responsible for metabolism of the fluorinated volatile anaesthetics. Bio-
transformation of these drugs results in the formation of products that can cause
either renal or hepatic toxicity.

Halothane undergoes oxidative metabolism to form trifluoroacetyl halide
(TFA), by a pathway mainly involving CYP 2E1 [18]. Most TFA is excreted by the
kidneys, but a small percentage binds covalently to lipoproteins and proteins,
including P450 enzymes, to form a TFA-hapten, which, in susceptible individuals,
is thought to be responsible for halothane hepatitis. This pathway is enhanced by
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induction of P450, and it is therefore advisable to avoid using halothane in patients
taking potent enzyme inducers.

Chronic isoniazid therapy induces the metabolism of enflurane and isoflurane,
markedly increasing peak fluoride concentrations [19, 20], whereas cimetidine, an
inhibitor of cytochrome P450 enzymes, decreases the incidence and severity of liver
damage in animal models of halothane hepatitis [4, 21].

Pharmacodynamic interactions

A pharmacodynamic drug interaction occurs when one drug alters the responsi-
veness of the target tissue or receptor of another drug. This type of interaction is
more limited than pharmaceutical or pharmacokinetic interactions.

Antidepressants. Tricyclic and tetracyclic antidepressants act by specifically
blocking the reuptake of endogenous catecholamines and serotonin into nerve
terminals. In patients receiving these drugs, the circulatory effects of adrenaline
and noradrenaline are potentiated [22].

Electrolyte disturbances. Hypokalaemia caused by diuretics may potentiate the
activity of nondepolarising muscle relaxants, leading to prolonged paralysis [4].

Neuromuscular blocking drugs. Prophylactic administration of antimicrobial
agents to surgical patients has become standard practice to minimise the risk of
postsurgical infections [23]. For the great majority (93%), the first antibiotic dose
is administered at the time of induction of anaesthesia [24]. Nevertheless, clinically
important interactions are found between antimicrobials and drugs of anaesthesia.
Several classes of antibiotics possess neuromuscular blocking actions, including
aminoglycosides, tetracyclines, polymixins, and linocosamides [4, 25]. Potentia-
tion of neuromuscular block by aminoglycosides can occur with relatively small
doses of drugs, and enough can be absorbed from irrigation of the intrapleural
space, peritoneal cavity, or even a wound to give rise to clinical problems [4]. Since
this procedure is still a debated question involving medical, ethical, economic, and
legal issues, a targeted, non-standardised, antibiotic prophylaxis aimed at reducing
potential risks for surgical patients is suggested [26].

Long-term therapy with antiepileptic drugs, phenytoin, carbamazepine, or
sodium valproate has been associated with resistance to the nondepolarising
muscle relaxants [27, 28, 29]. There is an increase in the dose of muscle relaxant
required to achieve a given degree of block and a reduction in the duration of action,
related to a decrease in the sensitivity of the post-junctional membrane to ace-
tylcholine [4].
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Consumption of herbs, homeopathics, and alternative drugs by surgical
patients increases the risk of drug interactions during anaesthesia

There has been a significant increase in the proliferation and use of dietary
supplements known as neutraceuticals [30]. In the Unites States, a survey found
that 51% of surgical patients took preoperative alternative supplements (herbs,
vitamins, dietary supplements, or homeopathic products) [31]. Consumption of
herbs by surgical patients may increase the risk of botanical–drug interactions,
since botanical products may exacerbate cardiovascular, neuromuscular, or seda-
tive effects of anaesthetics, or may result in increased surgical bleeding [30].
Classification by potential adverse effects revealed that 27% of surgical patients
consume alternative medicines that may inhibit coagulation, affect blood pressure
(12%), cause sedation (9%), have cardiac effects (5%), or alter electrolytes (4%) [31].
To allow for clearance of botanical medicines, the American Society of Anaesthe-
siologists (ASA) recommends the discontinuation of herbs at least 2 weeks prior to
surgery [32]. Nevertheless, 70% of patients who consumed botanical medicines did
not disclose their use during interviews with anaesthetists [33].

Garlic inhibits platelet aggregation, reduces thromboxane, increases fibri-
nolytic activity, and increases streptokinase-activated plasminogen activator [34,
35]. It may augment the effects of warfarin, heparin, and nonsteroidal anti-inflam-
matory drugs, resulting in an abnormal bleeding time, with increased risk of
intraoperative or postoperative bleeding, also during neuraxial block [30].

Ginger has been found to be a potent inhibitor of thromboxane synthetase,
which can prolong bleeding time [36]; therefore, its use should be avoided in
patients taking anticoagulants, such as warfarin, heparin, or aspirin, and the caveat
about neuraxial blocks should also be applied [30].

Ginkgo biloba has been associated with spontaneous and increased bleeding
when combined with anticoagulants and would be expected to increase the risk of
operative haemorrhage, since it inhibits platelet-activating factor, decreases fibri-
nogen levels, and decreases plasma viscosity, possibly due to flavonoids and
ginkgolide B [37]. In addition, concomitant use with anticonvulsants drugs (e.g.
carbamazepine, phenytoin, phenobarbital) should also be avoided as the latter may
decrease the effectiveness of these highly useful drugs [38]. It has also been sug-
gested that ginkgo should be avoided in patients taking tricyclic antidepressant
agents as it may lower the efficacy of these agents [30].

The use of ginseng should be avoided with concomitant use of anticoagulants.
Ginseng, with its potential hypoglycaemic effects, should be avoided, or at least
used cautiously, in patients taking insulin or oral hypoglycaemic medications. Also,
blood glucose levels should be monitored perioperatively in patients at risk, as well
as neurosurgical patients receiving steroids, and patients with diabetic or renal
failure [30].

Long-term use of liquorice (Glycyrrhiza glabra) may cause hypokalaemia, pseu-
do-aldosteronism, hypertension, or arrhythmias [39]. Hypokalaemia can potentiate
anaesthetic muscle relaxants and cause adverse cardiovascular effects [1, 40].

Long-term consumption of the illicit herb marijuana (Cannabis sativa) greatly
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increases anaesthetic requirements due to extensive hepatic drug metabolism [41].
Piper methysticum (Kava kava) has anaesthetic, analgesic, anticonvulsive,

antifungal, sleep-inducing, and spasmolytic properties [30]. Antinociceptive ef-
fects produced by kava kava may be similar to local anaesthetic responses [42, 43].
The herb can potentiate the effects of barbiturates and benzodiazepines, causing
excessive sedation [44].

The herb Ephedra sinica (ma huang) is the botanical precursor of ephedrine, a
drug used as a vasopressor during anaesthesia. It is a cardiovascular stimulant (acts
as an a- or b-adrenergic agonist) and is a potent bronchodilator [45]. Obviously,
the preoperative use of the herb ephedra could be problematic since it could
interact with the cardiovascular effects of volatile anaesthetic agents [31]. Patients
taking ephedra under general anaesthesia may experience severe hypotension,
which can be controlled with phenylephrine instead of ephedrine [30]. Concomi-
tant use with oxytocin may cause hypertension [46].

The sedative herb Valeriana officinalis may interact with anaesthetic barbitu-
rates, hypnotics, benzodiazepines, or narcotics [31]. It also increases the effective-
ness of anti-seizure medications and prolongs the actions of other sedatives [30].

Conclusions

Patients scheduled for anaesthesia are likely to receive multiple pre-operative drug
therapy and also many peri-operative medications. Greater communication,
knowledge, and scientific research are needed to safely integrate complementary
and alternative medicines in the management of the surgical patient [31]. Unfortu-
nately, anaesthetists tend not to report drug interactions that occur during
anaesthesia, especially those of a minor nature; therefore, the true number of drug
interactions is unknown [47].

Adverse drug reactions and drug interactions can occur more often in geriatric
patients than in younger patients. In addition, elderly patients may experience
unusual sensitivity to a single drug, compared with younger patients. Despite these
considerations, medications in the aged population are almost often continued up
to, and including, the day of surgery (especially medications for cardiovascular
conditions), since complications are more likely to occur when these medications
are interrupted. For these reasons, the benefits and risks of multiple medications
and the administration of certain types of drugs must be carefully considered in
these patients. When taking drug interactions into account, the anaesthetist must
also consider whether potential effects are deleterious or not, before choosing the
drugs and doses to be administered.
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Perioperative myocardial ischaemia

P. FOËX

The effects of myocardial ischaemia on cardiac function have been studied for
many years. This is not surprising, as myocardial ischaemia and its consequences
are among the leading causes of morbidity and mortality.

Ever since the introduction of ambulatory ischaemia monitoring [1], it has
become clear that many episodes of myocardial ischaemia are not associated with
anginal pain [2]. The absence of pain may relate to increased levels of beta-endor-
phins [3]; to the presence of autonomic neuropathy, especially in diabetic patients
[4]; or to other reasons. However, silent myocardial ischaemia is a predictor of
adverse outcome in medical patients [5].

Perioperative myocardial ischaemia occurs in a high proportion of adult pa-
tients, especially those undergoing vascular surgery and those with uncontrolled
hypertension [6]. The adverse effect of perioperative myocardial ischaemia on
cardiac outcome was emphasised by Slogoff and Keats in 1985 [7], in a study that
showed a high proportion of postoperative myocardial infarction in patients who
had myocardial ischaemia during surgery. Later, a strong relationship between
preoperative myocardial ischaemia and postoperative adverse cardiac outcome
was demonstrated [8–10]. The relationship is even stronger when postoperative
myocardial ischaemia is also present [11]. This is most likely due to the fact that
there are usually more episodes of ischaemia after than before surgery, and their
duration is also longer; as a result, the total ischaemic load (ischaemic burden) is
larger [12]. Adverse cardiac events occur in patients with prolonged ischaemia, and
ischaemia of more than 2 h is likely to be associated with a cardiac event [13]. The
reasons for the increased severity of ischaemia include postoperative hypoxaemia,
especially nocturnal [15], altered coagulation status, and haemodynamic abnorma-
lities such as tachycardia, hypo- and hypertension. Regional anaesthesia does not
seem to reduce the risk of myocardial ischaemia [16, 17] because most of the
ischaemic burden does not occur during anaesthesia and surgery. In the long-term,
patients who have suffered episodes of perioperative myocardial ischaemia are
more at risk for cardiac events than patients who have not experienced periopera-
tive ischaemia. The long-term prognosis is particularly poor in patients who have
suffered perioperative unstable angina or myocardial infarction, both of which are
related to myocardial ischaemia [18].
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Effects of acute myocardial ischaemia

The time-course of the effects of ischaemia on the cardiac tissue is well-known. A
few seconds after the onset of ischaemia, there is a marked reduction of contractile
function resulting from decreased ATP production. Leakage of potassium ions is
responsible for the alterations of ST-segments. Within minutes, an intracellular
acidosis develops associated with an increase in myoplasmic calcium and the
beginning of cell swelling. Later, cellular lesions become irreversible; the ultrastruc-
ture of the cells is altered, and macromolecules such as CK-MB and troponins are
released. The increased myoplasmic Ca2+ concentration plays a central role in the
damage to the cells and their membranes.

The mechanical effects of acute coronary occlusion or progressive coronary
constriction include reductions of systolic shortening and thickening. Both are
abolished when flow is interrupted [19]. Together with the reduction of systolic
function, ischaemic segments demonstrate paradoxical wall motion, namely, post-
systolic shortening or thickening. These phenomena develop as a function of the
severity of the reduction of coronary blood flow.

Acute or progressive ischaemia of the left ventricle causes an increase in
chamber stiffness not only in the ischaemic segment but also in remote non-ischae-
mic segments [19]. This generalised effect likely results from the release of meta-
bolic mediators and contributes to an elevation of left ventricular end-diastolic
pressure, especially in the presence of volume loading [19]. This increase, in turn,
leads to a vicious cycle, as coronary blood flow is further impaired by increasing
diastolic wall tension.

Causes of myocardial ischaemia

Myocardial ischaemia occurs in the presence of fixed or dynamic coronary artery
stenoses. In the right ventricle, ischaemia may result purely from afterload mis-
match, which is the term used to describe the effect of acute, or of acute on chronic
pulmonary hypertension.

The main causes of ischaemia with fixed coronary stenoses include tachycardia,
excessive left ventricular filling, anaemia, hypoxaemia, and hypotension. These
changes decrease the oxygen supply whereas tachycardia, systolic hypertension,
and beta-adrenergic stimulation increase the oxygen requirements. Tachycardia is
especially harmful because it decreases supply, owing to the reduced duration of
diastole, but increases demand [7]. Postoperatively, the heart rate is generally faster
than preoperatively [20]. This contributes to myocardial ischaemia and adverse
outcome, similar to the situation in patients with critical illnesses [21]. Conversely,
close control of the heart rate decreases the risk of ischaemia [22].

The causes of ischaemia with dynamic stenoses include those described above.
In addition, activation of the autonomic nervous system plays an important role,
as part of the vessel wall is still responsive to vasoconstrictors such as noradrena-
line. Autonomic imbalance has been reported after anaesthesia and surgery and
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can last for several days [23]. This may promote inappropriate vasoconstriction
and contribute to postoperative ischaemia. Endothelium-derived mediators (en-
dothelins, thomboxane) can cause vasoconstriction, facilitate the development of
microcoagulation, reduce lysis, and increase the risk of plaque disruption.

The reasons for perioperative ischaemia relate to the physiological stress rep-
resented by surgery. Increases in adrenaline, noradrenaline, cortisol, and free fatty
acids increase myocardial oxygen demand and may impair its supply. The imba-
lance between demand and supply is responsible for myocardial ischaemia, cal-
cium overload, and, eventually, cellular lesions. Myocardial ischaemia, in turn,
causes instability in atheromatous plaques. This facilitates haemorrhages and
fissures in the plaques and thus local thrombosis. In addition, plaque disruption
may occur as a result of the release of inflammatory mediators during and after
major surgery [24] or trauma, or in response to acute illnesses.

Endothelial dysfunction is a feature of coronary heart disease. It causes an
accentuation of coronary vasoconstriction in response to adrenergic stimulation
and may convert acetylcholine-induced vasodilatation into vasoconstriction. In
addition the effects of endothelins are increased.

Prevention of perioperative myocardial ischaemia

An important goal is to ensure cardiovascular stability and to avoid the often
unrecognised risk of nocturnal hypoxaemia. Prophylactic drug therapy is less
successful than could be anticipated. Currently, calcium channel blockers [25],
clonidine [26], beta-blockers [25], nicorandil (a K+

ATP channel opener), and statins
[27] have shown some efficacy. Statins may be beneficial because of their effects on
inflammatory mediators.

Myocardial ischaemia: paradoxes

While the adverse effects of myocardial ischaemia are well known, paradoxically,
ischaemia may play a protective role. This is the case with ischaemic pre- and
post-conditioning.

Myocardial pre-conditioning was described by Reimer et al. [28] and Murry et
al. [29] in 1986. These authors demonstrated that short periods of ischaemia, lasting
about 5 min, decreased the rate of ATP depletion during a more prolonged period
of ischaemia and reduced the extent of tissue infarction. Ischaemic pre-conditio-
ning is the most powerful mechanism for myocardial protection. It can result from
short periods of myocardial ischaemia or from remote ischaemia, e.g. from the limb
[30] or viscera [31]. Pre-conditioning has two windows: an acute memory phase
lasting 1–3 h, and a late memory phase starting 12–24 h after ischaemia and lasting
from 2–4 days.

Central to ischaemic and pharmacological pre-conditioning are the mitochon-
drial K+

ATP channels. Many sarcolemmal receptors, such as those for adenosine,
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bradykinin, and angiotensin, play a triggering role in the activation of intracellular
pathways. Alpha-adrenoceptors and delta-opioid receptors are also involved in
pre-conditioning. A number of intracellular mediators, such as G-proteins, pho-
spholipase C, protein kinase C, free radicals, and calcium, act as signal transducers
in early pre-conditioning [32–34], whereas nitric oxide, lipopolysaccharides, heat
stress, and monophosphoryl lipid A are signal transducers in late pre-conditioning
[32]. There is little doubt that ischaemic pre-conditioning is clinically relevant, as
patients with angina shortly before infarction have a better prognosis than those
without angina [35].

Pre-conditioning can also be induced pharmacologically by K+
ATP channel

openers (nicorandil), inhalation anaesthetics, and opioids. Inhalation anaesthetics
have been shown to pre-condition the myocardium, resulting in cardioprotection
against experimental myocardial infarction. Protection by isoflurane, desflurane,
or sevoflurane is very similar to ischaemic pre-conditioning and shows the same
pattern of signal transduction [32, 33, 36, 37]. Recently, several studies in cardiac
surgical patients have suggested that pharmacological pre-conditioning with sevo-
flurane minimises cardiac damage [38–39] and may improve the long-term prog-
nosis [38–40].

Myocardial post-conditioning

Recently, Zhao et al. [36] showed that reperfusion injury is minimised by short
sequences of ischaemia–reperfusion. It has been established that, after a period of
ischaemia, reperfusion can cause myocardial damage, leading to increased cell
death or prolonged dysfunction (myocardial stunning). The main mechanism of
reperfusion injury is the increase in blood flow. This causes proton (H+) washout
and increased entry of sodium into the cell. The increased sodium concentration
allows sodium to be exchanged for calcium, resulting in myoplasmic calcium
overload. Experimentally, pharmacological post-conditioning by isoflurane has
been described [41].

Conclusions

Perioperative myocardial ischaemia is common and associated with adverse car-
diac events. Its prophylaxis with cardiac drugs is only of limited value. By contrast,
ischaemic myocardial pre- and post-conditioning appear to be protective. Inhala-
tion anaesthetics and opioids are known to induce pharmacological pre-condition-
ing and possibly post-conditioning, thereby conferring protection. Thus ischaemia
is both beneficial and harmful, but this paradox is not fully understood

598 P. Foëx



References

1. Holter NJ (1961) Methods for heart studies. Science 134:1214–1220
2. Deanfield JE, Maseri A, Selwyn AP et al (1983) Myocardial ischaemia during daily life

in patients with stable angina: its relation to symptoms and heart rate changes. Lancet
2:753–758

3. Droste C, Roskamm H (1989) Silent myocardial ischemia. Am Heart J 118:1087–1092
4. O’Sullivan JJ, Conroy RM, MacDonald K et al (1991) Silent ischaemia in diabetic men

with autonomic neuropathy. Brit Heart J 66:313–315
5. Raby KE, Barry J, Treasure CB et al (1993) Usefulness of Holter monitoring for detecting

myocardial ischemia in patients with nondiagnostic exercise treadmill test. Am J
Cardiol 72:889–893

6. Allman KG, Muir A, Howell SJ et al (1994) Resistant hypertension and preoperative
silent myocardial ischaemia in surgical patients. Brit J Anaesth 73:574–578

7. Slogoff S, Keats AS (1985) Does perioperative myocardial ischemia lead to postoperative
myocardial infarction? Anesthesiology 62:107–114

8. Raby KE, Goldman L, Creager MA et al (1989) Correlation between preoperative
ischemia and major cardiac events after peripheral vascular surgery. New Engl J Med
321:1296–1300

9. Mangano DT, Browner WS, Hollenberg M et al (1990) Association of perioperative
myocardial ischemia with cardiac morbidity and mortality in men undergoing noncar-
diac surgery. New Eng J Med 323:1781–1788

10. Pasternack PF, Grossi EA, Baumann FG et al (1992) Silent myocardial ischemia moni-
toring predicts late as well as perioperative cardiac events in patients undergoing
vascular surgery. J Vasc Surg 16:171–179

11. Raby KE, Barry J, Creager MA et al (1992) Detection and significance of intraoperative
and postoperative myocardial ischemia in peripheral vascular surgery. J Am Med Assoc
268:222–227

12. Mangano DT, Wong MG, London MJ et al (1991) Perioperative myocardial ischemia in
patients undergoing noncardiac surgery—II: Incidence and severity during the 1st week
after surgery. J Am Coll Cardiol 17:851–857

13. Landesberg G, Luria MH, Cotev S et al (1993) Importance of long-duration postopera-
tive ST-segment depression in cardiac morbidity after vascular surgery. Lancet
341:715–719

14. Reeder MK, Muir AD, Foex P et al (1991) Postoperative myocardial ischaemia: temporal
association with nocturnal hypoxaemia. Brit J Anaesth 67:626–631

15. Reeder MK, Goldman MD, Loh L et al (1992) Postoperative hypoxaemia after major
abdominal vascular surgery. Brit J Anaesth 68:23–26

16. Windsor A, French GW, Sear JW et al (1996) Silent myocardial ischaemia in patients
undergoing transurethral prostatectomy. A study to evaluate risk scoring and anaesthe-
tic technique with outcome. Anaesthesia 51:728–732

17. Marsch SC, Schaefer HG, Skarvan K et al (1992) Perioperative myocardial ischemia in
patients undergoing elective hip arthroplasty during lumbar regional anesthesia.
Anesthesiology 76:518–527

18. Mangano DT, Browner WS, Hollenberg M et al (1992) Long-term cardiac prognosis
following noncardiac surgery. J Am Med Assoc 268:233–239

19. Marsch SC, Wanigasekera VA, Ryder WA et al (1993) Graded myocardial ischemia is
associated with a decrease in diastolic distensibility of the remote nonischemic myo-
cardium in the anesthetized dog. J Am Coll Cardiol 22:899–906

Perioperative myocardial ischaemia 599



20. Knight AA, Hollenberg M, London MJ et al (1988) Perioperative myocardial ischemia:
importance of the preoperative ischemic pattern. Anesthesiology 68:681–688

21. Sander O, Welters ID, Foëx P et al (2005) Impact of prolonged elevated heart rate on
incidence of major cardiac events in critically ill patients with a high risk of cardiac
complications. Critic Care Med 33:81–88

22. Raby KE, Brull SJ, Timimi F et al (1999) The effect of heart rate control on myocardial
ischemia among high-risk patients after vascular surgery. Anesth Analg 88:477–482

23. Marsch SC, Skarvan K, Schaefer HG et al (1994) Prolonged decrease in heart rate
variability after elective hip arthroplasty. Br J Anaesth 72:643–649

24. Baigrie RJ, Lamont PM, Kwiatkowski D et al (1992) Systemic cytokine response after
major surgery. Brit J Surg 79:757–760

25. Stevens RD, Burri H, Tramer MR (2003) Pharmacologic myocardial protection in
patients undergoing noncardiac surgery: a quantitative systematic review. Anesth
Analg 97:623–633

26. Wallace AW, Galindez D, Salahieh A et al (2004) Effect of clonidine on cardiovascular
morbidity and mortality after noncardiac surgery. Anesthesiology 101:284–293

27. Kertai MD, Boersma E, Westerhout CM et al (2004) Association between long-term
statin use and mortality after successful abdominal aortic aneurysm surgery. Am J Med
116:96–103

28. Reimer KA, Murry CE, Yamasawa I et al (1986) Four brief periods of myocardial
ischemia cause no cumulative ATP loss or necrosis. Am J Physiol 251:H1306-H1315

29. Murry CE, Jennings RB, Reimer KA (1986) Preconditioning with ischemia: a delay of
lethal cell injury in ischemic myocardium. Circulation 74:1124–1136

30. Oxman T, Arad M, Klein R et al (1997) Limb ischemia preconditions the heart against
reperfusion tachyarrhythmia. Am J Physiol 273:H1707-H1712

31. Clavien PA, Yadav S, Sindram D et al (2000) Protective effects of ischemic preconditio-
ning for liver resection performed under inflow occlusion in humans. Ann Surg
232:155–162

32. Zaugg M, Schaub MC, Foëx P (2004) Myocardial injury and its prevention in the
perioperative setting. Brit J Anaesth 93:21–33

33. Zaugg M, Lucchinetti E, Spahn DR (2002) Differential effects of anesthetics on mitochon-
drial K(ATP) channel activity and cardiomyocyte protection. Anesthesiology 97:15–23

34. Zaugg M, Lucchinetti E, Spahn DR et al (2002) Volatile anesthetics mimic cardiac
preconditioning by priming the activation of mitochondrial K(ATP) channels via
multiple signaling pathways. Anesthesiology 97:4–14

35. Kloner RA, Shook T, Przyklenk K et al (1995) Previous angina alters in-hospital outcome
in TIMI 4. A clinical correlate to preconditioning? Circulation 91:37–45

36. Zhao ZQ, Corvera JS, Halkos ME et al (2003) Inhibition of myocardial injury by ischemic
postconditioning during reperfusion: comparison with ischemic preconditioning. Am
J Physiol 285:H579-H588

37. Warltier DC, Kersten JR, Pagel PS et al (2002) Editorial view: anesthetic preconditio-
ning: serendipity and science. Anesthesiology 97:1–3

38. Julier K, da Silva R, Garcia C et al (2003) Preconditioning by sevoflurane decreases
biochemical markers for myocardial and renal dysfunction in coronary artery bypass
graft surgery: a double-blinded, placebo-controlled, multicenter study. Anesthesiology
98:1315–1327

39. De Hert SG, Van der Linden PJ, Cromheecke S et al (2004) Cardioprotective properties
of sevoflurane in patients undergoing coronary surgery with cardiopulmonary bypass
are related to the modalities of its administration. Anesthesiology 101:299–310

600 P. Foëx



40. Garcia C, Julier K, Bestmann L et al (2005) Preconditioning with sevoflurane decreases
PECAM-1 expression and improves one-year cardiovascular outcome in coronary
artery bypass graft surgery. Brit J Anaesth 94:159–165

41. Chiari PC, Bienengraeber MW, Pagel PS et al (2005) Isoflurane protects against myo-
cardial infarction during early reperfusion by activation of phosphatidylinositol-3-ki-
nase signal transduction: evidence for anesthetic-induced postconditioning in rabbits.
Anesthesiology 102:102–109

Perioperative myocardial ischaemia 601



Left ventricular systolic and diastolic dysfunction

P. FOËX

In the United States, there are 4.9 million people with heart failure and 400 000
new cases are reported annually [1]. A similar prevalence of heart failure exists in
northern Europe, while the prevalence of heart disease, particularly coronary heart
disease, is lower in southern Europe. As coronary heart disease is a major cause of
cardiac failure, it can be assumed that heart failure and ventricular dysfunction are
also somewhat less common in southern Europe than in northern Europe and in
North America. However, because of the prevalence of heart failure, a large number
of patients present for surgery with impaired cardiac function. These patients are
at risk for major complications of anaesthesia and surgery.

Heart failure is a process in which the venous return to the heart is normal but
the heart is unable to pump sufficient blood to meet the body’s metabolic needs at
normal filling pressures. Heart failure may result from systolic dysfunction, dia-
stolic dysfunction, or both.

Systolic dysfunction

Ventricular systolic dysfunction is characterised by a loss of contractile strength of
the myocardium accompanied by compensatory ventricular remodelling, con-
sisting of hypertrophy and/or dilatation. Pump failure may result primarily from
work overload; mechanical abnormalities (valvular heart disease); myocardial
abnormalities (cardiomyopathies); abnormal cardiac rhythm or conduction; or
myocardial ischaemia/infarction. Heart failure may also result from viral myocar-
ditis and from the administration of drugs used in the treatment of cancer (toxic
heart failure).

The development of ventricular systolic dysfunction is associated with activa-
tion of the sympathetic nervous system and the renin-angiotensin-aldosterone
system (RAS). Sympathetic activation increases contractility, heart rate, and vascu-
lar tone, while activation of RAS causes sodium and water retention and contributes
to peripheral vasoconstriction, as angiotensin is a very potent vasoconstrictor. In
the presence of increased preload and afterload, there is necessarily a decrease in
ventricular emptying. An ejection fraction less than 45%, is usually associated with
an increase in diastolic volume, constituting a dilated cardiomyopathy.

In the early stages, overall pump function may be maintained at rest but the
exercise capacity is impaired. At more advanced stages, cardiac output is reduced
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even at rest and systemic vascular resistance is unable to decrease when metabolic
demands increase.

Systolic dysfunction may be present if some myocardium is hibernating [2, 3].
This condition of down-regulated function in response to decreased myocardial
blood flow or successive episodes of ischaemia (repetitive myocardial stunning)
can resolve after myocardial revascularisation. The presence of hibernating myo-
cardium can be detected by dobutamine echocardiography and other techniques
of myocardial imaging. Coronary revascularisation may be beneficial.

The factors that precipitate heart failure include uncontrolled hypertension,
atrial fibrillation, non-compliance with medication, myocardial ischaemia, anae-
mia, renal failure, non-steroidal anti-inflammatory drugs, and excess sodium.

A recent UK study of patients with stable heart failure has shown that the 5-year
mortality was 41.5% in those with systolic dysfunction (ejection fraction less than
50%) and 25.2% in those with diastolic dysfunction alone (ejection fraction more
than 50%) [4].

Diastolic dysfunction

Ventricular diastolic dysfunction is characterised by altered relaxation of the
cardiac fibres, resulting in slower pressure decline, reduced rapid filling, and
increased myocardial stiffness. In many patients, diastolic dysfunction may exist
while systolic function remains essentially normal. Approximately 30–50% of
patients with heart failure have normal or near-normal left ventricular systolic
function, as evidenced by the ejection fraction [5]; symptoms of failure may be
absent [6]. Gandhi et al. found that, left ventricular ejection fraction and the extent
of regional motion were similar during and after resolution of acute episodes of
hypertensive pulmonary oedema. This further supports the role of diastolic dys-
function [7].

Diastolic dysfunction may result from a thickened ventricular wall, as in restric-
tive or infiltrative cardiomyopathies, and/or tachycardia, as the latter decreases the
filling time resulting in elevated diastolic ventricular pressure. Indeed, pacing-in-
duced tachycardia is used to create experimental models of heart failure.

Advancing age, hypertension, diabetes, left ventricular hypertrophy, and coro-
nary artery disease are the main risk factors for diastolic dysfunction. Diastolic
heart failure affects women particularly frequently [5]. This may be due to an
increased remodelling in response to pressure overload [8].

The annual mortality from diastolic heart failure is estimated to be between 5%
and 8% [6]. It is four times higher than the mortality of persons without heart
failure but half that of patients with systolic heart failure [9].

The presence of significant diastolic dysfunction has several major implications
for patients with acute illnesses or presenting for major surgery during which fluid
shifts are an issue: as diastolic distensibility is reduced, inadequate fluid replace-
ment causes an exaggerated reduction in cardiac output. Conversely, fluid overload
causes exaggerated increases in end-diastolic left ventricular pressure and pulmo-
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nary artery occlusion pressure. This may result in acute pulmonary oedema with
volume loads that would be well-tolerated in the absence of diastolic dysfunction.
The onset of atrial fibrillation is poorly tolerated as it decreases the atrial contribu-
tion to filling.

Diagnosis of diastolic dysfunction and diastolic heart failure

The diagnosis of diastolic heart failure requires symptoms and signs of heart failure
with a normal left ventricular ejection fraction, and absence of valvular abnorma-
lities on echocardiography. Doppler echocardiography measures the velocity of
intracardiac blood flow and is very useful to document early and late diastolic filling
(E and A waves, respectively). The E-wave velocity is influenced by early diastolic
relaxation and left atrial pressure. It is altered by diastolic dysfunction.

Management of diastolic heart failure

The initial aim is to reduce pulmonary venous congestion. Diuretics, nitroglycerin,
supplemented by morphine, and additional oxygen are needed. However, aggres-
sive diuresis may cause severe hypotension because of excessive reduction of atrial
pressure. Nitroglycerin is particularly indicated if there is myocardial ischaemia,
as acute ischaemia has a profound effect on early relaxation and on myocardial
stiffness [10].

While there have been many large studies of the pharmacological treatment of
systolic heart failure, there is little data on that of diastolic heart failure [11]. The
controlled studies Candesartan in Heart Failure [12] and Perindopril for Elderly
People with Chronic Heart Failure [13] are addressing this issue. However, until gene
therapy is introduced, some time in the future [14], the treatment of left ventricular
diastolic dysfunction remains empirical, with avoidance of excessive sodium intake,
cautious use of diuretics (lest reduced preload reduces cardiac output), restoration
and maintenance of sinus rhythm at a heart rate that optimises ventricular filling,
and the correction of precipitating factors such as myocardial ischaemia and arterial
hypertension. Calcium channel blockers, ACE inhibitors, or angiotensin receptor
antagonists are used for their effect mostly on surrogate outcomes.

Because treatment of diastolic dysfunction is difficult, it is very important to
prevent its development. As arterial hypertension is a major cause of diastolic
dysfunction, early detection and treatment of hypertension is critical. However,
stage 3 hypertension (180 mmHg/ 110 mmHg) remains common and is very fre-
quently poorly controlled. Note that recent studies have shown that the beta-bloc-
ker atenolol, often used in the management of hypertension in association with a
thiazide diuretic, is effective in controlling blood pressure but is ineffective in preven-
ting cardiac and cerebrovascular complications of arterial hypertension [15, 16]. While
widely prescribed in the management of arterial hypertension, beta-blockers may
be less effective than other agents [17].
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New therapeutic avenues for severe heart failure

Over the past few years, prostaglandin E1 has been studied as a bridge to heart
transplantation due to its potential benefits resulting from systemic and pulmonary
vasodilatation [18]. Triiodothyronine has been advocated because patients with
heart failure have low triiodothyronine levels and its administration after cardiac
surgery has been shown to be beneficial [19]. Nesiritide, a human recombinant
brain natriuretic peptide (BNP), has shown promising results in some patients
when compared with dobutamine [20]. Levosimendan, a calcium sensitiser, increa-
ses inotropy without an increase in cytosolic calcium; therefore it does not require
energy to extrude calcium from the myocytes. It is also a vasodilator. Recent results
seem very favourable [21]. As heart failure can be caused by lack of synchrony of
cardiac contraction, cardiac resynchronisation by insertion of a biventricular
pacemaker is now recommended in the management of drug-refractory cardiac
failure [22]. Implanted cardiac defibrillators are also used very successfully to
prevent death due to severe arrhythmias in patients with heart failure [23].

Cardiac failure and perioperative risk

All the studies of risk factors for perioperative cardiac complications of anaesthesia
and surgery include heart failure, even in its incipient forms, often as the most
important factor [24, 25].

A clear association exists between low ejection fraction and postoperative acute
left ventricular failure [26–28]. In addition, patients with poor cardiac function may
tolerate anaesthesia poorly. This is not surprising as inhalation anaesthetics exhibit
strong negative inotropic properties because they reduce both transmembrane
calcium flux and activated calcium release from the sarcoplasmic reticulum of
cardiac cells [29–31]. Even nitrous oxide exhibits negative inotropic properties [32].
Intravenous induction agents, such as thiopentone and propofol [33], have strong
negative inotropic properties. Of the drugs in the current anaesthetic armamenta-
rium, only etomidate is devoid of negative inotropy. Similarly, benzodiazepines
and opioids do not depress contractility. This may be advantageous as, in the face
of an already depressed myocardium, further negative inotropy is poorly tolerated.
At variance with other agents, xenon does not cause myocardial depression [34]
but its high cost precludes widespread use.

Postoperatively, other factors contribute to worsening of cardiac function:
silent ischaemia, especially in hypertensive patients [35], and nocturnal hypoxae-
mia [36] are frequently observed. In addition, fluid overload may precipitate acute
left ventricular failure.

606 P. Foëx



Conclusions

Cardiac failure may result from systolic or diastolic dysfunction. The latter is not
always recognised and yet, in the long-term, it has serious implications, especially
in hypertensive patients. Both systolic and diastolic dysfunction can be exaggerated
by anaesthesia and by events in the perioperative period. Optimal treatment of
systolic and diastolic dysfunction before anaesthesia and surgery is essential to
minimise the risk of adverse perioperative cardiac outcome.
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Challenges in perioperative medicine: positioning

M.KLIMEK, F. GRÜNE

When performing a Medline search with the term ‘patient positioning,’ one will
be surprised: There are many recent papers on patient positioning for all kinds of
radiodiagnostic and radiotherapeutic procedures, and there are no fewer, but
much older papers on positioning for surgical procedures. However, when read-
ing these papers, only a small number of them can be considered to describe
prospective randomised double-blind trials. For this reason, a lot of the informa-
tion presented here is based on (personal) clinical experience. Another surprising
result of a search in the literature is that, even in the most important textbooks
on clinical anaesthesia, there are relatively few pages dedicated to patient positio-
ning, compared with the amount of space devoted to discussing pharmacological
and pathophysiological topics. Nonetheless, there are some very well-written
books on this topic, and they must be strongly recommended [1, 2]. This article
will therefore only highlight some of the medical and legal aspects of patient
positioning. These should be considered as the minimum knowledge expected of
every anaesthetist.

General aspects

Positioning a patient for a surgical procedure is challenging and the difficulty is
often underestimated. Like much else in anaesthesia, positioning is expected to be
always perfect, and many complications that arise as a result of it are met with
surprise and concern [3]. Optimal positioning means a compromise between
surgical and anaesthesiological demands:

The surgical demands include easy access to the surgical field, which improves
the surgical results, shortens the duration of the procedure, and might lead to less
blood loss and fewer complications. The anaesthesiological demands include safe
positioning in a physiological posture, access to the airway, lines and monitoring
devices, and no cardiorespiratory depression. Even if these major aspects are taken
into consideration, serious patient instability during the procedure may arise,
together with the problem of intraoperatively unnoticed skin and nerve damage,
which can lead to serious, sometimes irreversible disability and functional impair-
ment after the surgical procedure. Furthermore, beside the comfort, security, and
stability of the patient, his or her dignity plays an important role in positioning,
especially if locoregional anaesthesia is used.
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Epidemiology

In general, the incidence of damage due to positioning is about 5/1000 cases [4].
According to the list of adverse outcomes in the ASA Closed Claims Study database,
nerve injury represents the second largest class (16%)—behind death but before
brain damage [5]. However, in the subgroup of patients undergoing cardiac surgery,
the incidence of ulnaric nerve neuropathy as high as 38% was reported. In this group,
a number of contributing factors other than positioning must be assumed [6, 7]. In
2000, the ASA published a ‘practice advisory’ for the prevention of perioperative
peripheral neuropathies. This paper was not viewed as a ‘standard’ or ‘guideline’ due
to the lack of scientific evidence in the field of patient positioning [8].

In addition to peripheral nerve injuries, also pressure sores, spinal injuries, cardio-
respiratory complications, diathermy burns, and tourniquet sores must be taken into
consideration when attempting to prevent complications of positioning [1, 3].

(Patho-)physiology

Global cardiovascular effects

Especially during procedures with greater volume shifts and in patients with
concomitant cardiovascular disease, knowledge of the physiologic effects and the
possible pathologic consequences of patient positioning is crucial for the anaesthe-
tist.

Maintenance of blood pressure during and after changes in position is a result of
different mechanisms, e.g. transmural vascular pressure, hydrostatic effects, muscular
tone, venous valves, atrial reflexes, and autonomic responses to baroceptors.

In the neutral supine position, the influence of gravity on the vascular system
is low. Intravascular pressures from head to toe vary slightly from mean pressures
at the level of the heart. Furthermore, venous gradients from the periphery to the
right atrium consist principally of the cyclic intrathoracic pressure changes that
occur with respiration. Simply lying down, from a standing to neutral supine
position, increases venous return from the lower body back to the heart, stretches
the ventricular wall, and increases the stroke volume. Cardiac output shows a
tendency to increase, too. If contractility and arteriovascular tone remain constant,
arterial pressure increases. Baroceptor impulses are conducted from the heart,
aorta, and carotid sinus via vagal fibres to the medulla oblongata. Increased efferent
parasympathetic and efferent sympathetic activity change the parasympathe-
tic/sympathetic balance, which decreases heart rate, stroke volume, and contracti-
lity and thereby results in little change in blood pressure [3].

The Trendelenburg manoeuvre to treat hypotension has been shown to be
counterproductive. In the first reaction, cardiac output rises due to the increasing
central blood volume by recovering pooled blood from caudal parts of the body.
This again leads to activation of baroceptors of the great vessels of the chest and
neck [9, 10]. The consequences are a rapid peripheral vasodilatation, unchanged
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or reduced cardiac output, and decreased organ perfusion. Furthermore, myocar-
dial O2 consumption may be increased in the Trendelenburg position [11, 12]. Of
course, the reduction of functional residual capacity, especially in obese patients,
is another problem of this position [13].

Local effects

Any kind of positioning can induce severe stretch, ischaemia, and/or compression
of any type of tissue, which finally will result in damage. Skin, nerves, muscles, and
the eyes are most frequently damaged. Relevant risk-factors for damage due to
positioning are different types of neuropathy (e.g. diabetic, uraemic, vitamin-defi-
ciency, paraneoplastic, chemotherapy-induced), alcoholism, anatomic variants,
pressure by cables and lines, a blood-pressure cuff placed too low at the elbow,
pronation of the arms in supine position, too tight tapes, i.v. lines at uncomfortable
places, scoliosis and kyphosis, but also members of the surgical team lying on the
patient [1, 2]. The duration of the procedure plays another important role. The
longer the procedure is expected to run, the more careful must be the measures
taken to avoid positioning injury. For the anaesthesiologist, it is important to be
aware of the fact that hypotension and hypothermia are predisposing factors for
skin injury, but also the use of warming blankets can promote the occurrence of
skin damage [14]. The severity of the injury varies from superficial skin erosions
up to death due to positioning-induced compartment syndrome with rhab-
domyolysis and multi-organ failure [15].

Pre-anaesthetic visit

During the pre-anaesthetic visit, the potential risks and dangers should be antici-
pated and measures to avoid their realisation should be planned. This includes
damage due to positioning, which can be anticipated based on clinical findings,
X-rays, and anamnesis. Anatomic variants and pathological deviations, e.g. pre-
existing neuronal damage, cervical ribs, ‘shunt-arms,’ and prostheses, should be
documented. Neurological consult should be asked liberally [16]. The planned
intraoperative position (e.g. knee–elbow, sitting position) must be taken into
consideration, too. The risk of damage due to patient positioning should be
addressed, if indicated, when asking for written informed consent to anaesthesia.

Intraoperative positioning

Nerves

The most important structures to protect are the peripheral nerves of the upper
and lower extremities and the brachial plexus. An extended elbow and a supinated
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forearm are recommended to protect the ulnar nerve [17]. Pronation, flexion of the
elbow, and overly tight abduction of the arm should be avoided. The radial nerve
is at special risk at the humerus, where it might be compressed by the edge of the
table. The n. medianus is at particular risk at the elbow, where it might be damaged
by paravascular injections and compression by blood-pressure cuffs that are placed
too low. The brachial plexus in total is also at higher risk, if the cervical spine is
hyperextended and the head rotated to the contralateral side. Additionally, an
overextension in the shoulder region might lead to entrapment of the nerve
between the clavicula and the first rib [18]. In accordance with the anatomic
situation, falling backwards of the shoulder, abduction of the arms by more than
90°, strong exorotation of the arm, dorsal extension and too strong distal traction
on the arm must be avoided [16]. At the lower extremity, the sciatic nerve must be
protected by avoiding overly strong flexion and exorotation of the hip joint. Careful
attention must also be paid to the peroneal nerve, which due to its superficial
position is at greater risk for direct pressure.

Vessels

The use of tourniquets should be restricted to a maximum pressure of
100–150 mmHg above systolic blood pressure for not more than 2 h [19]. In all
positions in which perfusion might be restricted, one should be alert of the fact that
a reperfusion oedema with the risk of compartment syndrome can develop in the
first hours after re-positioning. Serious complications can be avoided only if
detected and treated in time. In the prone position, a poorly positioned pillow at
the pelvis might lead to compression of the inferior vena cava (pillow too cranial)
or compression of the femoral arteries (pillow too caudal). If the anaesthesiologist
is in doubt of the state of perfusion of a certain extremity, placing the pulse-oxime-
ter there might be a simple test for the integrity of perfusion.

Skin

The use of mattresses and pads has turned out to be useful to protect the skin.
However, there are strong differences in the available materials. In general, air-mat-
tresses have turned out to induce lower tissue-interface pressures (which means:
smaller risk of decubitus) than mattresses made of jelly-polymers [20]. To reduce
the pressure on the skin and the underlying tissue, padding is especially important
at the following places: occiput (supine position), ear and eye (lateral and prone
position), elbow and cubital tunnel, perineum and genitals (extension table, prone
position), knees (knee–elbow position), underlying extremities (lateral position),
heels (supine position).
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Joints and ligaments

One should be aware of the fact that a relaxed patient (this might also be due to
spinal anaesthesia!) has no muscle power to stabilise his or her spine. Especially in
a patient with pre-existing degenerative disease and strong lordosis, a table that is
too flat might lead to impressive shear forces at the spinal ligaments, which
afterwards will cause severe lower back pain. Liberal use of extra pillows under the
knees and in the back might be helpful to reduce the extremely high incidence
(30%) of patients suffering from lower back pain postoperatively [16]. Furthermo-
re, all joints are at high risk during intraoperative position changes. To avoid falls
from the table, extremities should be secured with belts and tapes.

Eyes

Compression of the bulbi with resulting blindness is the severest form of damage
due to intraoperative positioning, while erosion of the cornea due to direct mecha-
nical trauma is the most common. The patient’s eyes should be actively closed and
protected against desinfection fluids, mechanical damage (e.g. during mask venti-
lation), and drying out. In case of postoperative blindness, an embolism in the
retinal artery must be ruled out [21].

Other aspects

Some other important principles of good positioning should be highlighted :
Whenever the patient is placed head-down (Trendelenburg, prone position)

there is a risk of swelling of the soft tissues of the face and the airway that might
lead to difficulties postoperatively and can make early detubation impossible. Also,
the venous drainage from the brain might be compromised, especially if these
positions are used together with high-PEEP ventilation.

Whenever the surgical field is exposed at a level that is higher than the heart of
the patient, there is a theoretical (and frequently enough practical) risk of venous
air embolism. There even is a report of a severe venous air embolism during
laparoscopic prostatectomy in extreme Trendelenburg position [22]. The anaesthe-
siologist should be aware of this risk and seriously think about extra monitoring
devices, such as precordial Doppler or transoesophageal echocardiography.

Severe haemodynamic consequences can result if a patient is brought into
lithotomy position too quickly. In this position, the peroneal nerve must also be
protected against direct pressure. Flexion in the hip can stress the sciatic nerve and
compromise perfusion of the lower extremities.

Special problems and limitations in positioning the patient can be anticipated
by doing so while the patient is awake, i.e. before induction of anaesthesia.
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Legal aspects

Anaesthetistsandsurgeonsshouldcooperate inpatientpositioningforsurgeryaccord-
ing to interdisciplinary agreements. If not available, a written protocol is strongly
recommended for every hospital. Next to mutual confidence between surgeon and
anaesthetist, mutual information and coordination are mandatory prerequisites for
safe patient positioning. The anaesthetist should take responsibility for the induction
period, the intraoperative positioning of the head and the arm with i.v. lines, and the
recovery period. The surgeon should take responsibility for intraoperative positioning
of the whole rest of the body. If the anaesthetist notices possible dangers, he or she
should inform the surgeon, who might modify the patient’s position.

Before discharge from the recovery room, a short neurological examination
should be performed routinely. A postoperative visit within 24 h is strongly recom-
mended to detect neurological deficits actively. Frequently, patients complain
about the fact that nobody talked to them after the procedure. At that moment,
with the patient still in the hospital, neurological consultation can be done imme-
diately, pathological findings can be documented, and therapy can be started.
When talking to patients about the prognosis of nerve damage, one should be aware
of the fact that in the worst case restitution of a severely damaged nerve takes place
at a rate of 1 mm/day.

Conclusions

In accordance with the study of Martin and Warner [2], safe positioning relies on
the following:

Knowledge: Everyone involved in patient positioning should have sufficient
theoretical and practical knowledge of the general, unavoidable preconditions of
correct positioning and the pathophysiological impact of all measures taken.

Anticipation: It is the art of anaesthesiology to anticipate the problems of each
patient undergoing a certain procedure in a certain position, to try and find means
to prevent these problems, and—if those means should fail—to have a ‘plan B’ to
deal with and solve these problems. One should be aware of the fact that sometimes
bringing back the patient to a normal supine position is unavoidable for solving
certain problems.

Teamwork: For good positioning, there must be a sufficient number of people,
and they must know how to position the patient. Coordination of the entire crew
is mandatory. It is good clinical practice, that the anaesthetist who cares for the
airway and stands at the head of the patient gives the commands when changing
the patient’s position.

Material: Before starting positioning, all of the needed devices should be
collected and checked for usability. The surgical table must work without any
defects and be suitable for the planned position.

With these four precautions in mind, positioning a patient still remains chal-
lenging, but it can be done in a safe, efficient, and successful manner.
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The neurotoxicity of commonly used general anaesthetics:
is it possible?

V. JEVTOVIC-TODOROVIC
1

Over the last 50–60 years there has been an exponential increase in the number of
anaesthetic interventions in all age groups—from very young children to ageing
adults. These interventions are increasingly complex and therefore require aggres-
sive and highly-skilled anaesthetic management. Anaesthesia professionals are
frequently involved in providing anaesthesia care on a repetitive and/or long-term
basis (e.g. multiple surgical interventions, prolonged sedation in the intensive care
units), in very early stages of human development (e.g. very premature babies—as
young as 20 weeks post-conception) [1] as well as in the very late stages of human
life.

Despite the widespread use and the utmost importance of general anaesthesia
in modern medicine and dentistry, the mechanism(s) of action of commonly used
general anaesthetics remains poorly understood. However, based on the numerous
studies published over the last few decades, it is becoming increasingly evident that
there are specific cellular targets through which general anaesthetics act [2]. These
most often involve the enhancement of inhibitory synaptic transmission [3, 4]
and/or the inhibition of excitatory synaptic transmission [4, 5]. In particular, it is
also clear that many intravenous (e.g. barbiturates, benzodiazepines, propofol,
etomidate) [2, 6, 7] and inhalational volatile (e.g. isoflurane, sevoflurane, desflu-
rane, halothane) [8] anaesthetics promote inhibitory neurotransmission by enhancing
g-amino-butyric acid (GABAA)-induced currents in neuronal tissue; these are
often referred to as GABAergic agents. In addition, a small number of intravenous
anaesthetics (e.g. phencyclidine and its derivative, ketamine) [9, 10] and inhalatio-
nal anaesthetics (e.g. nitrous oxide, xenon) [11, 12] are known to inhibit excitatory
neurotransmission by blocking N-methyl-d-aspartate (NMDA) receptors, a sub-
type of glutamate receptors.

Both GABA and glutamate, the major inhibitory and excitatory neurotransmit-
ters, respectively, play important roles in normal functioning of the mammalian
central nervous system (CNS). It has long been recognised that an imbalance in their
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functioning, as seen in various types of acute or chronic brain injury syndromes,
may trigger massive and widespread neuronal cell death. Hence, general anaesthe-
tics have been considered potentially beneficial in protecting the brain, especially
against acute injury (e.g. status epilepticus, trauma, stroke), and numerous animal
studies have suggested their effectiveness as neuroprotective agents [13–17].

However, recent animal investigations have revealed that clinically relevant
concentrations and combinations of general anaesthetics can also injure neuronal
cells in the adult brain as well as in the immature brain, suggesting that these agents
could be potentially deleterious [18–21]. Is it possible that commonly used general
anaesthetics are neurotoxic? This review will discuss presently recognised issues
regarding the neurotoxic potential of general anaesthesia.

The psychotomimetic action of the NMDA-antagonist class of general
anaesthetics in humans

About 50 years ago, the intravenous anaesthetic phencyclidine (PCP) was introdu-
ced into clinical medicine as a general anaesthetic, but was soon withdrawn because
of its severe and sometimes long-lasting psychotomimetic effects, described as a
schizophrenia-like psychosis [22]. Ketamine, a shorter-acting derivative of PCP,
was soon after introduced in anaesthesia practice because the psychotomimetic
reactions associated with ketamine anaesthesia, referred to as ‘emergence’
reactions, were less pronounced and not as long-lasting. In addition, it was ob-
served in daily clinical practice that these troublesome side effects could be attenuated
by co-administration of GABAergic general anaesthetics (e.g. barbiturates, benzo-
diazepines, propofol), making the adverse side effects of ketamine manageable [23].
The clinical observation that adults are more susceptible than children to keta-
mine-induced emergence reactions has resulted in a tendency for ketamine to be
used more frequently in paediatric than in adult anaesthetic practice. Because of
its psychotomimetic potential, ketamine is also a popular drug of abuse and is often
called ‘Special K.’

Although the psychotomimetic effects of nitrous oxide (N2O) are not consi-
dered to be as profound, it has long been known that this anaesthetic gas causes
psychotic symptoms that are usually considered pleasurable and exhilarating [24].
Thus, the itinerant early showmen introduced a term ‘laughing gas’ well over a
century ago to describe the frolicking, drunken-like behaviour of a person inhaling
N2O. N2O, like ketamine, is commonly abused, especially among health care
professionals.

The cerebrocortical neurotoxicity of general anaesthetics in the adult
mammalian brain

In the course of testing the neuroprotective potential of NMDA-antagonist drugs,
including ketamine and N2O, it was discovered that, when given systemically to
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adult rats, these agents have acute neurotoxic effects on cerebrocortical neurons
[18–21, 25, 26]. Extensive studies over the past two decades have determined that
the mechanism of this neurotoxic action involves a polysynaptic neuronal network
disturbance in which blockade of NMDA receptors disinhibits excitatory pathways,
both glutamatergic and cholinergic, leaving them in a state of hyperactivity and
resulting in overstimulation and injury of cerebrocortical neurons [27]. Thus, what
begins as a potentially neuroprotective blocking action of ketamine and N2O on
certain types of neurons in specific brain regions culminates in hyperactivation
and injury of certain other neurons in other brain regions. This neurotoxic reaction
is mainly confined to specific neurons in the posterior cingulate/retrosplenial
cortex (PC/RSC), was initially described as reversible, and consisted of prominent
swelling of endoplasmic reticulum (ER) and mitochondria, giving the affected cell
a striking vacuolated appearance. The vacuoles became evident within an hour
after the initiation of N2O or ketamine administration and gradually disappeared
after discontinuation of the drug (within the next several hours) [20, 28]. It was
subsequently found that, at higher doses/concentrations or after repeated admini-
stration, these anaesthetics caused irreversible neurodegeneration of neurons in a
more disseminated pattern, involving several cortico-limbic brain regions in addi-
tion to the PC/RSC [28, 29]. These findings signify that the severity of this patho-
logical reaction and its reversibility depend on the duration of NMDA receptor
blockade. Of additional interest is a recent finding that N2O and ketamine, when
administered in low, individually nontoxic doses to adult rats, augment one an-
other’s reversible neurotoxic effect by an apparently synergistic mechanism. For
example, when a low, nontoxic dose (20 mg/kg, i.p.) of ketamine (equivalent to
3 mg/kg, i.m. in humans; the anaesthetic dose of ketamine in humans is 5–10 mg/kg,
i.m.) was supplemented with a low, nontoxic concentration (50 vol%) of N2O
(equivalent to 35 vol% N2O in humans) it caused a more severe neurotoxic reaction
than was produced by any dose of ketamine alone [20].

Many classes of pharmacological agents have been shown to protect against the
neurotoxic effects of NMDA antagonists. Of special interest for the field of
anaesthesiology is the finding that GABAergic anaesthetic agents (e.g. barbiturates,
benzodiazepines, volatile anaesthetics, propofol) are very effective in protecting
against this type of neuronal injury. It has been proposed that glutamate regulates
inhibitory tone by tonically stimulating NMDA receptors located on inhibitory
neurons, most notably GABAergic neurons. By acting at these NMDA receptors,
glutamate maintains tonic inhibition over major excitatory input to PC/RSC neu-
rons. When the NMDA receptors are blocked, tonic inhibition by glutamate is
removed, resulting in disinhibition of the excitatory pathways that in turn leads to
excessive stimulation and injury of PC/RSC neurons. Consistent with this disinhi-
bition hypothesis, GABAergic anaesthetics that restore GABA tone suppress the
neurotoxic effects of the NMDA antagonists ketamine and N2O [26, 28, 30].

The cerebrocortical neurotoxic action of NMDA-antagonist anaesthetics has
been shown to be an age-dependent phenomenon to which adult animals are highly
sensitive and pre-adult animals are insensitive [19, 21, 31]. Experiments focusing on
the reversible vacuole reaction induced in PC/RSC neurons revealed that N2O and
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ketamine do not induce a significant vacuole reaction in immature rats less than
30 days of age. At this age the reaction is very mild, while with increasing age it
becomes more severe, but does not reach peak severity until full adulthood at
180 days of age [19].

An interesting proposal suggested a causal relationship between pathomorpho-
logical changes in the adult mammalian brain (i.e. acute swelling of PC/RSC
neurons), as observed in animal studies, and the psychotomimetic disturbances
observed in human and veterinary medicine after the administration of ketamine
or N2O. Is it possible that the clinically observed emergence reaction (schizophre-
nia-like reaction) after ketamine administration or the exhilarating behaviour
observed during N2O administration is due to an acute swelling of this subpopu-
lation of cortical neurons? Interestingly, in 1938, Courville reported a vacuolar
reaction in cortical neurons obtained from patients who died following N2O admi-
nistration [32]. In the late 1980s, the hypothesis was introduced that NMDA
receptor hypofunction played a role in schizophrenia-like illnesses [27, 33]. To test
this hypothesis, several researchers administered ketamine to human subjects in
very low doses (approximately one tenth the dose required for surgical anaesthesia)
and found that it transiently and reversibly triggered mild schizophrenia-like
symptoms, including hallucinations, delusions, and related cognitive disturbances
[34, 35]. It was also demonstrated that these psychotic symptoms could be success-
fully blocked by the GABAergic class of general anaesthetics, a pharmacological
strategy that anaesthesiologists had been aware of and had successfully used for
several decades to treat ketamine-induced emergence reactions. Evidence that the
psychotomimetic effects of ketamine are blocked by benzodiazepines, barbiturates,
or propofol, all of which block the neurotoxic effect of ketamine in the adult rat
brain, suggests that similar receptor mechanisms underlie the psychotomimetic
actions of ketamine in adult humans and the neurotoxic action of ketamine in adult
rats. An additional basis for suggesting that similar receptor mechanisms are the
cause of these two phenomena is the similar age-dependency profile for ketamine-
induced psychotic reaction in humans and ketamine-induced neurotoxic reaction
in rats. Clinical experience with ketamine as a general anaesthetic has revealed that
it frequently exerts psychotomimetic actions in adults, and less frequently, if at all,
in prepubertal children.

The cerebrocortical neurotoxicity of general anaesthetics in the ageing
mammalian brain

Due to the high incidence of medical problems that require surgical intervention,
geriatric patients are frequently subjected to anaesthesia. However, because of their
general frailty and multiple concomitant diseases, elderly patients are particularly
susceptible to anaesthesia-related complications. It has been recognised in daily
clinical practice that elderly patients are more prone than younger adults to
psychological disturbances caused by general anaesthesia, often referred to as
‘toxic psychosis’ (delirium, confusion, disorientation, memory impairment, agita-
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tion) [36, 37]. It was traditionally believed that toxic psychosis in geriatric patients
is a result of sudden disturbances of their already fragile homeostasis that are
common with any surgical intervention (e.g. blood loss, fluid and nutritional
imbalance, post-operative pain, fever, separation from the familiar environment).
However, recent evidence suggests a link between some types of general anaesthe-
sia and postoperative mental impairments, implying that the choice of anaesthesia
plays an important role in the incidence of this debilitating complication [38–40].

N2O and ketamine are occasionally used in geriatric anaesthesia. Since these
are sympathomimetic drugs that cause minimal respiratory and cardiovascular
depression, N2O and ketamine are especially useful for frail elderly patients who
cannot tolerate even the minimal depression of vital functions induced by other
general anaesthetics. N2O is occasionally given in combination with ketamine to
elderly patients in order to achieve a stable condition during anaesthesia. It has
been assumed that by combining these two agents a wider margin of safety is being
achieved.

However, we have recently reported that ketamine, either individually or in
combination with N2O, induced a neurotoxic reaction in the PC/RSC of aged rats
that is significantly more severe and longer-lasting than in young adult rats, suggest-
ing that the ageing brain is more sensitive to NMDA receptor blockade and conse-
quently more sensitive to the NMDA-antagonist class of general anaesthetics [41].

Although an exact explanation for the increase in neuronal vulnerability during
the normal ageing process is not currently available, there are some possible
explanations. For instance, based on presently published data, it appears that
ageing significantly alters neuronal NMDA receptors. One group of studies showed
that the ageing process contributes to an overall reduction in NMDA receptor
density and/or NMDA-receptor-bearing neurons of the mammalian brain [42, 43].
However, other studies have shown that the actual NMDA receptor density is
unchanged, but their function declines and their subunit composition changes with
age [44, 45]. These findings suggest that aged neurons could be exquisitely sensitive
to a further decrease in NMDA receptor function, such as caused by pharmacological
blockade with NMDA antagonists. Our data found this to be the case: relatively
small doses of ketamine alone or the addition of a small dose of ketamine to a
nontoxic concentration of N2O resulted in a severe and prolonged neurotoxic
reaction in the aged brain that was significantly more profound than that observed
in the young adult brain.

Furthermore, it has been shown that mitochondrial and ER functions and
morphology are impaired during ageing, that their size and heterogeneity are
increased, and that their membrane function declines (e.g. decline in membrane
potential, increase in peroxide production, disturbances of metabolites and water
transport, inhibition of protein and DNA synthesis/repair), resulting in serious
vulnerability of these organelles within intact ageing neurons [46–48]. These
findings confirm the observation that it takes an insult of very small magnitude
and of short duration to disturb the delicate balance within a frail ageing neuron.

Whether the neuropsychotic properties of the NMDA-antagonist anaesthetics,
N2O and ketamine contribute to postoperative toxic psychosis in elderly patients
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is not well-established. However, there is increasing evidence that the pathomor-
phological reaction in cerebrocortical neurons of rats and the psychotomimetic
reaction caused by these anaesthetics in humans are mediated by a common
mechanism involving disinhibition of excitatory neuronal pathways that innervate
cerebrocortical neurons [26, 33]. If this is indeed the case, the extreme vulnerability
of the aged human brain to occult pathomorphological changes in cerebrocortical
neurons may be, at least in part, clinically detectable as a higher incidence of toxic
psychosis in elderly patients.

The cerebrocortical neurotoxicity of general anaesthetics in the immature
mammalian brain

A series of recent studies have documented that general anaesthetics from the
NMDA-antagonist class (e.g. ketamine, N2O) and/or the GABAmimetic class (e.g.
benzodiazepines, barbiturate, isoflurane), commonly used in obstetric and paedia-
tric anaesthesia, trigger widespread apoptotic neurodegeneration in the developing
rat brain [49–51]. It is important to note that this neurotoxic phenomenon is
mechanistically and pathomorphologically completely different from the neuro-
toxic phenomenon observed in the adult rat brain. Namely, as mentioned earlier,
the immature brain is not sensitive to the adult neurotoxic mechanism (e.g.
swelling of PC/RSC neurons) but is exceedingly sensitive to the apoptogenic action
of these agents during brain development (e.g. synaptogenesis). Brain development
occurs in different species at different times relative to birth. In rats and mice, it is
mainly a postnatal phenomenon; in guinea pigs, it is exclusively a postnatal
phenomenon; but in humans it extends from the sixth month of gestation to several
years after birth [52]. It appears that the apoptotic type of cell death, which is a natural
process (referred to as physiological cell death) occurring during synaptogenesis by
which very small percentage of neurons that were unsuccessful in making their
connection commit suicide, may be significantly augmented by the administration
of general anaesthetics. It is believed that disturbance of the fine balance between
GABA and glutamate neurotransmission, leading to excessive depression of neu-
ronal activity and nonphysiological changes in the synaptic environment, during
a crucial stage of brain development, may constitute a generic signal for a develop-
ing neuron to commit suicide. Since the goal of surgical anaesthesia is to render
the patient unconscious and insentient to pain, this implies use of general anaesthe-
tics at doses that ensure substantial receptor occupancy and profound depression
of neuronal activity. What is the potential risk of this practice? It has been recently
reported that clinically relevant doses of barbiturates, benzodiazepines, volatile
anaesthetics (e.g. isoflurane), or ketamine trigger massive and widespread apop-
totic neurodegeneration during synaptogenesis in the immature rat and mice
brains [49–51]. In addition, a clinically relevant combination of anaesthetic agents
(midazolam, N2O and isoflurane) administered to immature rats over a 6-h period
resulted in a robust apoptotic neurodegenerative reaction affecting several major
brain regions (e.g. thalamus, hypothalamus, amygdala, parietal, temporal, occipi-
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tal, cingulate cortices). More importantly, adolescent anaesthesia-treated animals
showed behavioural disturbances, as demonstrated by significant learning/me-
mory deficits compared to controls [49]. These deficits appeared to be permanent,
in that they were still present during re-testing of the animals at young-adult age.
Although research aimed at clarifying the underlying mechanism of anaesthesia-
induced apoptotic neurodegeneration is still in an early stage, based on presently
available data, it appears that activation of the two main apoptotic pathways, i.e.
the intrinsic and extrinsic pathways, plays an important role. The intrinsic pathway
is activated in the early phase of anaesthesia exposure (within the first 2 h), and the
extrinsic pathway in the later phase (after 4–6 h of anaesthesia exposure) [53].
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Neuroprotection by N-methyl-D-aspartate antagonists

S. HIMMELSEHER, E.F. KOCHS

Introduction

Clinical neuroprotection: the challenge

Despite years of intense research efforts, the treatment and prevention of brain
injury with N-methyl-D-aspartate (NMDA) antagonists remains a medical chal-
lenge. Numerous clinical trials seeking chemical neuroprotection with prolonged
blockade of NMDA receptors (NMDAR) in the setting of cardiac surgery, head
trauma, brain ischaemia, subarachnoid haemorrhage, and other acute brain insults
failed to show improved patient outcome [1–3]. In view of this experience and a
more comprehensive understanding of recent pathophysiological findings, two
fundamental questions must therefore be raised: Is a treatment strategy of pro-
found NMDAR blockade for neuroprotection still valid in acute brain insults? And,
if the principle of reducing unbalanced NMDAR overactivation in order to achieve
neuroprotection is applicable, what do improved therapeutic approaches to treat-
ing brain injury with NMDAR antagonists look like?

Neuronal networks, plasticity, and N-methyl-D-aspartate receptors

The basics: developing a broader understanding of pathophysiological changes

Glutamate has long been known as the major excitatory neurotransmitter in the
vertebrate central nervous system (CNS), with intracellular concentrations ranging
from 50 mM in astrocytes to 10 mM in glutamatergic neurons [4]. Extracellular
glutamate is maintained at 1–3 mM, which provides a high synaptic signal-to-noise
ratio. Transduction via glutamate activation of NMDARs induces receptor channel
opening, and is mediated via calcium and sodium influx into cells. Regarding the
use of NMDAR antagonists, moderate increases in intracellular calcium (Ca2+)
produced by NMDAR activity have been shown to be a physiological process and
a prerequisite both for the expression of cell survival pathways and for a multitude
of cerebral functions [5–8]. When these signals were reduced directly, by admini-
stration of high-dose NMDAR antagonists, apoptosis and cognitive deficits occur-
red in developing animals [9], and vacuolisation was observed in cerebral regions
of adult rats without brain injury [10]. Although the changes could be prevented
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by coadministration of g-aminobutyric acid (GABA) receptor agonists [11], the
mechanisms that underlie these phenomena are as yet unclear. However, as a
conceptual framework, the involvement of disinhibition of excitatory pathways
that heavily innervate the cerebrocortical network appears likely [12]. Taken to-
gether, the evidence accumulated may help explain why blocking virtually all
NMDAR activity after brain injury is counterproductive. However, evaluation of
the injured brain has indicated that the cascades of processes induced by cerebral
insults lead to pathological conditions that are profoundly different from the
physiological state of intact, uninjured brain tissue [13–15].

In brain trauma and ischaemia, the massive release of excitatory neurotrans-
mitters into the extracellular compartment and the resultant overstimulation of
excitatory membrane receptors and downstream pathways have been established
as pivotal events in the evolution of irreversible brain damage [16, 17]. Nevertheless,
the specificity of excitotoxic signalling, the recruitment of excitotoxic NMDAR
activity, and the adaptive cellular defence in the brain, including rescue mecha-
nisms mediated via NMDAR activity, remain poorly understood [17, 18]. For
improved use schedules of NMDAR antagonists, three recent insights deserve brief
mention: (1) Although Ca2+ ions have been considered as key regulators of excito-
toxicity, new data suggest that specific second messenger pathways acting in
concert with Ca2+ load mediate neurodegeneration [17]. At brain synapses,
postsynaptic density proteins (PSD) bind and cluster NDMARs to the cytoskeleton
and to intracellular signalling proteins. Increased NMDAR input facilitates assem-
bly of the signalling molecules with the PDS proteins via kinase cascades. This leads
to further kinase activation, NMDAR phosphorylation, and up-regulation. In the
vicious circle that is generated, increased downstream transduction enhances
NMDAR currents, and finally induces cell injury [17, 19–22]. NMDA antagonists
that target these harmful protein-protein interactions, such as ketamine [19, 20],
may therefore have more significant implications for neuroprotection than those
reducing intracellular Ca2+ levels, only. (2) A key advance has been the discovery
that NMDAR undergo activity-dependent alterations, with dynamic changes in
availability and responsiveness in healthy and injured brain [7, 23–26]. While
homeostatic plasticity appears as a feedback loop to maintain synaptic strength
and plasticity within a functional dynamic network, injury-induced plasticity aims
at initiating death, survival, and rescue mechanisms. NMDAR stimulation is linked
to rapid forms of plasticity. The hypothesis that injury-induced NMDAR overacti-
vation is followed within a short time by desensitisation and functional NMDAR
loss is therefore appealing. It challenges the long-held belief that NMDAR must
continuously be blocked to stop neuronal damage after brain injury. Interestingly,
a recent report in a mouse brain trauma model confirmed that hyperactivation of
glutamate NMDAR after injury was short-lived (< 1 h) and followed by a profound
and long-lasting (> 7 days) functional NMDAR loss [26]. Far beyond, stimulation
of NMDARs at 24 and 48 h after injury improved neurological recovery. Therapeu-
tic protocols in which NMDA antagonists are continuously administered over
prolonged post-injury time periods may therefore be useless or even harmful. (3)
Recent work on traumatic brain injury and the ischaemic penumbra shows that
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late cell death is exacerbated by metabolic stress after generation of delayed
spontaneous depolarisations (DSD) in peri-lesional boundary zones [27–30]. DSD
expand infarcted and contused tissue into the adjacent penumbra of reversible
injury by excitotoxic processes throughout secondary insults and infarct matura-
tion. Blocking the spread of DSD with one delayed administration of an NMDA
antagonists proved to be neuroprotective in a rat model [29]. Together with recent
evidence from direct monitoring of late depolarisation-like events in human brain
tissue [31–34], this supports the concept that NMDA antagonists should be used at
least once at a delayed time point in the course of neuroprotective therapy.

Translating concepts to the clinical scenario

Glutamate excitotoxicity and central nervous system monitors

Converting the pathophysiological data into meaningful therapeutic advances,
NMDA antagonists should, in theory, be used immediately during or upon su-
praphysiological NMDAR activation. However, the extent and duration of NMDAR
activation in animal and human brain tissue have not been reported to date, and
NMDAR stimulation may vary from patient to patient and according to type and
stage of disease. CNS monitoring could therefore help to gauge a better approach
for the use of NMDA antagonists. However, in rodents, monitoring glutamate levels
has shown that post-injury-related increases are short-lived (less than 1 h) [35, 36].
In contrast, microdialysis (MD) studies of the human brain in individuals who have
suffered trauma, stroke, neurovascular procedures, or subarachnoid haemorrhage
have suggested that glutamate levels rise for hours to days after primary injury, and
may re-increase with severe secondary insults [35]. But, while this pattern may have
contributed to the decision to use NMDA antagonists over days in previous,
unsuccessful trials, investigators have been frustrated in trying to ascribe a single
relative MD-glutamate increase as a marker for a deleterious neurochemical event.
In MD samples, interstitial glutamate increases were in most cases not sustained
enough to cause tissue damage and often accompanied by inhibitory transmitter
rises. MD-glutamate levels may also poorly correlate with concentrations at the
synaptic cleft [35]. Additionally, glutamate is an important substrate in interme-
diary cell metabolism and, due to extensive exchange between astrocytes, neurons,
and vesicular compartments, may readily increase in the interstitial brain compart-
ment [36, 37]. The interpretation of moderate brain MD-glutamate fluctuations
thus appears to require relating size and architectural changes of the interstitial
space to blood–brain barrier function and analytical imprecision. The discrimina-
tion between metabolic crises without brain ischaemia and brain ischaemia requi-
res combined functional measures, such as MD and electrophysiology or MD and
brain imaging studies with multiparameter monitors [38, 39].
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Concluding remarks

A clinical trial for treating head injury and lessons for research proposals

The outline presented above leaves little doubt that overstimulation of NMDAR is
a major contributor to irreversible brain damage. However, it is too soon to
conclude that NMDA antagonists fail to provide clinical neuroprotection. Further-
more, a recent prospective, randomised, placebo-controlled, double-blind, multi-
centre pilot trial demonstrated improved patient outcome after use of a non-com-
petitive NMDA receptor antagonist following traumatic brain injury [40]. Similar
to ketamine, the drug had a lower binding affinity to the phencyclidine site in the
NMDAR channel than dizocilpine. It was first administered within 2 h after the
trauma, and a second time 4 h later. Future clinical work should therefore examine
the effects of non-competitive NMDA antagonists. Agents that completely block all
NMDAR functions should no longer be used. Compounds with NMDAR-channel-
modifying properties may have meaningful impact. Initial drug injections should
be performed within the shortest post-injury time interval possible. At a delayed
time point, an additional injection may be needed. Continuous high-dose infusion
of NMDA antagonists must not be used. Laboratory studies should analyse the
effects of NMDAR stimulation in the subacute post-injury phase on long-term
outcome. Sufficiently sophisticated trial designs that orientate NMDA antagonist
administration at multimodal brain monitoring data may provide meaningful
advances in meeting individual patient needs.
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Neuroprotection by dexmedetomidine

S. HIMMELSEHER, E.F. KOCHS

Introduction: neuroprotective dexmedetomidine

An anaesthetic/sedative agent will proceed to evaluation of neuroprotective efficacy
in a clinical trial when two major prerequisites are fulfilled: first, a body of preclinical
evidence for its neuroprotective effects is necessary, second, circumstantial infor-
mation from human use must be available. While testing of many promising drugs
does not proceed past the stage of demonstrating neuroprotection in the physiology
laboratory, in 1999, the FDA approved the a2-adrenoceptor agonist dexmedetomi-
dine (DEX) for use in humans for analgesia and sedation [1]. However, although
DEX is increasingly being used in the care of neurosurgical patients [1–3], its
neuroprotective effects were not evaluated in a patient trial. In the present article,
we will therefore outline the current understanding of DEX-mediated neuroprotec-
tion, and compare this state of knowledge with key criteria for the design of a clinical
trial by experts in the field of anaesthetic neuroprotection [4, 5].

Cerebral pharmacology of dexmedetomidine

Molecular effects

The imidazoline DEX is a non-subtype-selective a2-adrenoceptor (a2AR) agonist
with an a2:a1 selectivity of 1600:1 [1–3]. Located in the central (CNS) and peripheral
nervous system (PNS) at pre- and postsynaptic autonomic ganglia, a2ARs are
G-protein-coupled transmembrane receptors that react to DEX binding with an
inhibition of calcium entry and hyperpolarisation due to increased potassium
conductance. In sympathetic and noradrenergic neurons, activated presynaptic
a2ARs inhibit norepinephrine release. In the CNS, activated postsynaptic a2ARs
decrease sympathetic activity, which leads to hypotension, bradycardia, and seda-
tion. At higher doses, however, a2AR binding induces hypertension via activation
of receptors at resistance vessels [1–3]. There are three a2AR subtypes, a2A, a2B,
and a2C [6]. Although a role for a2CARs in brain monoamine release and hypo-
thermia has been suggested [7], most investigators relate DEX’s neuroprotective
effects to the a2A subtype [8, 9]. Neuroprotection by DEX appears, in part, to be
mediated by imidazoline receptors. In the cerebral cortex, imidazoline-2 receptors
(I2R) are predominantly located at astrocytes [3].
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Effects in cell and animal models

Evidence from in-vitro and animal investigations demonstrated that DEX shows
relevant cerebroprotective effects against injury from hypoxia, ischaemia, reperfu-
sion, and seizure [10–24]. Most examiners related the neuroprotective action to a
suppression of injury-induced supraphysiological sympathetic activity. Cerebral
ischaemia is well-known to be associated with an increase in circulating and
extracellular brain catecholamine concentrations [25, 26]. Treatment with DEX in
different animal models reduces this increased sympathetic tone with the result of
improved neurologic outcome [11–20]. This is consistent with the notion that
suppression of enhanced catecholamine concentrations may be neuroprotective
by balancing the ratio of cerebral oxygen demand to oxygen supply [27], by
reducing excitotoxicity [10, 11, 28–30] and toxic catecholamine actions [31], and by
improving penumbral perfusion [13, 32]. However, there seems to be controversial
evidence regarding the final effects of central hyperadrenergic responses on tissue
damage after brain ischaemia [33, 34] and of DEX’s action on ischaemic brain
catecholamine levels [14, 19]: While one study reported a decrease in striatal
norepinephrine concentrations after DEX administration [14], another found a
decrease in plasma rather than brain dopaminergic catecholamines [19]. To come
to a standpoint in this issue, it appears reasonable to state that these data caution
against singular, straight-forward one-line mechanistic interpretation of DEX’s
action. It is more appropriate to postulate that central catecholamines will act in
concert with multiple overlapping mechanisms that eventually determine outcome
after brain ischaemia. Consistent with this notion, DEX was reported to modify the
expression of apoptosis-regulating proteins [21] and survival-promoting genes in
the setting of cerebral ischaemia [22]. Interestingly, a recent report also showed
that DEX attenuated cardiac dysfunction in an animal model of intracranial hyper-
tension [35]. However, after analysing the use schedules of DEX in the animal
research presented here, a major limitation of the work becomes evident: DEX was
almost always administered before and during cerebral insults, and not after the
acute period of brain injury. Thus, any predictive, theoretical interpretation of
DEX’s neuroprotective efficacy in situations conceivable for real brain trauma and
cerebral ischaemia becomes difficult or impossible. Not surprisingly, DEX—when
administered after the onset of cerebral ischaemia in a rat study—was not found
to ameliorate brain damage [36].

Effects on cerebral haemodynamics

Although DEX is clinically used in the neurosurgical setting [1, 2], there is a paucity
of information on its effects on intracranial haemodynamics and the cerebral
vasculature. There is also a lack of investigation of the drug’s interaction with brain
metabolism. The net balance of a variety of brain and systemic effects will finally
determine DEX’s global action on cerebral haemodynamic and metabolic variables.
These are influenced by the preexisting vessel tone and the effects of other anaesthe-
tics and analgesics. In a dog model, systemic DEX caused arteriolar constriction
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[37] and inhibited volatile anaesthetic-related cerebral vasodilatation [38]. In nor-
mothermic rabbits, topical DEX produced vasoconstriction, which was altered by
hypothermia in a concentration-dependent manner [39]. In human volunteers,
DEX infusion, at doses used for sedation, decreased cerebral blood flow (CBF) [40,
41]. Although this reduction in CBF may readily be explained by the cerebral
vasoconstricting properties of a2AR agonists [3], its clinical relevance for neuro-
surgical patients is complex and requires more detailed evaluation. Because DEX
may be used in brain-injured patients, it has also to be noted that in the same study
the drug decreased cardiac output and heart rate during its infusion and for a
period of 30 min after drug discontinuation [41]. This observation extends our
understanding of the time frames underlying a2AR-agonist-induced molecular
changes, and adds value to the therapeutic principles that preservation of hae-
modynamic stability and sufficient cerebral perfusion pressures must have priority
in the treatment of brain-injured patients. Future studies of DEX’s cerebral hae-
modynamic effects are urgently warranted.

The clinical reality

Deliberate and cautious dexmedetomidine use

In recent years, clinical experience with DEX has especially been gained during its
intraoperative use in major vascular procedures [42], during sedation and analge-
sia in the intensive care unit [43], and in special neurosurgical settings, such as
awake craniotomy [1–3, 44, 45]. The list of benefits of a2AR agonists observed in
this scenario includes anxiolysis, blood pressure stabilisation, analgesia, anaesthe-
tic sparing effects, reduction of shivering, and sedation without significant respi-
ratory depression or major cognitive impairment. However, fear of inadvertent
hypotension, bradycardia, cardiac arrest, and postoperative sedation, as well as the
variability of patient haemodynamic response to DEX, have so far prevented its
universal acceptance. Since DEX induces an exceptional state of sedation with clear
sensorium upon stimulation, analgesia, minimal respiratory depression, and the
possibility for a quick return to a sleep-like state, most clinical experience with the
drug has been gathered in the ICU [1, 43]. Here, very cautious administration
schedules that avoid quick or high bolus loading doses are applied to prevent
deleterious haemodynamic effects. In hypovolaemia, hypotension, severe pre-exi-
stent bradycardia, cardiac conduction problems, or severely reduced ventricular
function, the use of DEX is therefore considered very critically [1]. This practice
has also been applied in patients with (suspected) raised intracranial pressure,
especially because it is not yet clear whether DEX uncouples CBF and cerebral
metabolic oxygen requirements. However, when the principles of haemodynamic
stability by blood pressure maintenance and volume replacement were adhered to,
experienced clinicians reported unrecognised advantages from the use of DEX in
neurosurgical patients [1, 2]. DEX is thus currently breaking ground in awake
craniotomy procedures [44, 45].
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Concluding remarks

Dexmedetomidine—Ready for a clinical trial on neuroprotection?

Taken together, from the standpoint of a clinical-trial designer, major limitations
have been revealed by assessment of the information available on DEX [4, 5]: (1)
DEX obviously exerts neuroprotective effects, but the underlying mechanisms
remain elusive; (2) DEX must be applied within a time frame that would only allow
for a study in the perioperative setting; and (3) DEX has unclear cerebral hae-
modynamic effects with harmful potential in humans. As additional caveats, it
must be enumerated that all studies on DEX were carried out in small animal
models, but there have been a series of failures in clinical trials of drugs that were
highly effective in those small animals. Furthermore, there are no long-term
outcome data demonstrating the persistent neuroprotective efficacy of DEX. This
is very important, since it has recently been reported that neuroprotection provi-
ded by isoflurane in a rat ischaemia model dissipated 3 months after injury [46].
Does further laboratory study appear to be justified? If one throws the scales
towards the knowledge gained in experiments with DEX, only, supportive argu-
ments for future experiments may easily be found. But, what if such a decision
would be forced to incorporate the fact that we are still waiting for prospective
outcome data from studies on head-injured patients applying the ‘Lund Principle’
of normovolaemic vasoconstriction, in which the a2AR agonist clonidine is used
to reduce intracerebral blood volume [47]?
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Choice of anaesthetics for neurosurgical anaesthesia

P.M. PATEL

The anaesthetic management of neurosurgical patients is, by necessity, based upon
our understanding of the physiology and pathophysiology of the central nervous
system (CNS) and the effect of anaesthetic agents on the CNS. Consequently, a great
deal of investigative effort has been expended to elucidate the influence of anaesthe-
tics on CNS physiology and pathophysiology. The current practice of neuro-
anaesthesia is based upon findings of these investigations. However, it should be
noted that most studies in this field have been conducted in laboratory animals and
the applicability of the findings to the human patient is debatable at best. A great
deal of emphasis has been placed on the minor differences in anaesthetic-induced
changes in cerebral blood flow (CBF), cerebral metabolic rate (CMR) and intracra-
nial pressure (ICP) that have been consistently demonstrated in a variety of studies.
Is this emphasis justified? It is not surprising that, in the absence of controlled
studies demonstrating the superiority of one technique over another, interpreta-
tions of the available data differ and that opinions on the optimal approach to the
neurosurgical patient also differ. A more important question to the practising
anaesthesiologist is not whether the minor differences in CNS physiology induced
by anaesthetics are relevant to all neurosurgical patients, but the identification of
clinical situations in which anaesthetic effects might be significant.

In the present discussion, a brief review of the cerebrovascular effects of
anaesthetic agents will be presented. Thereafter, situations in which the anaesthetic
selection has been suggested to be relevant will be addressed:
1. Moderate to severe intracranial hypertension
2. Inadequate brain relaxation during surgery
3. Evoked potential (EP) monitoring
4. Intraoperative electrocorticography
5. Cerebral protection.

CNS effects of anaesthetic agents

It is now generally accepted that N2O is a cerebral vasodilator and can increase CBF
when administered alone. This vasodilation can result in an increase in ICP. In
addition, N2O can also increase CMR to a small extent. The simultaneous administra-
tion of intravenous anaesthetics (barbiturates, propofol, benzodiazepines, narcotics)
can substantially reduce this increase in CBF and CMR. The behaviour of a combina-
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tion of volatile agents and N2O is quite different. When administered in low doses,
volatile agents can reduce CBF and CMR. The addition of N2O to low-dose volatile
agent anaesthesia increases both CBF and CMR. This N2O-mediated vasodilation
can be greater when higher doses of volatile agents are administered.

Volatile agents uniformly suppress CMR. At doses of 1.5–2.0 minimal alveolar
concentration (MAC), the commonly used agents isoflurane, desflurane and sevo-
flurane all produce burst suppression of the electroencephalograph (EEG). At burst
suppression, CMR is reduced by 50–60%. Volatile agents are also vasodilators.
Their effect on CBF is biphasic. At doses of about 0.5 MAC, the suppression in CMR
balances the vasodilatory effects and CBF does not change significantly. In doses
greater than 1.0 MAC, the vasodilatory effect predominates and CBF increases. The
addition of N2O to volatile anaesthetic agents will increase CBF and CMR. This
increase in CBF may not necessarily result in an increase in ICP. The effect of
volatile agents on cerebral blood volume (CBV) parallel the CBF changes but are
of a significantly lesser magnitude.

Intravenous hypnotic agents, with the exception of ketamine, all decrease CMR
and CBF substantially. In appropriate doses, barbiturates, propofol and etomidate
produce burst suppression of the EEG. Ketamine’s effect on CBF and CMR are
regionally specific; in the limbic structures, CBF and CMR increase whereas within
the cortex, reductions in CBF and CMR occur.

Moderate to severe intracranial hypertension

Patients with intracranial hypertension (ICH) have symptoms of headache, nausea,
vomiting and visual disturbance. Patients with severe ICH also have a reduced level
of consciousness. Computed tomography scans demonstrate mass lesions, ventri-
cular effacement, midline shifts of the brain and full basal cisterns. The brain’s
capacity to accommodate increases in CBV is exhausted and even slight increases
in intracranial volume can result in dramatic increases in ICP. In patients with acute
increases in ICP (for example, with traumatic brain injury, epidural and subdural
haematomas), the effect of an increase in CBV on ICP is even greater. It is in these
patients that the choice of anaesthetic agents must be considered carefully.

Agents that produce vasodilation can increase CBF and more importantly, CBV.
The potential for a further increase in ICP is therefore apparent. Minor increases
in ICP can be readily treated by modest hyperventilation and the use of diuretics.
Consequently, for the majority of patients, it is unlikely that anaesthetic-induced
increases in ICP will be substantial enough to compromise the brain. For example,
in patients with intracranial tumours, there were no differences in outcome in patients
anaesthetised with propofol–fentanyl, isoflurane–nitrous oxide or fentanyl–nitrous
oxide [1]. Nonetheless, other studies have shown that dural tension is higher
with isoflurane–fentanyl and sevoflurane–fentanyl anaesthesia in comparison
to propofol–fentanyl anaesthesia [2]. In patients in whom the ability of the brain
to compensate for further increases in CBV is exhausted, a technique that reduces
CMR, CBV and ICP may be preferable. In such patients, it is the author’s practice
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to avoid nitrous oxide and volatile agents until such time as the dura is opened. An
anaesthetic technique based on the infusion of propofol and narcotics may be a
more prudent approach in so far as the reserve of the brain to compensate for
increases in CBV is not encroached upon and may in fact be increased (reduction
in CBV). Volatile agents may be introduced once the cranium has been opened and
the dura has been reflected; observation of the brain and the surgical conditions
can then dictate the anaesthetic regimen.

A similar logic may apply to the management of the patient with an acute head
injury. Compensatory mechanisms are inadequate to offset the rapid increase in
intracranial volume and ICP. In such patients, brain distortion and herniation can
compromise regional brain perfusion, rendering the brain ischaemic. Moreover,
experimental data have shown that hyperventilation, which is often employed to
minimise or counteract volatile agent-induced vasodilation, can be ineffective in
doing so with acute head injury [3]. A cogent argument can therefore be made that
one should avoid nitrous oxide and volatile agents in the anaesthetic management.

‘Tight brain’ during surgery

Adequate brain relaxation facilitates neurosurgery and reduces the need for exces-
sive brain retraction. Although uncommon, brain swelling can occur intraoperati-
vely during surgery. This is most commonly seen during surgery for arterio-venous
malformations, but it can occur during tumour surgery as well. The aetiology of
brain swelling is not clear. Clearly, engorgement of the brain with blood plays a
significant role. When brain swelling does occur, the brain is placed at risk for
ischaemic injury. In addition, brain swelling interferes with surgery and on occa-
sion, can prevent closure of the dura. This represents an urgent problem that
demands the attention of the anaesthesiologist and the neurosurgeon. The ap-
proach to this difficult problem is reasonably well established and the following
manoeuvres may be instituted:
· Check ventilation. Moderate hypocapnia (target PaCO2 25–30 mmHg) will

produce cerebral vasoconstriction and the consequent reduction in brain bulk.
Measurement of end-tidal CO2 tension is occasionally misleading. Arterial
blood gas analysis should be utilised judiciously to confirm hypocarbia

· Ensure normal oxygenation
· Control blood pressure. Target is normotension (within 10% of baseline blood

pressure)
· Ensure adequate venous drainage from the brain. Neck torsion or the placement

of endotracheal tube ties around the neck can impede venous drainage from
the brain

· Head elevation (30° optimum)
· Check intrathoracic pressure. Rule out pneumothorax (especially if central line

has been placed)
· Maintain adequate neuromuscular relaxation
· Administer mannitol.
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If these measures are not adequate, consideration should be given to the
potential deleterious effect of anaesthetic agents. In particular, attention should be
focused on those agents that can increase brain bulk by producing cerebral vaso-
dilation. The manipulation of anaesthetic administration can effect dramatic re-
ductions in brain bulk:
• Make sure that the concentration of volatile agent is less than 0.5 MAC
• Discontinue the administration of N2O
• Discontinue the administration of volatile anaesthetics
• Switch to an intravenous anaesthetic technique. A combination of propofol and

narcotic infusion is ideal
• If the brain swelling does not abate, there is a high probability that the patient

will have protracted ICH in the postoperative period. In that event, barbiturates
(pentobarbital) may be administered until either the swelling is reduced or
burst suppression of the EEG is attained. On rare occasions, the surgeons may
elect to amputate brain or to close the scalp without replacing the bone flap.

Inadequate signal quality during evoked potential monitoring

Somatosensory evoked potentials

All volatile agents attenuate EPs in a dose-related manner (see an excellent review
by Banoub et al. [4]). Somatosensory evoked potential (SSEP) amplitude can be
attenuated at 1.0 MAC concentrations and can be abolished with higher concentra-
tions. Simultaneously, a dose-dependent increase in latency is also observed. The
newer volatile agents sevoflurane and desflurane appear to depress the amplitude
of the SSEP to a lesser extent and their use may permit the delivery of a higher
concentration (~1–1.5 MAC) [5]. Auditory EPs are relatively robust but even their
waveforms will be affected at volatile anaesthetic concentrations that exceed 1.5
MAC. N2O can also reduce the amplitude of the SSEP [6]. Intravenous agents, on
the other hand, have a modest impact on EPs; in fact, EPs can be detected even with
doses of barbiturates that produce burst suppression of the EEG.

Given that anaesthetic agents suppress EPs, the choice of anaesthetic agents for
the maintenance of anaesthesia becomes an important consideration. Although
volatile agents and N2O suppress EPs, stable and robust recording of EPs can be
obtained provided the concentration of the volatile agent is kept to 0.5 MAC or less
and the nitrous oxide concentration is maintained in the 50–60% range. Without
N2O, the volatile anaesthetic concentration can be increased to about 1 MAC. Opiate
infusion in addition will provide, in most circumstances, stable anaesthetic condi-
tions that permit EP monitoring. If the quality of the signals is not adequate, the
anaesthetic technique has to be modified. The technique that results in a very good
signal is a total intravenous anaesthetic technique. The combination of propofol
and a narcotic infusion results in excellent signals in most patients [7]. In addition,
the variability in the amplitude of the EP is reduced by this technique in comparison
to a N2O-volatile agent–narcotic technique. This is an important consideration in
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those patients with CNS abnormalities in whom the EP is already compromised by
the primary disease. If the signal does not improve, it is highly unlikely that the
cause of the problem is the anaesthetic.

Etomidate is unique among anaesthetic agents in that it actually increases the
amplitude of SSEPs. Clinicians often administer etomidate by infusion to improve
the quality of the recording. However, it is difficult to determine what exactly an
improvement in the signal that is induced by etomidate means to the transmission
of the signal from the peripheral nerve to the brain. In addition, the usual criteria
for determining a change in the EP (amplitude reduction by 50% and latency delay
by 10%) may not apply when etomidate is administered. Nonetheless, in patients
with significant sensory abnormalities, an anaesthetic technique based on an
etomidate infusion may be considered. Such a technique may allow reasonable EP
recording, which otherwise may not be possible [8].

Motor evoked potentials

Motor evoked potential (MEP) monitoring is a relatively new technique that is
being increasingly employed during spine surgery that entails a significant risk of
injury to the motor tracts. In many instances, the ability to monitor reliably the
motor tracts has replaced the intraoperative wake-up test. In the operating room,
transcranial electrical rather than magnetic stimulation, applied to the scalp, is
used to depolarise cortical pyramidal tracts and to evoke a motor response in the
upper and lower extremities. MEPs are exquisitely sensitive to anaesthetic agents.
Volatile agents (in concentrations as low as 0.2–0.3 MAC), barbiturates, propofol
and midazolam all significantly suppress MEP [9, 10]. It is therefore apparent that
the anaesthetic technique for MEP monitoring has to be substantially modified. In
addition, the administration of muscle relaxants has to be strictly titrated to ensure
that muscle contraction in the monitored limb is possible [11]. Etomidate, nitrous
oxide, narcotics and ketamine are all reasonable agents to use. In the author’s
institution, the following technique has been successful:
· Premedication: Diazepam, 0.1 mg/kg 30–60 min prior to anaesthesia induction
· Induction: Sufentanil 1 mg/kg, etomidate 0.3 mg/kg
· Muscle relaxation: Vecuronium or rocuronium, administered by a servo-

controlled loop mechanism that maintains the T1 twitch height at 35% of
baseline twitch height

· Maintenance: 65% N2O in oxygen, sufentanil infusion at 0.4–0.5 µg/kg/h
· Maintenance: Etomidate infusion 5–10 mg/kg/min after load of 0.1 mg/kg.

Consider if additional anaesthetic is deemed necessary or if use of N2O is not
feasible (i.e. one-lung ventilation).
The recent introduction of a multiple stimulation device has simplified to some

extent the anaesthetic management. Multiple stimuli, from two to five, with about
a 75-ms interval between the stimuli, significantly improves the amplitude of the
MEP. Moreover, this MEP is less susceptible to anaesthetic-induced suppression [12].
Accordingly, low doses of volatile agent (~0.3 MAC), propofol–N2O, propofol–
remifentanil [13] and isoflurane–N2O–opioid [14] techniques may be compatible
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with adequate MEP monitoring. However, it should be noted that the administration
of isoflurane reduces the percentage of patients in whom reliable MEP recording is
possible and it increases the variability in the amplitude of the MEP. Accordingly, it
may be prudent to establish robust MEP monitoring before volatile agents are added
to the anaesthetic regimen.

Intraoperative electrocorticography

In patients undergoing craniotomy for resection of seizure-producing foci, intra-
operative electrocorticography (ECoG) is often employed. ECoG is used to identify
precisely the location of the lesion and the margins of safe brain resection. Seizure
foci are identified by characteristic spike waves that are elicited by electrical
stimulation of the surrounding brain region. Once the foci are identified, they are
removed. ECoG is then used to confirm the removal of the relevant focus – a lack
of spike waves will confirm this.

Epilepsy surgery can be performed in an awake or anaesthetised patient. Awake
craniotomy is usually reserved for cooperative adult patients. Uncooperative pa-
tients or paediatric patients are generally anaesthetised for the procedure.

During awake craniotomy, patients are usually sedated with an infusion of
propofol during the craniotomy. Thereafter, the propofol infusion is discontinued
and the patient is allowed to awaken. Upon resumption of consciousness, ECoG
mapping is started. Propofol is an ideal agent to use because its pharmacokinetic
properties permit rapid emergence from a state of anaesthesia. However, it should
be remembered that propofol can have a profound effect on the ECoG. Residual
propofol in the brain can result in EEG activation in the 18-Hz range [15]. This
activation can obscure spike waves from the seizure foci, thereby making precise
localisation of the foci difficult. The EEG activation can occur even when the patient
appears to be fully awake! EEG activation is generally short lived and lasts about
20 min. It is therefore important to discontinue the administration of propofol at
least 30 min before the start of ECoG. More recently, the addition of remifentanil
to a propofol infusion has permitted a reduction in the dose of propofol; a more
rapid emergence (within 10 min) is therefore possible. Anaesthetics that suppress
seizure foci (benzodiazepine, volatile agents) should, in general, be avoided.

Electrocorticography during general anaesthesia is more challenging. Volatile
anaesthetics, intravenous hypnotics and benzodiazepines can suppress spike waves.
Therefore, during ECoG, the use of these agents must be minimised or avoided
altogether. An anaesthetic technique that is commonly used for this procedure is
a combination of N2O, low-dose volatile agent and a narcotic infusion. Shortly
before ECoG, the volatile agent is discontinued and the concentration of N2O is
increased to at least 65%. Once the volatile agent is eliminated, ECoG can be
performed. During this time, the patient will be lightly anaesthetised and there is
a significant risk of movement or coughing. It is therefore very important to ensure
that the patient is paralysed. If the spike waves are not detectable, spike activity can
be induced by the administration of one of the following:
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· Methohexital, 0.3–0.5 mg/kg [16]. Methohexital results in spike-wave activity
that emanates primarily from the seizure focus

· Etomidate, 0.1–0.2 mg/kg [17]. The resulting spike wave activity is more gene-
ralised than with methohexital

· Alfentanil, 50 mg/kg [18].

Brain protection

There is a considerable risk of cerebral ischaemia during neurosurgical procedures
and a substantial investigative effort has focused upon the identification of agents
that might reduce ischaemic brain injury. Given their propensity to reduce CMR,
anaesthetics appear to be logical candidates. Volatile agents, barbiturates, propofol
and ketamine have all shown neuroprotective efficacy in the laboratory. Unfortu-
nately, this neuroprotection is short lived and is not sustained beyond a period of
2 weeks [19]. Neurons continue to die for a long time after the initial ischaemic
insult and anaesthetics mitigate ongoing neuronal loss. In the circumstance of
extremely mild ischaemic insults, such as those that are likely to occur with brain
retraction, anaesthetics might produce sustained neuroprotection. However, with
such mild insults, it is highly unlikely that differences in the neuroprotective
efficacy for individual anaesthetics will be manifest. Accordingly, the available data
do not support the selection of any given agent for purposes of neuroprotection.
Adequate anaesthesia, regardless of how it is produced, will increase the tolerance
of the brain to ischaemia in comparison to the awake state. Barbiturates may be
used for purposes of neuroprotection in rare situations (such as prolonged tempo-
rary clipping during aneurysm surgery).

Among intravenous hypnotics, the only agent whose use might be considered
controversial is etomidate. Etomidate can reduce CMR, CBF and ICP. These effects
are similar to those produced by barbiturates and propofol. Unlike the latter agents,
etomidate does not produce hypotension. Given this favourable pharmacological
profile, the use of etomidate during neurosurgical procedures that entail a risk of
cerebral ischaemia has been advocated. Unfortunately, it is quite clear from labo-
ratory studies and studies in patients [20] that etomidate does not possess neuro-
protective efficacy. In fact, it can increase ischaemic neuronal injury. The admin-
istration of etomidate for the purposes of neuroprotection therefore cannot be
advocated. Single doses of etomidate for purposes of anaesthetic induction are
unlikely to adversely affect neurons and its use in this manner is entirely appro-
priate.

Conclusions

In the vast majority of neurosurgical patients, the choice of anaesthetic agent is not
relevant; it is unlikely to affect either the surgical field or the patient outcome. The
best results are often obtained by the use of a technique with which the anaesthesia
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care provider is familiar. In certain situations, however, the choice of the anaesthet-
ic agent can directly impact the surgical field and may have an impact on patient
outcome. It is during these situations that a solid command of physiology and the
pathophysiology of the CNS and the impact that anaesthetic agents have on the
brain is essential.
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Brain protection – the clinical reality

P.M. PATEL

One of the most feared complications of anaesthesia and surgery is the occurrence
of cerebral ischaemia and neuronal injury. Although the incidence of stroke during
surgery is quite low, during certain procedures the risk of stroke can be high. For
example, the incidence of neurological complications during cardiac surgery has
been reported to be approximately 2–6% [1]. The majority of these complications
occur during the intraoperative period [2]. The risk of perioperative stroke in
patients undergoing carotid endarterectomy (CEA) ranges from a high of about
15% to the more recently reported risk of 2.1% [3]. Neurosurgical procedures,
particularly aneurysm and arterio-venous malformation (AVM) surgery, entail a
significant risk of ischaemia. Given the large number of patients who undergo these
procedures, the ‘at-risk’ population is substantial. This has fostered a considerable
amount of interest in not only evaluating measures designed to prevent cerebral
ischaemia but also in identifying anaesthetic agents that might decrease the brain’s
vulnerability to ischaemia.

In the present discussion, the pathophysiology of cerebral ischaemia is presen-
ted briefly. This is then followed by a summary of the available information
regarding the cerebral protective efficacy of anaesthetic agents. Finally, the influ-
ence of physiological parameters on ischaemic brain injury and the management
of the injured brain are discussed.

Pathophysiology

The brain is metabolically very active and its oxygen consumption is about 3.5–4.0
ml/100 g/min. Electrical activity of neurons (transient depolarisation and repola-
risation with their attendant ionic shifts) consumes about 50% of the total energy
production of neurons. Thus, energy consumption can be reduced significantly by
agents that can render the electroencephalogram (EEG) isoelectric (e.g. barbitura-
tes). The remaining 50% is used to maintain basal cellular homeostasis. Although
this portion of the total energy consumption is not amenable to reduction by
anaesthetic agents, hypothermia can reduce it substantially.

The normal cerebral blood flow (CBF) in humans is about 50 ml/100 g/min. The
response of the brain to ischaemia has been well characterised [4]. With a moderate
reduction of CBF, slowing of the EEG is observed. When CBF reaches about 20
ml/100 g/min, EEG isoelectricity occurs. At a flow of about 15 ml/100 g/min, evoked
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responses can no longer be obtained. Although neurons do not immediately die at
this flow rate, death will eventually occur if flow is not restored. Below a flow of 10
ml/100 g/min, ATP levels decline rapidly (within 5 min) and the neuron is unable
to maintain ionic homeostasis. At this point, the neuron undergoes depolarisation
(anoxic depolarisation) and neuronal terminals release massive quantities of neu-
rotransmitters [5]. These neurotransmitters (such as glutamate) activate post-
synaptic receptors, which results in the neuron being flooded with calcium [6]. By
activating several biochemical cascades in a haphazard manner, calcium ultimately
leads to neuronal death.

Cerebral ischaemia is broadly classified into two categories: global ischaemia
and focal ischaemia. Global ischaemia is characterised by a complete cessation of
CBF (e.g. cardiac arrest). In this situation, neuronal depolarisation occurs within 5
minutes. Selectively vulnerable neurons within the hippocampus and cerebral
cortex are the first to die. The window of opportunity for the restoration of flow is
very small because death of neurons is rapid. Focal ischaemia is characterised by a
region of dense ischaemia (the so-called ‘core’) that is surrounded by a larger
variable zone that is less ischaemic (the penumbra). Within the core, flow reduction
is severe enough to result in relatively rapid neuronal death. Flow reduction in the
penumbra is sufficient to render the EEG isoelectric but not severe enough to kill
neurons rapidly. If, however, the flow is not restored, death and infarction will also
occur in the penumbra, albeit at a much slower rate. Because of this slow rate of
neuronal death, the window of opportunity for therapeutic intervention that is
designed to salvage neurons is considerably longer in the setting of focal ischaemia.
Most episodes of ischaemia in the operating room are focal in nature.

Influence of anaesthetics on the ischaemic brain

Barbiturates

The approach to the problem of cerebral ischaemia was initially focused on reduc-
ing the brain’s requirement for energy. The rationale was that by reducing ATP
requirements, the brain would be able to tolerate ischaemia for a longer time. Such
a supply–demand concept had already been proven to be relevant in the case of
cardiac ischaemia. Therefore, the agents investigated first were those that could
render the EEG isoelectric (such agents would be capable of reducing ATP requi-
rements by 50%).

Barbiturates can produce isoelectricity of the EEG and they have been studied
extensively. In the setting of global ischaemia, barbiturates in EEG burst-suppres-
sion doses do not reduce ischaemia injury [7]. This is not particularly surprising
because the EEG is rendered isoelectric rapidly after the occurrence of global
ischaemia. In this situation, barbiturates would not be expected to provide much
benefit. Barbiturates have been found to be efficacious in the treatment of focal
ischaemia. A number of investigators have shown that barbiturates can reduce the
extent of cerebral injury produced by occlusion of the middle cerebral artery [8].
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In humans, thiopental loading has been demonstrated to reduce post-cardiopul-
monary bypass neurological deficits. As a result, barbiturates have been considered
to be the ‘gold standard’ cerebral protectants among anaesthetics. The protective
efficacy ascribed to the barbiturates has recently been questioned on the basis that
reduction in injury produced by barbiturate anaesthesia might have been a func-
tion of anaesthesia-induced hypothermia rather than barbiturates per se [9].
Although more recent studies, in which brain temperature was rigidly controlled,
have confirmed the protective efficacy of barbiturates [8], it should be noted that
the magnitude of the protective efficacy is modest. In addition, doses that produce
burst suppression of the EEG may not be necessary to achieve protection; Warner
and colleagues have shown that a dose of barbiturate that is approximately a third
of the dose required to achieve EEG suppression can yield a reduction in injury that
is of similar magnitude to that achieved with much larger doses [10].

The decision to administer barbiturates for the purposes of cerebral protection
should be made after due consideration of the haemodynamic effects of barbitura-
tes, the potential need for prolonged postoperative mechanical ventilation of a
patient in whom emergence from anaesthesia is significantly delayed, and the
relatively modest degree of protection that will be achieved.

Volatile anaesthetics

Like barbiturates, the volatile agents isoflurane, sevoflurane and desflurane can
produce EEG burst suppression in high doses (� 2 minimal alveolar concentration,
MAC). Their effects on ischaemic neuronal injury have therefore received consid-
erable attention. Isoflurane has been shown to be neuroprotective in models of
hemispheric [11], focal [12] and near complete ischaemia [13]. Similarly, the avai-
lable data suggest that both sevoflurane [14, 15] and desflurane [16] can reduce
ischaemic cerebral injury. There does not appear to be a substantial difference
among the volatile agents with regard to neuroprotective efficacy.

In most of the studies cited above, injury was evaluated a few days after the
ischaemic insult. Data from Du and colleagues indicate that post-ischaemic neu-
ronal injury is a dynamic process in which neurons continue to die for a long time
after the initial ischaemic insult [17]. These investigators suggested that therapeutic
strategies that are neuroprotective after short recovery periods may not produce
long-lasting neuroprotection because of the continual loss of neurons in the post-
ischaemic period. Volatile anaesthetics do produce neuroprotection after short
recovery periods. However, Kawaguchi et al. recently demonstrated that isoflu-
rane’s neuroprotective efficacy was not sustained when the recovery period was
extended to 2 weeks [18]. This suggests that volatile anaesthetics delay but do not
prevent neuronal death. It should be noted that, by delaying neuronal death,
volatile agents might increase the duration of the therapeutic window for the
administration of other agents that have neuroprotective efficacy.

More recent work by Werner et al. has shown that, under some circumstances,
sustained neuroprotection with volatile agents can be achieved. In a model of
hemispheric ischaemia combined with hypotension, sevoflurane [19] produced
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neuroprotection that was apparent even 4 weeks after ischaemia. In this study, it
should be emphasised that the anaesthetised animals did not manifest any injury
at all; in fact, not a single neuron was found to be injured. By contrast, a modest
amount of injury was observed in the control animals. These data suggest that
volatile agents can produce long-term neuroprotection provided that the severity
of injury is very mild. Once even a small amount of neuronal injury does occur,
infarct expansion will preclude long-term neuroprotection.

Propofol

Propofol shares a number of properties with barbiturates. In particular, propofol
can also produce burst suppression of the EEG, thereby reducing the cerebral
metabolic rate of oxygen (CMRO2) by 50%. In a model of focal ischaemia, propofol
significantly reduced the extent of cerebral infarction [20]. In fact, the ability of
propofol to reduce injury is similar to that achieved with pentobarbital [21]. In a
follow-up study, these investigators demonstrated that propofol protection was not
sustained when injury was evaluated 3 weeks after ischaemia [22]. On the other
hand, Engelhard et al. have shown that propofol neuroprotection is sustained 4
weeks post-ischaemia [23]. Note that in the study of Engelhard, the severity of
ischaemic injury was relatively mild. Therefore, like the case with volatile agents,
it appears that propofol does reduce injury provided the severity of the ischaemic
insult is mild.

Etomidate

On paper, etomidate appears to be the ideal neuroprotective agent. It can reduce
CMRO2 by up to 50% by producing EEG burst suppression. Furthermore, unlike
the barbiturates, etomidate is cleared rapidly and it does not cause myocardial
depression or hypotension. Initial studies in the setting of global ischaemia demon-
strated that etomidate can reduce ischaemic injury [24]. However, this reduction
in injury was relatively small and it was confined to a single structure (the hippo-
campus). Subsequent studies in models of focal ischaemia revealed, surprisingly,
that etomidate actually increased the volume of brain infarction (Drummond, in
press). This injury-enhancing effect of etomidate has been attributed to its ability
to reduce nitric oxide levels in ischaemic brain tissue (either by inhibiting nitric
oxide synthase or by directly scavenging nitric oxide). Since nitric oxide is thought
to be important in the maintenance of blood flow during ischaemia, it is conceivable
that etomidate might increase the severity of ischaemia. The available data there-
fore do not support the use of etomidate as a neuroprotective agent.

Summary

Collectively, the available data indicate that barbiturates can protect the brain and
that doses required to achieve this protection may well be less than those that
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produce EEG burst suppression. This has considerable clinical relevance because
neuroprotection might be achieved with doses that do not render the patient
unconscious for a prolonged period of time. Similarly, protection may also be
achieved with clinically relevant concentrations of volatile anaesthetics (� 1 MAC)
and with propofol. The relative equivalence of protection that might be achieved
with agents that have a different effect on CMRO2 suggests that the ability of
anaesthetic agents to reduce ischaemic neuronal injury may have less to do with
CMRO2 reduction per se but with modulation of pathophysiological cascades that
are initiated by ischaemia.

Cerebral ischaemia – influence of physiological parameters

Physiological parameters, such as MAP, PaCO2, blood glucose and body tempera-
ture, have a significant influence on the outcome after cerebral ischaemia. In this
section, information regarding the effect of these parameters on the ischaemic
brain is summarised. Where possible, specific management recommendations
have been suggested.

Body temperature

The effect of deep and moderate hypothermia on the brain’s tolerance is well
known. For example, while the normothermic brain undergoes injury after 5 min
of ischaemia, the brain made hypothermic to a temperature of 16°C can tolerate
ischaemia for up to 30 min (and longer in certain situations). Similarly, cardiopul-
monary bypass (CPB) is usually conducted at a temperature of 28°C in part to
reduce the potential of ischaemic brain injury. Therefore, induction of deep and
moderate hypothermia for cardiac surgery has been well established.

What has only recently been appreciated is that temperature reduction of only
a few degrees (� 33–34°C) can also reduce the brain’s vulnerability to ischaemic
injury. In animal models of global cerebral ischaemia, intra-ischaemic mild hypo-
thermia (temperature of 33°C) has been shown to reduce dramatically neuronal
injury [25, 26]. In addition, the application of mild hypothermia after the ischaemic
insult has also been shown to reduce injury provided the temperature is reduced
within 30 min of the insult and duration of the hypothermia is extended to several
hours. Similarly, intra- and post-ischaemic mild hypothermia can reduce cerebral
injury after focal ischaemia [27]. This protective effect of hypothermia is greater in
situations in which flow is restored after ischaemia and is less evident in situations
where ischaemia is permanent (e.g. permanent occlusion of a cerebral vessel that
is not recanalised) [28, 29].

In light of this dramatic protective effect of mild hypothermia, its use in the
operating room setting has been advocated. Proponents of its use argue that
hypothermia is readily achieved and it is not accompanied by significant myocar-
dial depression or arrhythmias. In addition, the patient can be readily rewarmed
in the operating room after the risk of ischaemia has subsided. The efficacy of mild
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hypothermia in reducing cerebral injury in humans who have sustained subara-
chnoid haemorrhage and who present in the operating room for aneurysm clipping
has been evaluated in a randomised clinical trial [30]. Induction of mild hypother-
mia did not reduce the incidence of new neurological abnormalities in the post-
operative period. These data, which have yet to be published, do not support the
use of routine intraoperative hypothermia for aneurysm clipping.

By contrast, increases in brain temperature during and after ischaemia aggra-
vate injury [31]. An increase of as little as 1°C can dramatically increase injury.
Ischaemia that normally results in scattered neuronal necrosis produces cerebral
infarction when body temperature is elevated. It therefore seems prudent to avoid
hyperthermia in patients who have suffered an ischaemic insult or those who are
at risk of cerebral ischaemia. In the operating room, hyperthermia is seldom a
problem (witness our efforts to prevent hypothermia). One situation in which body
temperature is often allowed to increase is during rewarming after hypothermic
CPB. In that situation, hyperthermia (core body temperature in excess of 38°C) is
not uncommon. The suggestion that increases in temperature in excess of 37–38°C
should be avoided has some merit given the recent information regarding the
deleterious effect of hyperthermia.

Cerebral perfusion pressure

Cerebral blood flow is normally autoregulated over a cerebral perfusion pressure
(CPP) range of 50–150 mmHg. In hypertensive patients, the lower limit of autore-
gulation is shifted to the right. In most patients, maintenance of CBF can be assured
with a CPP in excess of 50 mmHg. The question is whether this CPP is adequate to
maintain perfusion in a brain that has undergone ischaemic injury. The ideal CPP
in such patients has not been adequately studied. In head-injured patients, how-
ever, a higher than normal CPP is required to maintain normal CBF. Chan and
colleagues have shown that a CPP of about 70 mmHg is adequate in head-injured
patients [32]. A CPP of 70 mmHg is therefore a reasonable goal in patients who have
undergone an ischaemic insult, provided the results of Chan et al. can be applied
to such patients. In animal models of cerebral ischaemia, an increase in MAP
produced by phenylephrine infusion is associated with a reduction in ischaemic
brain injury [33].

By contrast, hypotension has been shown to be quite deleterious to the injured
(ischaemic or traumatic) brain. Hypotension can increase cerebral infarct volumes
significantly and should be avoided in patients who have suffered a stroke. Simi-
larly, hypotension has been demonstrated to be one of the most important contri-
butors to a poor outcome in patients who have sustained head injury. Maintenance
of an adequate MAP and CPP is therefore critical. Elevation of MAP by alpha
agonists such as phenylephrine is appropriate (with the assumption that the
patient’s intravascular volume is normal). There is a concern that these vasocon-
strictors might produce cerebral vasoconstriction, thereby obviating the beneficial
effect of an increased MAP. However, cerebral vessels do not have a high concen-
tration of alpha receptors and therefore alpha agonists do not reduce CBF [34].
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Blood glucose

In the normal brain that is adequately perfused, glucose is metabolised aerobically.
The end products of aerobic glucose metabolism are water, CO2 and ATP. When
the brain is rendered ischaemic, oxygen is no longer available and aerobic meta-
bolism of glucose is inhibited. Glucose is then metabolised anaerobically via the
glycolysis pathway. The end products of this pathway are lactic acid and ATP. The
lactic acid produced contributes to the acidosis that occurs in many ischaemic
tissues.

Because the brain does not have glucose stores, the extent of lactic acidosis is
limited. However, during hyperglycaemia, the supply of glucose to the brain is
increased. Indeed, with hyperglycaemia, neuronal stores of glucose may be in-
creased. In this situation, the amount of lactic acid produced is considerable and
the cerebral pH decreases. This acidosis contributes significantly to neuronal
necrosis [35]. In many laboratory and human studies, pre-existing hyperglycaemia
has been shown to be associated with increased neurological injury [36]. As a corollary,
treatmentofhyperglycaemiawithinsulinhasbeenshowntoreduceneurological injury
[37]. Consequently, it has been suggested that hyperglycaemia be treated in patients
at risk of cerebral ischaemia and in those who have suffered an ischaemic insult.
What is not certain is the threshold level of glucose beyond which treatment is
indicated. The author’s own treatment threshold is a blood glucose level that is
greater than 200 mg/dl. This threshold is, however, rather arbitrary.

Seizure prophylaxis

Seizures commonly occur in patients with intracranial pathology. Seizure activity
is associated with increased neuronal activity, increased CBF and cerebral blood
volumes (consequently increased intracranial pressure) and cerebral acidosis.
Untreated seizures can actually produce neuronal necrosis even with normal
cerebral perfusion. Prevention and rapid treatment of seizures is therefore an
important goal. Seizures can be rapidly treated with benzodiazepines, barbiturates,
etomidate and propofol. For more long-lasting anti-epileptic activity, phenytoin
and pentobarbital are often used.

Conclusions

Based on the above discussion, our approach to ‘brain protection’ is outlined below:
• The anaesthetised brain is less vulnerable to ischaemic injury than the awake

brain. Although data regarding the relative merits of individual anaesthetics in
humans are lacking, the available information is consistent with the premise
that volatile anaesthetics do provide some, albeit transient, protection.

• Barbiturates, although long considered to be the gold standard, are not used
routinely. In situations in which the risk of ischaemic injury is high (i.e.
aneurysm and AVM surgery), barbiturates are administered. This practice is
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largely empirical. Barbiturates are not administered during CEA. If, upon
carotid cross-clamping, EEG changes suggestive of severe ischaemia are pre-
sent, a shunt is inserted.

• Patients undergoing aneurysm and AVM surgery are routinely made hypother-
mic to a core body temperature of 33–34°C. This practice will be re-evaluated
given the negative results of the recently completed IHAST trial. CEA patients
are not made hypothermic because the risk of myocardial ischaemia in these
patients upon rewarming is significant. Hyperthermia should be avoided.

• Cerebral perfusion pressure is maintained in the ‘normal range’ for the indivi-
dual patient. In CEA patients, the MAP (in the absence of a shunt) may be
increased by up to 10%.

• In diabetic patients, insulin is administered if glucose values exceed 250 mg/dl.
Close monitoring of blood glucose is strongly advised to ensure that hypogly-
caemia does not develop.
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Challenges in perioperative medicine: neuroanaesthesia

K.J. RUSKIN

Endoscopic third ventriculostomy (ETV) is a widely accepted minimally invasive
surgical technique. Lespinasse, who coined the term neuroendoscopy, first attemp-
ted the procedure in 1910, and Mixter [1] performed the first successful third
ventriculoscopy. ETV has become established as a therapeutic alternative in the
management of patients with hydrocephalus. The procedure is most commonly
used to create an alternative orifice for cerebrospinal fluid (CSF) to exit the ventricle
in patients with obstructive hydrocephalus. ETV is now being used in the manage-
ment of some forms of communicating hydrocephalus and is also being offered as
a treatment of shunt malfunction [2]. The advent of stereotactic neurosurgery,
combined with endoscopic techniques, has expanded the utility of this procedure,
and more complicated surgery, such as endoscopic biopsy of ventricular tumours
and drainage of ventricular haematomas, is now possible.

Although ETV is performed through a small burr hole and uses relatively simple
instruments, it can cause significant alterations in intracranial physiology. The
procedure involves penetration of brain parenchyma and instrumentation of the
third ventricle. As a result, significant changes in the composition of CSF, intracra-
nial pressure (ICP) and cerebral blood flow can occur during the procedure.
Management of the patient undergoing ETV therefore requires close cooperation
between the surgeon and anaesthesiologist. This chapter provides an overview of
ETV and explores its anaesthetic implications.

Surgical technique

Endoscopic third ventriculostomy is most commonly performed with the pa-
tient’s head in a rigid frame (i.e. a Mayfield head holder). Occasionally, however,
the patient’s head may be placed on a doughnut or other soft support [3]. After
the patient is positioned, a parasaggital skin incision is made. Access to the cranial
vault is through a small burr hole. After the skull has been entered, a small incision
is made in the dura mater. Either a rigid or flexible endoscope is then introduced,
providing access to the third ventricle (Figs. 1 and 2). If ETV is being performed
as a treatment for hydrocephalus or to drain a cyst, a small hole is then made with
a laser or with the tip of the endoscope. The hole may then be dilated using a
Fogarty balloon catheter. At the completion of the procedure, the endoscope is
withdrawn and the dura and scalp are closed.
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Fig. 2. Endoscope inserted into the skull

Fig. 1. An endoscope. Three spheres arranged in a triangle are used by the neuronavigator
to determine the position of the endoscope relative to the patient
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Stereotactic ETV uses computed tomography (CT) or magnetic resonance
imaging (MRI) data to facilitate accurate identification of the surgical location and
placement of the endoscope. Modern neuronavigation equipment uses optical
identification instead of mechanically connecting the surgical instruments to a
computer through an arm and series of transducers. Information from the CT or
MRI is uploaded into a computer prior to the surgical procedure, and is then
correlated with the location and orientation of the patient’s head during a process
called registration. After registration, the computer displays the location of the tip
of the endoscope within the brain. Neuronavigation allows highly accurate, real-
time orientation of the endoscope during the surgical procedure, and facilitates
removal of large intraventricular tumours (Fig. 3).

Fig. 3. Neuronavigation display. Note that each panel shows the endoscope in a different
plane. The endoscope is depicted as a solid line, while the calculated trajectory is a hashed
line. The two small windows in the upper left corner show the images generated by the two
cameras
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Anaesthetic implications

Endoscopic third ventriculostomy can cause significant changes in intracranial
physiology. Most of these changes are caused by irrigating fluid, which is instilled
through the endoscope during the procedure to maintain a clear view of the surgical
field [4]. Intracranial pressure can very quickly rise to dangerous levels if the
irrigating fluid is instilled too rapidly, if the outflow line is occluded, or if there is
insufficient space between the endoscope and the introducer sheath. The abrupt
increase in ICP can result in a Cushing reflex, which includes profound bradycardia
and hypertension that may be preceded by tachycardia [5]. Although the classic
description of the Cushing reflex includes bradycardia associated with systemic
hypertension, tachycardia occurred more commonly than bradycardia in one
study of cardiac events during ETV. In some of these patients, the tachycardia was
associated with hypertension and an abrupt increase in ICP, leading the authors to
suggest that an atypical Cushing reflex was responsible [6].

Factors other than the Cushing reflex may also be responsible for bradydys-
rhythmias that occur during ETV. In a case report of a cardiac arrest during ETV,
the authors postulated that the event was caused by high-pressure irrigation, which
caused distortion of the autonomic nuclei in the hypothalamus [7]. Some studies
suggest that intraoperative bradycardia may result from either a sympathetic or a
parasympathetic response to stimulation of the hypothalamic nuclei on the floor
of the third ventricle [5, 6]. Another episode occurred during ETV in a patient with
an infected shunt and aqueductal stenosis [8]. The irrigating solution may consist
of 0.9% (normal) saline solution or lactated Ringers solution. Use of saline solution
for the irrigation fluid can cause systemic hypertension [6], which may then
produce bradycardia that occurs as a result of the pressor reflex.

During ETV, the endoscope passes through the brain parenchyma, and may
come into contact with critical neurological structures. This may also cause signi-
ficant physiological changes. Irritation of some areas of the brain during ETV can
cause seizures. Occasionally, patients undergoing ETV develop central hyperther-
mia as a result of ependymal irritation or manipulation of the hypothalamus. The
tip of the endoscope is frequently close to the basilar artery, and several case reports
of basilar artery injury have been reported. There have also been reports of a
traumatic basilar artery aneurysm, hemiparesis and cardiac arrest. Electrolyte
disturbances occur only rarely [9]. Small haematomas that occur along the path
taken by the endoscope have also been observed following ETV. These are usually
found incidentally and are not clinically significant. Clinically significant haema-
tomas and infection rarely occur.

Preoperative evaluation

In addition to the routine pre-anaesthetic examination, evaluation of the patient
about to undergo ETV should ideally include a careful assessment of the patient’s
neurological status. Because many patients present for urgent surgery with an
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altered mental status, however, management decisions must sometimes be made
for patients without a complete history or laboratory studies. Patients may present
with a history of multiple shunt infections and altered mental status. Many patients
with hydrocephalus have congenital defects involving multiple organ systems and
may be developmentally delayed. The cause of intracranial hypertension or hydro-
cephalus (e.g. hydrocephalus, shunt malfunction or an arachnoid cyst) should be
determined.

Initial evaluation should consist of a complete history and physical examination.
It may be possible to elicit signs of intracranial hypertension, including a history of
gait disturbances, personality changes, headache, nausea, vomiting and visual dis-
turbances. In many cases, hydrocephalus can increase ICP, decreasing cerebral
perfusion and causing cerebral ischaemia. For this reason, a thorough examination
should document the patient’s baseline neurological status. The physical examina-
tion should include special attention to the state of consciousness, posturing, and
pupillary signs. The nature of the planned surgical procedure should be reviewed
with the surgeons, as this will affect the position of the patient and potentially which
monitoring techniques are used. Preoperative laboratory tests should include a
complete blood count and electrolyte panel, since the irrigating solution used during
ETV can alter the composition of the CSF. Coagulation studies should be obtained
since bleeding may be difficult to control through the endoscope.

Intraoperative management

Most preoperative medications, including steroids and anticonvulsants, should be
continued in the perioperative period. Sedatives and anxiolytics may interfere with
assessment of the patient’s neurological status. These drugs may also cause hypo-
ventilation, which can exacerbate existing intracranial hypertension. Administra-
tion of sedatives should therefore be avoided unless the patient is in a monitored
setting. If the patient is extremely anxious, an anxiolytic such as midazolam may
be administered in small, incremental doses immediately prior to surgery, while
the patient is under continuous observation.

The goal of the anaesthetic management is to provide a smooth induction while
preventing abrupt increases in ICP while ensuring patient immobility during the
procedure [10]. Significant changes in cardiac rhythm and systemic blood pressure
may occur during ETV, especially if ICP rises. Routine monitors, including ECG,
non-invasive blood pressure and pulse oximeter, are always applied. The use of an
intra-arterial catheter is recommended in order to facilitate beat-to-beat blood
pressure monitoring and ensure detection of significant changes in systemic blood
pressure. At least one large-bore peripheral intravenous catheter should be placed
to facilitate fluid resuscitation. After induction of anaesthesia, insertion of a urinary
bladder catheter should be considered if a long procedure is expected or if diuretics
will be used to decrease ICP.

Either propofol or an ultra-short-acting barbiturate such as thiopental can be
used for induction of general anaesthesia and control of ICP. Induction of anaesthe-
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sia with propofol is associated with shorter times to eye opening, response to
commands, and tracheal extubation at the end of the surgical procedure. This drug
produces dose-dependent myocardial depression similar to that of thiopental, and
should be used with caution if the patient is haemodynamically unstable.

Maintenance of anaesthesia can be accomplished with a potent volatile
anaesthetic, such as sevoflurane, combined with judicious use of a narcotic such as
fentanyl. The patient should be awake and alert at the end of the procedure, so
short- or intermediate-acting agents are preferred. Nitrous oxide should be avoided
during ETV. Nitrous oxide increases cerebral blood flow and therefore increases
ICP. It also expands existing air spaces within the brain and may produce pneu-
mocephalus. It may also rapidly enlarge any air bubbles that may have been trapped
in the ventricle during the procedure.

Moderate hyperventilation (i.e. arterial PaCO2 to between 25 and 30 mmHg) is
commonly used during craniotomy to decrease brain swelling, to improve surgical
exposure, and to treat intracranial hypertension. It is possible, however, that use
of this manoeuvre during ETV may decrease the size of the ventricles and make the
procedure more difficult for the surgeon. The use of hyperventilation should
therefore be discussed with the surgeon.

It is imperative that the patient be immobile during the procedure. The tip of
the endoscope is frequently near critical structures such as the basilar artery.
Unexpected patient movement may therefore result in severe neurological injury
or life-threatening haemorrhage. Neuromuscular blocking agents should therefore
be used throughout the procedure, and an adequate depth of anaesthesia should
be maintained. Perforation of the floor of the third ventricle may be painful, so the
patient should be closely monitored during this portion of the procedure.

A report of at least one series of patients describes the benefits of performing
ETV procedures under local anaesthesia with light sedation and analgesia [11]. The
proposed benefits include the avoidance of general anaesthesia and the ability to
communicate with the patient during the procedure. Because of the proximity of
the endoscope to critical structures and the potentially disastrous complications
that can occur if the patient moves, this procedure is not recommended for most
ETV procedures. It may be considered in a patient in whom general anaesthesia
carries a significant risk, and who can be guaranteed to remain completely still
throughout the procedure.

Intracranial pressure can rise precipitously, so close monitoring of both blood
pressure and heart rate is essential. Should significant changes in blood pressure,
heart rate, or cardiac rhythm be observed during the operation, the surgeon should
be asked to discontinue the flow of irrigating fluid or withdraw the endoscope. If
haemodynamic stability is not restored by removal of the endoscope, pharmaco-
logical means to restore heart rate or blood pressure should be employed.

Hyperglycaemia substantially worsens neurological outcome following ischae-
mic injury. The proposed mechanism of injury is anaerobic lactate production
from metabolism of cerebral glucose. Glucose also interferes with post-ischaemic
cerebral perfusion. Although ETV is considered to be a minimally invasive proce-
dure, hyperglycaemic patients should therefore be aggressively treated with insu-
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lin, and glucose-containing solutions should be avoided. Blood glucose should be
monitored frequently if the patient is diabetic or is receiving steroids and main-
tained between 80 and 180 mg/dl.

Conclusions

Endoscopic third ventriculostomy is a safe and effective technique that is used in
the management of patients with a variety of neurosurgical problems. Although
ETV is considered to be a minimally invasive neurosurgical technique, it can cause
significant physiological changes. Careful attention to vital signs throughout the
procedure is essential in order to detect a precipitous increase in ICP or a hae-
modynamic response to stimulation of the floor of the third ventricle. Management
of patients who undergo this procedure requires careful anaesthetic management
and close cooperation between the anaesthesia and surgical teams.
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Does anaesthesia influence the apoptosis pathway?

G. DELOGU, M. SIGNORE, A. ANTONUCCI

Apoptosis: a brief description

The biological phenomenon called apoptosis is defined as physiological, molecular,
programmed cell death. The process has been discovered and rediscovered by
various biologists over the past two centuries and has acquired a number of names.
The term ‘apoptosis’(Ao) was coined by Currie et al. in 1972 to represent a common
type of cell death that is mechanistically distinct from necrosis as evidenced by
several functional and morphological features [1]. First, apoptosis charac-
teristically involves scattered, single cells and not cell groups as necrosis does.
Second, damage to the cell membrane is a crucial event during the necrotic process;
thus, necrotic cells release their contents into the interstitium, leading to a local
inflammatory response. Conversely, plasma membrane integrity is relatively main-
tained in cells undergoing apoptosis, which is associated with rapid phagocytosis
and degradation of apoptotic cells by adjacent cells or resident macrophages. This
accounts for the absence of inflammation and injury in neighbouring host cells [2].

Apoptosis can thus be viewed as a form of ‘cellular suicide,’ characterised by
specific morphological and biochemical phenomena involving both cytoplasm and
nucleus. Cytoplasmic changes include aggregation of cytoskeletal filaments and
rearrangement of rough endoplasmic reticulum to form concentric whorls. Nuclear
changes are characterised by aggregates of chromatin in the centre of the nucleus,
and chromatin condensation is the earliest apoptotic event observed by electron
microscopy. A hallmark of cells dying by apoptosis is the fragmentation of DNA into
200-bp fragments through the activation of several putative endonucleases, such as
DNase I, DNase II, NUC-18, and caspase-activated deoxyribonuclease.

Cell shrinkage is another typical structural change of programmed death, and
is thought to be consequential to the movement of water out of the cell, resulting
in cytoplasmic condensation. Membrane alterations include changes in the redis-
tribution of phosphatidylserine, in membrane glycosylation, and in lipid profiles
as well as in the expression of surface receptors [3].

Membrane blebbing and the formation of apoptotic bodies are also typical
events occurring during apoptosis. The production of apoptotic bodies is observed
only at a late stage of the death process and has been noted in vitro, but less
commonly in vivo. The conventional idea of a net opposition between apoptosis
and necrosis has been criticised by a few researchers, who have emphasised that
the two phenomena share at least the following mechanisms:
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• The same toxin can induce apoptosis and necrosis
• Myocardial and neuronal pathologies labelled as ‘necrotic’ are now known to

involve apoptosis.
• Manipulation of the ATP level can influence the choice between the two models

of cell death [1, 4].
The cell death program is regulated by intrinsic genetic factors as well as by

environmental, extrinsic factors. Intrinsic genetic factors can act ‘positively,’ by
activating genes whose function is to kill the cell, or ‘negatively,’ by acting as
survival regulators. Among the inducers of apoptosis, the most well-studied are the
death receptors belong to the tumour necrosis factor receptor (TNFR) gene super-
family, such as TNFR1, death receptor-3, -4, -5, and Fas/APO-1/CD95.

Caspases are cysteine proteases that have been highly conserved through-evo-
lution, and are considered the central executioners of the apoptotic pathway. Over
a dozen caspases have been identified in humans and about two-thirds of them
have been suggested to function in apoptosis. Caspases engage in a cascade of
sequential activation, indicating that they can participate in autoamplification. In
fact, caspases themselves are substrates for other caspases and they activate each
other in positive feedback loops. These proteases are constitutively expressed as
pro-enzymes that contain three domains. Caspase activation, which involves pro-
teolytic processing between domains, results in direct disassembly of cellular
structures leading to dismantling and clearance of dying cells [5, 6]. The caspase
cascade also consists of recognised initiator caspases that are activated through
regulated protein–protein interactions, and of effector caspases that are activated
by an upstream caspase. However, the ultimate molecular mechanisms mediating
initiator caspase activation have not been clearly established.

The most well-known apoptosis antagonists belong to the Bcl-2 gene family,
since overexpression of these cell-death regulators has been shown to prolong
cellular survival by blocking the apoptotic process. Indeed, Bcl-2 and the closely
related Bcl-x1 and Mcl-1 are able to protect cells from a wide range of death-induc-
ing stimuli, whereas other Bcl-2 members, including Bax and Bak proteins, exhibit
pro-apoptotic activity, probably by altering the permeability or the conductance of
the mitochondrial membrane [6, 7]. In addition to genetic factors, environmental
extracellular regulators can influence the commitment of cells to undergo apopto-
sis. Among these death regulators, both pro-inflammatory and ant-inflammatory
cytokines have been shown to play a crucial role in modulating the apoptotic fate
of different cell types [8].

The intricate process of programmed cell death can be subdivided into three
theoretical phases, which, although simplistic, allow us to better understand the
apoptotic pathway: (1) in the induction phase, the cell receives apoptosis-triggering
stimuli; (2) in the effector phase, various pro-and anti-apoptotic signals are coor-
dinated; and (3) in the degradative phase, the well-known biochemical and ultra-
structural features of apoptosis become detectable (Fig. 1).

During the initiation stage, numerous death inducers are involved, including
the ligation of receptors [Fas/APO-1/CD95, tumour necrosis factors receptor (TNF-
R)] or the activation of molecular mediators, such as kinases, ceramide, and Ca2

+
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as well as toxins, chemotherapeutic agents, and reactive oxygen species [9]. Multi-
ple signalling pathways to death have been identified and the pathway employed
by the cell depends on the cell type, initial death triggers, and the delicate balance
between the amounts of pro-apototic and anti-apoptotic proteins in the cell. These
pathways, called ‘private’ as they are strictly dependent on the initial death inducer,
ultimately trigger the common step of apoptosis, which comprises the effector and
degradation phases. ‘The point of no return’ of the apoptotic cascade corresponds
to the execution phase [1, 10, 11].

Today’s overwhelming consensus is that mitochondria play a central role in the
apoptotic machinery, as major changes in mitochondrial structure/function have
been observed early during apoptosis. Mitochondria are central integrators of

Death, apoptosis-triggering stimuli

INITIATION PHASE

EFFECTOR PHASE

POINT-OF-NO RETURN

(disruption of the outer

mitochondrial membrane)

Fig. 1. The canonical phases of the apoptotic process

DEGRADATION PHASE

Does anaesthesia influence the apoptosis pathway? 671



apoptotic signals, and disruption of the outer mitochondrial membrane is often
the event associated with the point of no return in cell death [12].

At present, it is generally assumed that two main pathways lead to apoptosis: the
extrinsic (or death-receptor) pathway and the intrinsic (or stress) pathway (Fig. 2).
The former involves activation of the plasma-membrane receptor of the TNF-recep-

Fig. 2. The extrinsic and intrinsic pathways of apoptosis. Bax Bcl2-associated x protein, BaK
Bcl2 agonist/killer, Bid BH3- interacting-domain death agonist

Extrinsic pathway Intrinsic pathway

Death receptors (Fas, TNFR) Cellular stress (ischaemia, RoS, hypoxia)

Death-receptor ligation Bak, Bax, Bid

Adaptor recruitment

Procaspase-8 recruitment

Caspase-8 activation, cytochrome c release

Apoptosome formation

Caspase-9 activation

Caspase-3 activation

Cleavage of death substrates
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tor superfamily (Fas/AP01/CD95, DR3, and DR4), which results in activation of
caspase-8 and the subsequent proteolytic activation of other caspases. The intrinsic,
mitochondrial-mediated pathway involves caspase-9 and, at the biochemical level, is
characterised by mitochondrial membrane disruption, bioenergetic failure, and the
releaseofpotentially lethalproteinsfrom themitochondrialintermembranespace.The
death receptor and mitochondrial pathways converge at the level of caspase 3 activa-
tion. In addition to these two pathways, in which executioner caspases orchestrate the
death program, alternative,caspase-independent celldeath (CICD)has beensuggested
by mounting recent evidence. For example, a serine protease, granzyme A, is able to
induce a cell death pathway that is insensitive to caspase inhibitors [13–15]. Thus, in the
modern era of apoptosis research there is still much to discover before the multiple
pieces of the apoptotic puzzle can be ordered.

A piece of the apoptotic puzzle: anaesthesia and apoptotic pathways

Recently, a number of studies has focused on the relationship between surgi-
cal/anaesthesia trauma and apoptosis. Peripheral lymphocytes have been the most
frequently studied cells, as post-surgical immune suppression has been attributed
for the most part to the decrease of circulating T-cells that occurs in the early
post-operative period. Indeed, unregulated activation of lymphocyte programmed
death has been observed in patients undergoing surgery and general anaesthesia.
Oka et al. found that surgical stress was able to trigger the apoptotic program in
circulating lymphocyte by activation of the Fas/FasL pathway, and Sugimoto et al.
confirmed the detection of exaggerated T-cell apoptosis following major surgical
procedures [16, 17].

Treading in these researchers’ footsteps, our study group investigated which
apoptotic pathway might be involved in lymphocyte death following surgi-
cal/anaesthesia trauma, and the role played by anaesthesia itself in such a setting.

We found that in the early postoperative period the increased rate of lym-
phocyte apoptosis was associated with enhanced expression of the Fas/FasL system
and down-regulation of anti-apoptotic factors, such as bcl-2. In addition, mito-
chondrial perturbations, including disruption of mitochondrial transmembrane
potential and pro-oxidant oxidation–reduction status, were observed in T-cells of
patients undergoing surgery/general anaesthesia. These findings strongly suggested
that, following surgery, the two main pathways of programmed death could be
activated in circulating lymphocytes due to up-regulated expression of Fas/FasL and
severe mitochondrial dysfunction in those cells [18, 19].

The increased apoptotic death of T-cells following surgery/anaesthesia trauma
may be partly explained by the strict relationship linking inflammatory cytokines
and the apoptosis machinery. It is now well-established that during stressful events,
including operative procedures, various cytokines are released locally and into the
systemic circulation. For instance, previous studies provided evidence that plasma
levels of interleukin 6 (IL-6), an integral part of the inflammatory response,
constitute a crucial marker of the extent of surgical trauma. Notably, it was found
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that caspases, the central executioners of cell death, also mediate the maturation
of various cytokines, and our study group observed in surgical/anaesthesia trauma
patients an exaggerated lymphocyte commitment to apoptosis associated with
IL-10 overproduction [20–22].

To better understand the specific impact of anaesthesia on apoptosis, we
exposed in vitro, freshly isolated peripheral lymphocytes to several anaesthetic
agents, namely, pancuronium bromide, fentanyl, and propofol. Clinically relevant
concentrations of these drugs were used and the laboratory experiments evidenced
the following findings. Propofol did not exhibit any significant pro-apoptotic effect,
confirming the observations of other researchers, who showed that propofol is even
able to protect certain cell lines from apoptotic death [23, 24].

However, we did find that fentanyl can induce time-dependent apoptosis
through alteration of mitochondrial redox metabolism, and this ability is similar
to that of other opioids, including morphine [25]. Pancuronium also was able to
promote programmed death; in fact, in lymphocytes cultured in the presence of
this compound, increased expression of death receptors, such as Fas, FasL and
ICEp20, as well as dissipation of mitochondrial membrane potential were detected.
These findings were consistent with the larger number of apoptotic cells compared
to control cultures [26].

In a further work on lymphocytes treated with pancuronium or fentanyl, we
found that these drugs, at concentrations that promoted apoptosis, were able to
induce an elevated rate of telomeric associations [27]. Interestingly, new insight
into the strong link between the ‘suicidal’ cell program and genomic instability was
provided by Artandi et al. [28].

Furthermore, also local anaesthetics are able to trigger apoptosis, and a recent
investigation confirmed the capacity of lidocaine to induce mitochondrial injury
and caspase activation in a neuronal cell line [29].

However, in addition to their pro-death effects, anaesthesia substances are able
to protect different cells types from apoptosis, as demonstrated in animal models
and in humans. Sevoflurane and propofol reduced the concentration of the apop-
tosis-inducing protein Bax after cerebral ischaemia and perfusion [30]. Propofol
revealed an anti-apoptotic capacity, via suppression of caspase-3 activities, and a
similar ability to prevent the death program has been shown in neuronal cells
exposed to isoflurane [31]. Furthermore, apoptosis was significantly inhibited in
human neutrophils incubated with sevoflurane in vivo [32].

Overall, these findings allow us to answer in the affirmative the question ‘does
anaesthesia influence the apoptosis pathway?’ Compounds commonly used for
general and local anaesthesia affect the apoptotic program in immunological cells,
i.e. peripheral lymphocytes, and in other cell types by either priming or suppressing
activation of the intracellular cell-death circuitry (Table 1).

Such an interference could occur at level of both extrinsic and intrinsic apop-
tosis pathway, but novel signalling pathways may also be implicated. The clinical
impact of anaesthesia’s influence on cell death represents an interesting field for
further study. The aim is to optimise the use of anaesthetic drugs by inducing
minimal harm while obtaining the maximal advantage for the patient.
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Table 1. Drugs currently used in anaesthesia practice that demonstrate the influence of
apoptosis pathways on different cell types.

Drug effect Pro-apoptotic Anti-apoptotic Cell type Possible mechanism of action

effect

Lidocaine + – Neurons Mitochondrial dysfunction

Fentanyl + – Lymphocytes Mitochondrial injury,
genomic instability

Propofol – + Neurons Down-regulation
of Bax protein

Lymphocytes Suppression of
Caspase-3 activation

Astrocytes, Antioxidant effect
osteoblasts

Pancuronium + – Lymphocytes Mitochondrial injury,
genomic instability

Ketamine + – Neurons Caspase-3 activation

Sevoflurane – + Neurons Down-regulation of
Bax protein

Neutrophils Mitochondrial protection

Isoflurane – + Neurons Delay in activation of caspases
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Anaesthesia in orthopaedic surgery

B. BORGHI, J. FRUGIUELE, A. ADDUCI

Regional anaesthesia (RA), general anaesthesia (GA), and RA integrated with mild
GA (IA) are the options available to the anaesthetist in orthopaedic and traumato-
logy surgery. Choosing the most appropriate anaesthetic depends on the anaesthe-
tist’s habits and technical skills. Estimated bleeding, operation time, and postope-
rative pain and stress should be borne in mind, because of the physical and
psychological repercussions they entail. The advantages of RA are the control of
endocrine–metabolism reactions induced by surgical stress [1, 2], reduced perio-
perative bleeding [3], and reduced postoperative morbidity [1, 4]. GA provides
sedation and protection from the surgical environment (noise, smells, emergen-
cies) and enables the patients to stay in uncomfortable positions for a long time.
However, it fails to inhibit hormonal and endocrine responses to stress, even with
the help of high plasma concentrations of opioids [5, 6].

Although there is no evidence to suggest that one type of anaesthetic reduces
the intra- and postoperative death rate more than another, some anaesthesiological
procedures can provide a better postoperative outcome and/or enable easier pa-
tient management during surgery, especially with regards to pain therapy. A
Cochrane review has shown that the rate of deep-vein thrombosis and the risk of
postoperative acute respiratory failure were lower when using epidural–spinal
anaesthesia as opposed to GA in adult femoral fracture treatment. In total hip and
total knee arthroplasty, epidural anaesthesia enables better postoperative pain
control than spinal anaesthesia [7, 8].
A recent study of patients undergoing elective total hip arthroplasty under general
anaesthesia showed a significant delay in the resumption of haemopoiesis. The
circulating erythrocyte mass was calculated preoperatively, and on the first, se-
cond, and third day after surgery by Mercuriali’s formula, which takes into consi-
deration autologous and homologous blood transfusions, erythropoiesis, and bleed-
ing. The delay may have been due to the role of nitrogen protoxide in inhibiting
erythropoiesis [9].

Unilateral epidural anaesthesia

We evaluated the effects of turning the tip of the Tuohy needle 45° toward the
operative side before threading the epidural catheter (45°-rotation group, n = 24)
compared to a conventional insertion technique with the tip of the Tuohy needle
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oriented at 90° cephalad (control group, n = 24) on the distribution of 10 ml of
0.75% ropivacaine with 10 µg sufentanil in 48 patients undergoing total hip replace-
ment. The 45°-rotation group had preferential distribution of sensory and motor
block toward the operative side, reduction of the incidence of intraoperative
hypotension, lower volume of crystalloid and HES infused, accelerated recovery
profile of the non-operative side, lower rate of bladder catheterisation, and lower
volume of local anaesthetic solution to maintain postoperative pain control [10].

Unilateral spinal anaesthesia

The following procedure must be carried out rigorously when performing unilate-
ral spinal anaesthesia:
• Put the patient in lateral decubitus with the treated side down.
• Point the needle bevel downwards
• Use a hyperbaric local anaesthetic (e.g. hyperbaric 0.5% bupivacaine)
• Avoid aspirating the liquor, even before injecting the anaesthetic
• Inject the anaesthetic slowly (about 1 min)
• Keep the patient in lateral decubitus for 15 min

This method is widely used in outpatient surgery, because low doses of
anaesthetic permit adequate surgical planning, and the anaesthetic’s effects (motor
block, sensitive block, and spontaneous resumption of diuresis) are compatible
with the patient’s early discharge from hospital [11–14].

Peripheral continuous blockade

In the scope of regional anaesthesia techniques, there is a growing interest in
peripheral blockades. They can provide the same efficacy as central blockades in
intra- and postoperative pain control by more selective and specific analgesia, and
above all the rate of undesired effects and complications is lower.

The ability to extend the analgesic effect of peripheral blockades into the
postoperative period, by continuous infusion of the local anaesthetic through a
specific perineural catheter, has overcome the limitations of the single-shot peri-
pheral blockade. These limitations were due to the short duration of the anaesthe-
tic’s analgesic effect, which, depending on the individual patient’s needs, should
cover at least the first 24–48 h after surgery. In fact, several clinical studies [15–33]
have shown the usefulness and efficacy of continuous peripheral blockades, not
only because they control acute postoperative pain, but also because they continue
to provide analgesic cover in the subsequent rehabilitation and functional recovery
phase, and at home, and are without the side effects that characterise opioid
analgesia (respiratory depression, nausea and vomit, constipation and urinary
retention, sedation and pruritus) and NSAIDs (kidney failure, gastropathy, and
increased risk of bleeding) [23, 28].

In patients undergoing total knee arthroplasty, regional anaesthesia (3-in-1
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block and sciatic nerve block) combined with femoral perineural infusion of local
anaesthetic has led to a 90% reduction of the more severe postoperative complica-
tions and a 20% reduction in hospitalisation time compared to a group of patients
treated under GA or epidural anaesthesia. Postoperative bleeding and the con-
sumption of morphine were also significantly lower [15, 29].

Continuous femoral infusion combined with catheterising the sciatic nerve (to
be used only if the pain in the back of the knee is moderate-severe) is the best
alternative to epidural analgesia or patient controlled anaesthesia PCRA with
morphine for postoperative pain control and immediate rehabilitation after total
knee arthroplasty [16].

The lumbar plexus blockade has some important advantages over epidural
anaesthesia: absence of sympathetic blockade, increased haemodynamic stability,
absence of urinary retention, and low risk of severe complications.

In recent years, improved knowledge about blockade techniques, the commer-
cialisation of appropriate, safe equipment (new needles, catheters, fixation sys-
tems, and infusion systems), and the introduction into clinical practice of new,
long-lasting, safer local anaesthetics, such as ropivacaine and levobupivacaine, as
well as knowledge about their side effects and toxicity, have enabled the deve-
lopment of safe and efficacious postoperative analgesic techniques. Moreover,
these can be managed at home by the patient, thus reducing hospitalisation times
and hospital costs [24, 25, 27, 30, 32].

The continuous interscalene blockade as a single anaesthesiological technique,
as described by Chelly et al. [26], is able to reduce intra- and postoperative times in
patients undergoing rotator cuff surgery, from the arrival of the patient in the
operating room to the start of surgery, and from the end of surgery to the patient’s
departure from the operating room. Furthermore, it reduces hospitalisation times
by 66% compared to continuous interscalene blockade combined with GA, and by
40% compared to GA with infiltration of local anaesthetic in the treatment area [26].

All these elements suggest that peripheral continuous blockades will be a valid
alternative in the future, not only to most single-shot peripheral blockades, but also
to continuous epidural analgesia in several orthopaedic operations. Some studies
carried out so far have shown that continuous postoperative perineural analgesia
at home can be performed to the great satisfaction of patients. The analgesic
technique consists of inserting a perineural catheter, in most cases before surgery,
and thus used during surgery; alternatively, in some patients it is even inserted
several days after surgery due to the inadequacy of and/or intolerance to systemic
analgesic therapy. The following blocks were performed: interscalene, infraclavi-
cular, femoral, and sciatic by subgluteal approach [31–33].

Infusion systems and doses for continuous perineural analgesia

Currently, there are two types of infusion systems on the market for the long-lasting
release of drugs, which can be used in hospitals and at home: (1) elastomer pump
with a constant infusion speed, and (2) electronic pumps that can be controlled by
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the patient PCRA, not only with regard to the basal speed of infusion, but also to
the delivery of additional boluses with varying lockout times, depending on the
patient-controlled mode. Although PCRA pumps minimise the volume of local
anaesthetic in relation to analgesic effect, they are usually only used to control pain
during hospitalisation, whereas at home patients are provided with disposable
elastomer pumps, which are less expensive and less bulky. In our experience, the
doses used to maintain the analgesic blockade consisted of continuous infusion by
elastomer pump (Baxter ref C1009), at a speed of 5 ml/h and a total capacity of
250 ml of 0.4% ropivacaine (Naropin). The pump, loaded with 10 mg Naropin/ml
(100 ml and 150 ml physiologic solution), was connected to the antibacterial filter
of the catheter by an extension with a three-way tap to enable the patient to stop
the infusion temporarily in case of motor insufficiency or reduced analgesic requi-
rement. Ropivacaine was chosen because of its long-lasting local anaesthetic effect,
with greater motor sensitive differential blockade and less toxic potential than
bupivacaine, thus making it perfect for domestic continuous perineural analgesia
[34–37].

Regional analgesia managed by the patient at home

In our personal experience, regional analgesia managed by the patient at home
consisted of perineural infusion of local anaesthetic by disposable elastomer pump,
with the above-described infusion mode, which was given to the patient when
discharged from hospital independently of the type of blockade or operation.
Patients that were indicated for this type of analgesia gave their informed written
consent, and were instructed on how to use the pump correctly, and how to
recognise adverse effects provoked by the drugs used. They were also informed on
how to get to the nearest hospital, and given phone numbers to call at any time to
contact the doctor in charge. For correct domestic management of the analgesic,
the patient received precise written instructions.

If the patient felt slight or severe pain during the infusion of local anaesthetic,
the anaesthetic was integrated with NSAIDs (30 mg ketorolac or 50 mg ketoprofene
1 cp, repeatable 3 times a day) and/or central analgesics as rescue analgesia (trama-
dol SR 100 1 cp, repeatable 3 times a day) by mouth. If there was excessive insensi-
tivity in the limb or difficulty in moving it, infusion was stopped by turning off the
tap, which could be turned on again when the symptoms subsided. When the pain
had completely disappeared, the patient could begin to suspend the infusion for
progressively longer times, until stopping altogether and then removing the cathe-
ter. This is done according to the needs of the patient, who can resume infusion if
the slightest pain is felt or before physiotherapy.

At the time of discharge, after placing the catheter, the patients filled in a form
including their personal details, date, and type of continuous blockade used. Then
patients were asked to include: the intensity of pain felt in the morning and in the
evening (9 am and 7 pm), on a scale of 0 to 4: 0 = absent, 1 = slight, 2 = nagging,
3 = severe, and 4 = unbearable; the number of hours of infusion a day of the local
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anaesthetic; the presence or not of motor paralysis; the need to take additional pain
killers by mouth; the length of time the catheter remained in place up until its
removal, and who removed it (the patient, a relative, or a doctor . . . ); the onset of
any complications; the degree of satisfaction; and any other comments. This form
enabled the period of convalescence to be monitored after hospital discharge. The
anaesthetic container, which was already full when given to the patient before
discharge, could be refilled, if necessary with the help of an anaesthetist at the
patient’s nearest hospital. However, refilling instructions were written on the form
and explained to the patients and their relatives. The anaesthetic container was not
to be removed from the rest of the system under any circumstances; otherwise the
pain therapy treatment would be suspended. The catheter did not normally need
to be dressed at home, because the fixation device used excluded the risk of
contamination. Therefore, the patient was instructed not to remove the dressing,
for any reason, until the catheter was removed. If the dressing became partially
undone by accident, or if bleeding, swelling, or infection occurred at the catheter
insertion site, the patient was told to contact the family doctor. If pain was absent
24–36 h after suspending the infusion of local anaesthetic, the patient was allowed
to remove the catheter, alone or with the help of a relative or family doctor.

Based on this experience, it was concluded that: peripheral continuous blockade
is a reliable method, without evident side effects, and better accepted by the patient
than general anaesthesia. Joints treated by surgery can benefit from immediate
pain-free movement, and the peripheral continuous blockade contributes to reduc-
ing social costs of orthopaedic-traumatology surgery.

Several studies have supported the usefulness of patient-controlled domestic
analgesia. For example, an American randomised, double-blind, controlled study
with the use of a placebo investigated the efficacy of this type of analgesia on placing
an infraclavicular perineural catheter and connecting it to a continuous infusion
pump [31]. The results showed that the infusion of ropivacaine (n = 15) reduced
markedly pain when compared to the placebo (n = 15; P < 0.001). For example, pain
after moving (1–10 scale) on the first day after surgery was 6.1 ± 2.3 in the placebo
group compared to 2.5 ± 1.6 in the ropivacaine group (P < 0.001). The use of oral
analgesics and the rate of their side effects was reduced in the group treated with
ropivacaine. Furthermore, the patient’s personal satisfaction was significantly
greater in the group treated with ropivacaine and no complications connected to
local anaesthetics occurred. On the basis of the literature and our personal expe-
rience, we can thus summarise the advantages of regional anaesthesia:
- Preventive action against surgical stress
- Reduction of risks for patients with respiratory diseases
- Lower pharmaceutical impact on the patient
- Extended postoperative analgesia
- Reduced discomfort due to fasting, nausea, and/or vomiting
- Reduced need for perioperative assistance
- Obviation of possible complications connected to general anaesthesia
- Better psychophysical recovery, especially useful in elderly patients.

Patients of all age groups can benefit from regional anaesthesia, either in
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elective or emergency surgery. The complications of any technique should be
diagnosed accurately and quickly, in order to act confidently.

In conclusion, rather than wondering about what technique should be used, we
think it is better to consider what skills we want to add to our technical arsenal. In
the light of what is reported in the literature, and based on our personal experience
it is indispensable for the anaesthetist, the orthopaedic surgeon, and the operating-
room nurse to become familiar with relieving pain by continuous infusion of local
anaesthetics.

References

1. Spencer L, Carpenter RL, Neal JM (1995) Epidural anesthesia and analgesia. Their role
in postoperative outcome. Anesthesiology 82(6):1474–1506

2. Kehlet H (1984) Epidural analgesia and endocrinometabolic response to surgery.
Update and perspectives. Acta Anaesthesiol Scand 28:125–127

3. D’Ambrosio A, Borghi B, D’Amato A et al (1999) Reducing perioperative blood loss in
patients undergoing total hip arthroplasthy. Int J Artif Organs 22:47–51

4. Rodgers A, Walker N, Schug A et al (2000) Reduction of postoperative mortality and
morbidity with epidural or spinal anaesthesia: results from overview of randomised
trials. BMJ 321:1493

5. Anonymous (1990) Editorial views: Does opioid ‘anesthesia’ exist? Anesthesiology 73:1–4
6. Philbin DM, Rosow CE, Schneider RC et al (1990) Fentanyl and sufentanil anesthesia

revisited: how much is enough? Anesthesiology 73:5–11
7. Parker MJ, Handoll HHG, Griffiths R (2005) Anaesthesia for hip fracture surgery in

adults. At http://www.cochrane.org/cochrane/revabstr/AB000521.htm (last accessed
Sept 09 2005)

8. Choi PT, Bhandari M, Scott J et al (2005) Epidural analgesia for pain relief following hip
or knee replacement. At http://www.cochrane.org/cochrane/revabstr/AB003071.htm
(last accessed Sept 09 2005)

9. Borghi B, Laici C, Iuoro S et al (2002) Anestesia epidurale vs generale. Minerva
Anestesiol 68:171–177

10. Borghi B, Agnoletti V, Ricci A et al (2004) A prospective, randomized evaluation of the
effects of epidural needle rotation on the distribution of epidural block. Anesth Analg
98(5):1473–1478

11. Kaya M, Oguz S, Aslan K (2004) A low-dose bupivacaine: a comparison of hyperbaric
and hypobaric solutions for unilateral spinal anesthesia. Reg Anesth Pain Med
29(1):17–22

12. Borghi B, Stagni F, Bugamelli S et al (2003) Unilateral spinal block for outpatient knee
arthroscopy: a dose-finding study. J Clin Anesth 15(5):351–356

13. Casati A, Fanelli G (2001) Unilateral spinal anesthesia. State of the art. Minerva Aneste-
siol 67(12):855–862

14. Kiran S, Upma B (2004) Use of small-dose bupivacaine (3 mg vs 4 mg) for unilateral
spinal anesthesia in the outpatient setting. Anesth Analg 99(1):302–303

15. Chelly J, Greger G, Gebhard R et al (2001) Continuous femoral blocks improve recovery
and outcome of patients undergoing total knee arthroplasty. J Artrhoplasty
16(4):436–445

16. Ben-David B, Schmalenberger K, Chelly JE (2004) Analgesia after total knee arthropla-

682 B. Borghi, J. Frugiuele, A. Adduci



sty: is continuous sciatic blockade needed in addition to continuous femoral blockade?
Anesth Analg 99(3):954–955

17. Borgeat A, Perschak H, Bird P et al (2000) Patient-controlled interscalene analgesia
with ropivacaine 0.2% versus patient-controlled intravenous analgesia after major
shoulder surgery: effects on diaphragmatic and respiratory function. Anesthesiology
92:102–108

18. Rawal N, Allvin R, Axelsson K et al (2002) Patient-controlled regional analgesia (PCRA)
at home. Controlled comparison between bupivacaine and ropivacaine brachial plexus
analgesia. Anesthesiology 96:1290–1296

19. Capdevila X, Barthelet Y, Biboulet P et al (1999) Effects of perioperative analgesic
technique on the surgical outcome and duration of rehabilitation after minor knee
surgery. Anesthesiology 91:8–15

20. Chelly JE, Casati A, Al-Samsam T et al (2003) Continuous lumbar plexus block for acute
postoperative pain management after open reduction and internal fixation of acetabu-
lar fractures. J Orthop Trauma 17(5):362–367

21. Van Oven H, Agnoletti V, Borghi B et al (2001) Analgesia regionale controllata dal
paziente (PCRA) nella chirurgia del gomito anchilotico: elastomero vs pompa elettro-
nica. Minerva Anestesiol 67:117–120

22. Klein SM, Greengrass RA, Gleason DH et al (1999) Major ambulatory surgery with
continuous regional anesthesia and a disposable infusion pump. Anesthesiology
91(2):563–565

23. Fries JF, Miller SR, Spitz PW et al (1989) Toward an epidemiology of gastropathy
associated with nonsteroidal antiinflammatory drug use. Gastroenterology 96:647–655

24. Rawal N, Allvin R, Amilon A et al (2001) Postoperative analgesia at home after ambu-
latory hand surgery: a controlled comparison of tramadol, metamizol and paracetamol.
Anesth Analg 92:347–351

25. Ilfeld BM, Morey TE, Kayser Enneking F (2002) Continuous infraclavicular brachial
plexus block for postoperative pain control at home. Anesthesiology 96:1297–1304

26. Chelly JE, Greger J, Al Samsam T et al (2001) Reduction of operating and recovery room
times and overnight hospital stays with interscalene blocks as sole anesthetic tecnique
for rotator cuff surgery. Minerva Anestesiol 67:613–619

27. Macaire P, Gaertner E, Capdevila X (2001) Continuous post-operative regional analge-
sia at home. Minerva Anestesiol 67:109–116

28. Pavlin DJ, Rapp SE, Polissnar NL et al (1998) Factors affecting discharge time in adult
outpatients. Anesth Analg 87:816–826

29. Jankowski CJ, Horlocker TT, Rock MJ et al (1998) Femoral 3-in-1 nerve block decreases
recovery room time and charges and time to hospital discharge after outpatient knee
arthtroscopy. Reg Anesth Pain Med 23:S60

30. Rawal N, Axelsson K, Hylander J et al (1998) Postoperative patient-controlled local
anesthetic administration at home. Anesth Analg 86:86–89

31. Mehrkens HH, Geiger PK (1998) Continuous brachial plexus blockade via the vertical
infraclavicular approach. Anaesthesia 53(S2):19–20

32. Jankovic D, Wells C, Borghi B (2002) Anestesia regionale (Ed italiana). Masson, Milano,
pp 316–320

33. Casati A, Chelly JE, Fanelli G et al (2001) Blocchi periferici per l’arto inferiore: il plesso
lombare. Minerva Anestesiol 67:98–102

34. McClure JH (1996) Ropivacaine. Br J Anaesth 76:300–307
35. Mak PH, Tsui SL, Ip WY et al (2000) Brachial plexus infusion of ropivacaine with

patient-controlled supplementation. Can J Anaesth 47:903–906

Anaesthesia in orthopaedic surgery 683



36. Borgeat A, Kalberer F, Jacob H et al (2001) Patient controlled interscalene analgesia
with ropivacaine 0.2% versus bupivacaine 0.15% after major open shoulder surgery: the
effects on hand motor function. Anesth Analg 92:218–223

37. Borgeat A, Perschak H, Bird P et al (2000) Patient-controlled interscalene analgesia
with ropivacaine 0.2% versus patient-controlled intravenous analgesia after major
shoulder surgery: effects on diaphragmatic and respiratory function. Anesthesiology
92:102–108

684 B. Borghi, J. Frugiuele, A. Adduci



CRITICAL BLEEDING AND TRANSFUSION



Severe bleeding in critical care

M. GIRARDIS, S. BUSANI, M. MARIETTA

Severe bleeding and haemorrhagic shock are frequent and challenging conditions
in anaesthesiologic and intensive-care clinical practice. Major haemorrhage may
occur in trauma patients, during and after surgery, and in other variety of critical
pathologies, such as oesophageal bleeding in cirrhotic patients and intracranial
haemorrhage. Uncontrolled haemorrhage is the most common cause of death in
trauma patients and accounts for at least 60% of deaths in patients after hospital
admission [1]. Mortality after an episode of intracerebral haemorrhage is very high
(20–40%), and 80% of the survivors suffer severe neurological impairment [2].
Perioperative bleeding depends on the extent and complexity of surgical proce-
dures and on the coagulation status of the patient. However, unexpected and
massive bleeding may complicate any surgical procedure, leading to a significant
increase in perioperative mortality from < 1% up to 20% [3]. Despite the significant
improvement in surgical technique, major surgery for liver diseases, such as partial
hepatectomy and orthotopic liver transplantation (OLT), is still associated with
significant blood losses due to both technical factors and poor haemostasis of
cirrhotic patients. The degree of blood losses during OLT has important effects on
postoperative infection, graft survival, intensive-care stay, and mortality [4]. Ex-
cessive bleeding is a crucial problem also in cardiac surgery: massive blood loss is
associated with an eight-fold increase in the odds of death [5], and up to 5% of
patients need a second operation to control severe post-operative bleeding [6].

The most common cause of intraoperative and postoperative bleeding is ina-
dequate surgical haemostasis, and more than 70% of episodes are due to technique
problems. Moreover, surgical technique per se affects the rate of postoperative
bleeding [7, 8]. Nevertheless, surgery exposes patient to haemostatic stress, testing,
in extreme conditions, the limits of the haemostatic system in maintaining a
delicate balance between bleeding and clotting (thrombosis). Therefore, in patients
with inherited or acquired defects in coagulation processes (e.g. haemophilia, liver
dysfunction, anticoagulant therapy), severe bleeding can occur also following
minimal procedure with faultless surgical technique. Whatever the cause, massive
bleeding and its therapeutic correction lead to an unavoidable secondary coagulo-
pathy caused by consumption and dilution of clotting factors, acidosis, and hypo-
thermia [3]. Of these risk factors, hypothermia is without doubt the most important
as it causes a depression in platelet activity, hinders the reactions of clotting
enzymes, and impairs the fibrinolytic balance. At temperatures lower than 34°C, the
dysfunction of haemostasis is equivalent to that observed in haemophilia B patients
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with a 33% deficiency of factor IX activity. In addition, low body temperature
impairs the activity of fibrinolysis inhibitors with a consequent quicker clot lysis
[3, 9]. Dilutional thrombocytopoenia is also very common in patients with severe
bleeding, particularly in those receiving transfusion volumes in excess with a
platelet count decreased by about 60% after replacement of one blood volume [2].
The factors described above induce a vicious cycle that amplifies the coagulation
dysfunction and may lead to uncontrollable bleeding.

Surgical bleeding: conventional therapy and new options

The initial resuscitation of a surgical patient with severe haemorrhage is based on
surgical control of the bleeding source, and on the rapid replacement of blood losses
by means of fluid and blood derivatives infusion. Each effort should be aimed at
stopping the ongoing bleeding. Standard treatment includes surgical ligation of the
vessels responsible for the bleeding, packing the bleeding area, and, as last resort,
radiological intervention on vessels leading to the bleeding area. Medical therapy
with fluid and blood derivatives usually plays a role in supportive therapy, but it
can be also decisive in patients with primary (e.g. haemophilia) or secondary (e.g.
oral anticoagulant) coagulopathy [2, 10].

During the last several years, there have been many advances in our knowledge
of haemostatic processes, and different innovative therapies have been proposed.
Nevertheless, the medical therapy of a bleeding patient is still largely empirical.
One of the major limitations is the lack of real-time, accurate, and bed-side testing
to evaluate the various haemostatic pathways and processes. In this field, throm-
boelastography appears to be a very promising technique, since it allows real-time
and bedside analysis of clot formation and lysis [10]. However, the widespread use
of this technique is scarce and it is instead restricted to specific settings, such as
cardiac and transplantation surgery. Therefore, in clinical practice therapeutic
decisions are often based on nonspecific physiological parameters and on the
experience of the operative team. In addition, the effectiveness of many haemostatic
drugs has been tested only in specific subgroups of patients and thus cannot be
simply applied to all bleeding settings. For instance, tranexamic acid and e-amino-
caproic acid, two antifibrinolytic drugs, are very effective in the control of bleeding
in patients with congenital coagulopathies who have undergone dental extraction
or with oesophageal varices haemorrhage, and their use in cardiac surgery reduces
the requirement of blood transfusion and the incidence of re-thoracotomy for
postoperative bleeding [11, 12]. However, the efficacy of these two drugs is very
modest when used in other types of surgical bleeding. Similarly, desmopressin,
which exerts its effect by increasing plasma levels of factor VII and von Willebrand
factor, has been successfully used to prevent and reduce surgical bleeding in patients
with acquired or congenital defects of haemostasis (e.g. haemophilia A, uraemia,
cirrhosis) [13, 14]. Nevertheless, its effect is poor in bleeding patients with normal
haemostasis. To sum up, many haemostatic drugs still lack documented efficacy and
they should never be used as a substitute for surgical control of bleeding.
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Surgical therapy is sometimes not immediately available (i.e. trauma in a
secondary hospital) or it is unable to stop the bleeding. At the same time, replace-
ment and medical therapy are often incapable of maintaining adequate blood
volume, and a large number of infusions can lead to secondary coagulation disor-
ders and pulmonary oedema, both of which strongly influence patient outcome
[10]. In this setting, recombinant activated factor VII (rFVIIa) appears to be a
promising adjunctive therapy to manage life-threatening bleeding also in non-hae-
mophiliac patients [15, 16]. Based on current insight into the function of blood
coagulation, the pro-coagulative action of rFVIIa is due to: (a) the generation of
thrombin after binding with tissue factor (TF), exposed at the site of tissue injury
or vascular lesion; (b) the generation of a thrombin burst after binding on the
surface of activated platelets; this mechanism depends only in part on TF exposure;
(c) inhibition of fibrinolysis by activation of thrombin-activated fibrinolysis inhi-
bitor [17]. These mechanisms explain the localised and time-limited effects of
rFVIIa and, thereby, its low thrombotic potential.

rFVIIa has been available for the management of bleeding in haemophilia
patients with inhibitors for many years. However, a growing body of literature
suggests that rFVIIa can also be regarded as a potent pro-haemostatic agent either
in patients with various primitive coagulation disorders or in patients with other-
wise normal haemostasis but who experienced severe bleeding due to trauma and
surgery [17]. In this latter class of patients, initial experiences with rFVIIa appear
to be very encouraging. Apart from its use as a preventive strategy to reduce
intra-operative bleeding, rFVIIa provided effective control of bleeding with a
significant decrease in transfusion requirement when used in surgical patients with
excessive and life-threatening haemorrhage, and in whom all other therapeutic
measures had failed [15–17]. In two surveys, carried out in the UK and Australia,
on the use of rFVIIa as a rescue therapy for severe haemorrhage [18, 19], 65% of
patients received rFVIIa after a surgical procedure, with a decrease or cessation of
ongoing bleeding in about 80% of cases. A recent retrospective single-centre
analysis on ten patients with excessive bleeding showed that rFVIIa therapy re-
duced the transfusion requirement but did not increase survival rate compared to
patients who had not received rFVIIa [20]. However, in the treated patients rFVIIa
was used as a ‘last ditch’ response to control bleeding, i.e. in patients who were
transfused before rFVIIa administration. It is obvious that, under such a condition,
patient survival depends on the extent of organ failure induced by blood loss and
transfusions rather than on the late control of bleeding. Unfortunately, there are
no randomised clinical trials on the use of rFVIIa in such patients, which is not
surprising since massive blood loss is not a day to day occurrence.

A particular type of critical bleeding occurs in patients with intracerebral
haemorrhage (ICH). It was recently reported that ICH expands over time because
of persistent bleeding from the primary source and mechanical disruption of the
surrounding vessels [21]. The volume of the haematoma is a critical determinant
of mortality and functional outcome; thus, prevention of haematoma enlargement
by ultrahaemostatic therapy should be a primary goal in the management of ICH
patients [22]. To this aim, rFVIIa would seem to be a very attractive option, based
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on its rapid pan-haemostatic effect; this hypothesis was confirmed in a recent
randomised trial [23]. The use of rFVIIa within 4 h after the onset of ICH limited
spreading of the haematoma and decreased mortality or severe disability from 69%
to 53% of patients. A small increase (from 2% to 7%) in the number of adverse
thromboembolic events (i.e. myocardial ischaemia and cerebral infarction) was
observed in patients treated with rFVIIa, but the overall frequency of fatal or serious
adverse events did not differ from that of placebo. Therefore, rFVIIa can be
considered as a first-line therapy to improve survival and functional outcome in
patients with ICH.

rFVIIa in life-threatening bleeding: personal experience

In our institution the use of rFVIIa in non-haemophilic patients with life-threaten-
ing bleeding has been guided by an internal protocol since September 2003. The
protocol was established by a multidisciplinary group that included specialists
involved in the management of critical bleeding, and it is aimed at providing
clinicians with a useful tool for the treatment of such difficult patients (Fig. 1a, b).
In accordance with this protocol, between October 2003 and June 2005, 22 patients
received rFVIIa for severe uncontrolled bleeding: ten patients in the perioperative
period, four after trauma, three with ICH, and five with miscellaneous causes of
bleeding. A pre-existing coagulopathy was present in nine patients: six with severe
liver disease, two with anticoagulant therapy and two with an acquired throm-
bocytopoenia. A single dose of 90 mg rFVIIa/kg was used in 15 patients, two doses
in four patients and three doses in three patients. The mean time period between
subsequent administrations was 4 h (2–12 h). Seventeen patients (77%) achieved
complete or partial control of bleeding after rFVIIa; among these patients the
survival rate at ICU discharge was 88%. In five patients (23%) rFVIIa was ineffec-
tive: two of the patients had massive bleeding during OTL, one patient had uncon-
trolled haemorrhage during vascular surgery, and two patients were treated after
thoracic trauma. None of these patients survived and the cause of death was
haemorrhagic shock. Nonetheless, as reported in all clinical experiences published
thus far, the transfusion requirements in our patients were significantly reduced
after rFVIIa administration. The number of transfusions of red packed cells was
reduced from a mean of 2.5 U/h before to 1.7 U/h after drug administration, and the
need for fresh frozen plasma decreased from 450 ml/h to 350 ml/h after rFVIIa.
Clinical, instrumental, and post-mortem examinations did not reveal any sign of
vascular thrombosis in the treated patients.

In spite of growing evidence that rFVIIa may have an important role in the
management of severe bleeding, there are still a few unresolved issues regarding
its use in surgical patients. Neither the optimal dose of rFVIIa nor how often the
dose should be repeated has been precisely defined. A wide range of doses have
been used in trauma and surgical patients, but for the most part clinicians admi-
nister doses up to 90 mg/kg, as suggested for haemophilia patients. The half-life of
rFVIIa is about 2 h; thus, it may be reasonable to repeat rFVIIa administration
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Fig. 1a-b.

JC Hemphill et al.
Stroke 2001, 32: 891-897
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every 2–3 h if haemorrhage persists. However, so far, only few studies have reported
the need for multiple doses of rFVIIa in surgical or trauma patients. While rFVIIa
treatment of patients with disseminated intravascular coagulation (DIC) is contro-
versial, recent reports described its successful use in several patients with DIC [24,
25]. Therefore, the contraindication of rFVIIa in patients with DIC should be
re-considered. Another unanswered question regards the optimal timing of rFVIIa
administration. From a theoretical point of view, the earlier the control of bleeding,
the lower the complications related to haemorrhage, such as secondary coagulo-
pathy, acidosis, and hypothermia. In this respect, some authors sustain that rFVIIa
should be given as early as possible [15, 17]. Unfortunately, the lack of a safety profile
in non-haemophilia patients hinders the use of rFVIIa as a first step drug in the
management of severe surgical bleeding. Apart from its use in treating intracerebral
haemorrhage, rFVIIa should currently be considered as a second-line therapy, to
be used when conventional therapies are not available or are unable to control
ongoing bleeding.
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Transfusion triggers in surgery

P. VAN DER LINDEN

The adequacy of any haemoglobin concentration in a given clinical situation
depends on whether a sufficient amount of oxygen is carried to the tissues to meet
their metabolic requirements. Therefore, the decision to transfuse a given patient
cannot be based solely on the haemoglobin level. Rather, rigid adherence to an
arbitrarily pre-defined transfusion threshold will result in the over-transfusion of
some patients, but also in the under-transfusion of others [1]. A better knowledge
of the physiologic responses that develop during acute isovolaemic anaemia and
of the clinical factors that can limit the ability of the organism to maintain adequate
tissue oxygenation in these situations will allow the clinician to better define the
transfusion trigger for each patient in the pre- and post-operative periods.

Physiologic response to acute anaemia

The maintenance of tissue oxygen delivery during an acute reduction in red blood
cell concentration depends on both an increase in cardiac output and an increase
in blood oxygen extraction [2]. These two mechanisms require ‘normovolaemic
conditions,’ i.e. the preservation of an ample circulating blood volume.

The cardiac output response

Cardiac output increases during isovolaemic anaemia, mainly through an increase
in stroke volume [2]. Heart rate may also contribute, but only in awake patients [3].
The rise in stroke volume appears closely related to the decrease in haematocrit
[4], with the reduced blood viscosity resulting in an augmented venous return and
a decreased total peripheral vascular resistance. The latter results essentially from
the reduced blood viscosity but might also be related to a decreased scavenging
capacity of blood to inactivate nitric oxide [5]. These changes in cardiac loading
conditions lead to improved myocardial function, while direct enhancement of
myocardial contractility has also been described [6]. Finally, the adequate cardiac
output response to isovolaemic anaemia also depends on the presence of an intact
autonomic nervous system and a-adrenergic tone [2, 7].
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The oxygen extraction response

The second compensatory mechanism, allowing blood oxygen extraction to in-
crease, aims at a better matching of oxygen delivery to oxygen demand at the tissue
level. This mechanism entails physiologic alterations occurring at both the systemic
and the microcirculatory level.

At the systemic level, a better matching of oxygen delivery to tissue oxygen
demand requires a redistribution of blood flow to areas of high demand, such as
the brain and the heart, such that the oxygen held in the venous blood is utilised
more effectively [8]. This exceptional increase in blood flow to the brain and the
heart occurs because these organs are ‘flow-dependent’ tissues, in contrast to
others, e.g. the splanchnic area, the kidneys, and the skin, which are ‘flow-inde-
pendent.’ ‘Flow-dependent’ organs extract most of the oxygen available, even
under basal conditions, and cannot increase oxygen extraction further to meet their
metabolic requirements.

Coronary blood flow increases even more than cerebral blood flow as myocar-
dial oxygen demand increases during anaemia. When haematocrit is reduced to
10–12%, myocardial oxygen consumption more than doubles [9]. Under these
conditions, coronary vasodilatation is near maximal. Below a haematocrit of 10%,
coronary blood flow can no longer match the increased myocardial oxygen de-
mand, and ischaemia develops, resulting in cardiac failure. This is in accordance
with experimental data showing a decrease in systemic oxygen uptake at haema-
tocrit values close to 10% [10].

Excess of perfusion of the brain and heart occurs at the expense of ‘flow-inde-
pendent’ organs. Relative vasoconstriction occurs in some tissues so that renal,
mesenteric, and hepatic blood flows are proportionately less than the total cardiac
output response. This regional blood flow redistribution among organs is partly
due to a-adrenergic stimulation but is unaltered in the presence of b-adrenergic
blockade [11].

At the microcirculatory level, several physiologic adjustments contribute mar-
kedly to provide a more efficient utilisation of the remaining oxygen content of the
blood [12]. The main effect of haemodilution on the microcirculation is an increase
in red blood cell velocity, which allows the red blood cell flux in the capillaries to
be maintained up to a systemic haematocrit of 20%. This increased flow velocity
stimulates arterial vasomotion and provides a more homogeneous distribution of
the red cells within the capillary network [12]. By shortening the transit time, the
increase in red blood cell velocity may also reduce the loss of oxygen before it
reaches the capillaries, and thereby improve oxygen transfer to the tissues.

An increase in the ratio of the microcirculatory to systemic haematocrit has also
been demonstrated [13]. This phenomenon has been related to the complex inter-
actions between axially migrating red blood cells (Fahraeus effect) and the hetero-
geneous nature of the microcirculatory network.

Finally, changes in the dynamics of the haemoglobin molecule could result in
more efficient tissue oxygen delivery in anaemia. Indeed, a right shift of the
oxyhaemoglobin dissociation curve, which enhances oxygen release at constant
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oxygen tension, begins at haemoglobin level of 9 g/dl and becomes more prominent
when levels are below 6.5 g/dl [14]. This phenomenon, resulting from increased
synthesis of 2,3 diphosphoglycerate, appears with declining haemoglobin after
12–36 h.

Tolerance and clinical limits of anaemia

‘Critical’ level of anaemia

Maintenance of adequate tissue oxygenation during acute isovolaemic anaemia
depends on the physiologic adjustments described above. Several studies have
demonstrated that both the cardiac output response and the oxygen extraction
response are involved already in the early stages of isovolaemic anaemia [15]. These
responses allow the maintenance of tissue oxygen balance until the haematocrit
falls to about 12–10%. Below this ‘critical’ value, oxygen delivery can no longer
match tissue oxygen demand and cellular hypoxia will develop. Critical haemoglo-
bin value could therefore be defined as the value of haemoglobin below which
oxygen uptake becomes delivery-dependent.

Experimental studies in animals have demonstrated this critical haemoglobin
value to be around 4.0 g/dl [16]. Corresponding values are obviously difficult to
obtain in humans. Weiskopf et al. [17] showed, in healthy conscious volunteers,
that tissue oxygenation remains adequate during severe isovolaemic haemodilu-
tion up to an haemoglobin value of 5 g/dl. Carson et al. [18] observed that the risk
of death is low in patients with postoperative haemoglobin concentration between
7 and 8 g/dl. However, as postoperative haemoglobin value falls, the risk of morta-
lity and/or morbidity rises and becomes extremely high below 5–6 g/dl. Van Woer-
kens et al. [19] studied a Jehovah’s Witness patient who died from extreme haemo-
dilution and observed a critical haemoglobin value of 4 g/dl. Tolerance to severe
acute isovolaemic haemodilution not only depends on the integrity of the compen-
satory mechanisms but also on the level of tissue oxygen demand. For a given
cardiac output and oxygen extraction response, any increase in tissue oxygen
demand will require a higher haemoglobin level and therefore will reduce the
patient’s tolerance of haemodilution.

Factors associated with decreased tolerance of isovolaemic anaemia

Any factor altering either the cardiac output response or (and) the oxygen extrac-
tion response will also reduce the patient’s tolerance of acute anaemia (Table 1).
Maintenance of adequate volume replacement is of paramount importance. The
cardiac output response to haemodilution may be reduced in the presence of
altered myocardial contractility. Acute administration of negative inotropic agents,
such as b-blocking agents, results in a decreased cardiac output response during
haemodilution [20].
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Table 1. Factors altering the physiologic response to isovolaemic anaemia

Factors associated with decreased cardiac output response
- Hypovolaemia
- Cardiac failure, negative inotropic agents (i.e. b-blocking agents)
- Coronary and valvular diseases

Factors associated with decreased O2 extraction response
- Sepsis
- Acute respiratory distress syndrome (ARDS)
- Systemic inflammatory response syndrome (SIRS)
- Ischaemia-reperfusion syndrome
- Vasodilating drugs

Factors associated with altered gas exchanges
- ARDS
- Chronic obstructive pulmonary disease

Factors associated with increased O2 consumption
- Fever
- Pain, stress, anxiety
- Sepsis, SIRS
- Hyperventilation syndromes

Coronary artery disease will obviously limit the tolerance of the heart to isovo-
laemic haemodilution. As myocardial oxygen extraction is already nearly maximal
in resting conditions, the maintenance of myocardial oxygen consumption depends
essentially on the increase in coronary blood flow. Therefore, the coronary reserve
(the ratio between maximal coronary blood flow and resting coronary blood flow)
is significantly reduced during haemodilution—especially in coronary artery dis-
ease patients, who already have decreased maximal coronary blood flow. The lowest
tolerable haematocrit in coronary artery disease patients is not known but experi-
mental data on animals with extrinsically applied coronary stenosis have demon-
strated a significant increase in the critical haematocrit level to 17–18% [21]. Even if
coronary artery disease patients may tolerate some degree of haemodilution intra-
operatively, they will require a higher haematocrit in the early postoperative period
in order to meet the increased tissue, and especially cardiac, oxygen demand.
Cardiovascular disease patients having a lower preoperative haematocrit have a
higher risk of death than non-cardiovascular disease patients with the same preo-
perative haematocrit [22]. A similar interaction was observed between cardiovas-
cular disease and postoperative haemoglobin level [18].

In patients with no evidence of cardiovascular disease, age alone does not seem to
be a major factor in determining tolerance to anaemia, although compensatory me-
chanisms to an acute reduction in blood oxygen content might be less efficient [23].

Respiratory insufficiency will also limit the physiologic adjustment to acute
anaemia. On the one hand, altered arterial oxygenation participates in the de-
creased oxygen-carrying capacities of the blood; on the other hand, haemodilution
may have a deleterious effect on pulmonary gas exchange, possibly through attenua-
tion of hypoxic pulmonary vasoconstriction[24]. Although the optimal haematocrit
during respiratory insufficiency is not known, patients with chronic respiratory
failure develop polycythaemia in an attempt to maintain adequate tissue oxygen
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delivery. Szegedi et al. [25] recently observed that, during one-lung ventilation,
mild haemodilution impairs gas exchange in patients with chronic obstructive
pulmonary disease, but not in patients with normal lung function.

In critical illness, most of the compensatory mechanisms for anaemia are
reduced by the presence of hypovolaemia, hypoxaemia, depressed myocardial
function, and/or altered tissue oxygen extraction capabilities. In addition, tissue
oxygen demand is often increased in these situations, due to fever, pain, stress, and
increased respiratory work. It is therefore not surprising that anaemia is associated
with an increased risk of morbidity and mortality in critically ill patients, especially
in those with cardiovascular disease. However, there is no evidence in the literature
that the use of a more liberal transfusion strategy in this ‘at risk’ population is
associated with a better outcome [26].

Anaesthesia (or sedation) and ventilatory support have been used in severely
anaemic patients in an attempt to reduce their oxygen consumption. However,
anaesthesia can alter the physiologic adjustments to isovolaemic haemodilution at
different levels (Table 2). Because most anaesthetic agents depress in a dose-de-
pendent manner the cardiovascular and the autonomic nervous system, it could
be hypothesised that the most striking effect of anaesthesia would be a decreased
cardiac output response to isovolaemic haemodilution. This hypothesis has been
confirmed recently (Fig. 1) [3]. As anaesthesia decreases the cardiac output res-
ponse to isovolaemic haemodilution, but could also decrease tissue oxygen de-
mand, the effects of anaesthesia on patient’s tolerance to severe anaemia (‘critical’
haemoglobin level) will depend on the balance between these two effects. Recent
experimental data demonstrated that increasing the depth of anaesthesia is asso-
ciated with a greater depressant effect on the cardiac output response than the
reduction of the metabolic demand, resulting in a decreased tolerance to acute
isovolaemic anaemia [27].

Table 2. Possible effects of anaesthetic agents on the physiological response to haemodilution

Effects on the cardiac output response
- Alteration in cardiac loading conditions
- Negative inotropic properties
- Depressed autonomic nervous system activity

Effects on the O2 extraction response
- Vasodilation
- Depressed autonomic nervous system activity

Effects on gas exchange
- Decreased functional residual capacity

Effects on tissue oxygen demand
- Relief of pain, stress, anxiety
- Decreased myocardial oxygen demand (negative inotropic and chronotropic effect)
- Decreased muscular activity

Transfusion triggers in surgery 699



The transfusion trigger

The adequacy of any haemoglobin concentration in a given clinical situation
depends on whether a sufficient amount of oxygen is carried to the tissues to meet
their oxygen requirements. Clinical signs of inadequate tissue oxygenation during
anaemia (e.g. tachycardia, postural hypotension, dizziness) are very sensitive, but
non-specific. Moreover, they are usually absent in sedated or anaesthetised pa-
tients. In critically ill patients, the mixed venous oxygen saturation (SvO2) is
frequently used to detect the development of an imbalance between oxygen supply
and uptake. In a Jehovah’s Witness patient dying from extreme haemodilution, the
critical haemoglobin level was reached at a SvO2 value of 56% and an oxygen
extraction ratio of 44% [19]. Several clinical observations have led to the suggestion
that SvO2 (or the oxygen extraction ratio) might be a reliable physiologic guide to
transfusion [28, 29].

Fig. 1. Effects of anaesthesia on cardiac output response to isovolaemic haemodilution.
Closed circles, plain lines Awake patients (n = 20), open circles, dotted lines anaesthetised
patients (n = 20);* ~0.01 vs baseline; # significant different response to acute normovolaemic
haemodilution between groups. (Adapted from [3])
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Only a few well-conducted studies have evaluated the efficacy of transfusion
strategies based on the haemoglobin level. Carson et al. [30] recently reviewed the
ten randomised trials comparing the effects of a ‘liberal’ vs ‘restrictive’ transfusion
strategy, based on a specified haemoglobin (or haematocrit) concentration, on
short-term outcome (n = 1780 patients). Application of a restrictive strategy signi-
ficantly reduced the likelihood of a patient requiring transfusion and the number
of blood units transfused, without affecting the patient’s outcome. It must be
emphasised, however, that none of theses studies evaluated very anaemic patients
(haemoglobin level < 7.0 g/dl). Even in patients with acute coronary syndrome, the
application of a more ‘liberal’ transfusion strategy remains controversial [31–33].
The major problem with studies assessing the effectiveness of different transfusion
strategies is that they also evaluate the efficacy of red blood cell transfusion. Most
of the studies evaluating the efficacy of transfusion strategies were carried out
before the implementation of universal leukoreduction, which by itself might have
an impact on the mortality and morbidity associated with blood transfusion [34].
The real efficacy of allogeneic red blood cells older than several days to improve
oxygen delivery at the tissue level remains discussed [35, 36].

In view of the current literature, it is unlikely that any level of haemoglobin can
be used as a universal threshold for transfusion. The decision to transfuse an
individual patient will depend on medical judgement taking into account not only
the haemoglobin concentration, but also the physical status of the patient (his/her
physiological reserve), the clinical conditions (ongoing blood loss, sepsis, sedation,
etc.), and the available monitoring.

Conclusions

During anaemia, the acute decrease in blood oxygen-carrying capacities elicits
physiologic adjustments, occurring at both the systemic and the microcirculatory
levels, which result in an increased cardiac output and an increased tissue oxygen
extraction. These are very efficient as they allow the maintenance of tissue oxygen
delivery up to a systemic haematocrit of 10–15% in resting conditions. In patho-
physiologic situations, tolerance to acute anaemia will depend on the ability of the
organism to recruit each mechanism, and on the level of tissue oxygen demand. In
any case, maintenance of adequate circulating blood volume is of paramount
importance. In the perioperative setting, SvO2, normally used to detect the deve-
lopment of an imbalance between oxygen supply and uptake, might be a reliable
physiologic guide to transfusion. The decision to transfuse a given patient should
not be based on the haemoglobin level only.
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TRAUMA AND DISASTER MEDICINE



Pre-hospital trauma care: controversial aspects

G. BERLOT, B. BACER, S. ROCCONI

No one doubts that opening the airways and clearing them from foreign bodies (A
= airways), promoting gas exchange (B = breath) and making the blood deliver
oxygen to the tissues (C = circulation) represent the fundamental steps in the
treatment of trauma patients. Actually, if one translates the ABC priorities into the
corresponding procedural steps, it is possible to create a new acronym, namely VIP
(ventilation, infusion and pump [or perfuse]). Yet, despite these widespread per-
suasions, there is not as much agreement upon the ways to achieve these goals. As
a matter of fact, the entire (relatively) brief history of critical care has been marked
by some hotly debated issues, including the ‘crystalloid–colloid controversy’, the
‘stay and play vs scoop and run’ approach to severely injured patients, the compu-
ted tomography vs chest x-ray for the diagnosis of pneumothoraces, the optimal
levels of positive end-expiratory pressure, etc. Despite the relevance of the debated
points and the high scientific ranks of the advocates of the different approaches,
no study has definitely demonstrated that one given option is always the best in all
circumstances. In other words, an up-to-date reader of the scientific journals
dealing with these issues can hardly draw a firm conclusion on the strategy to adopt
in his or her daily clinical work.

Securing of the airways

It is worthwhile to recall that the immediate tracheal intubation (TI) of trauma
patients has two main goals: namely (a) the prevention and/or treatment of hypo-
xaemia, which is rather common in the immediate post-traumatic phase and which
is considered, along with arterial hypotension, the main factor responsible for
secondary brain injury [1, 2]; and (b) the prevention of aspiration in patients unable
to protect their airways [3]. Despite these advantages, different authors have
demonstrated that patients intubated at the scene of the accident presented a worse
prognosis as compared with those who received the TI on their arrival at the
emergency department (ED). In a poorly randomised study performed on a pae-
diatric population, Gausche et al. [4] demonstrated that both survival and the
neurological outcome were similar in patients who were treated with bag-valve
mask (BVM) and in those who were tracheally intubated on the scene; interestingly,
TI was successful in only 57% of children in whom it was attempted and several
misplacements or mislodgements of the tube occurred in this group. In other
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words, in this patient population TI apparently caused more harm than good. In
another study [5] comparing major trauma patients treated with BVM or TI
performed by emergency medicine technicians (EMT) without the assistance of
sedatives and muscle relaxants, a remarkably better outcome was demonstrated in
the BVM group. In the TI group, the mortality exceeded 90%. However, it must be
remarked that the feasibility of TI without drugs is a strong indicator of a grim
prognosis [6], thus making it difficult to conclude positively that TI is harmful by
itself. Recently, Di Bartolomeo et al. [7] demonstrated that the outcome of severely
head-injured patients was not affected by either the levels of intervention (ad-
vanced trauma care performed by experienced anaesthetists involved in the helicopter
emergency medical system [HEMS] vs expanded basic life support performed by
registered nurses) or the type of transportation to the ED (helicopter vs ground
ambulance); the authors attributed this result to the high level of training of the
ground ambulance teams who were specifically trained in trauma care. Inde-
pendently from the relevant role played by highly trained personnel working in the
ground ambulances, these results are in sharp contrast with a previous study from
the same group in which a remarkably better outcome was demonstrated in
patients treated by the HEMS [8]. If these studies clearly indicate that on-the-scene
TI could be harmful or ineffective in terms of outcome improvement, other inves-
tigators demonstrated exactly the opposite. Winchell et al. [9] reported a better
outcome in tracheally intubated patients with impending or established apnoea
associated with a depressed level of consciousness as compared with patients
treated with BVM only (the mortality rates were 26.0 and 36.2%, respectively).
Interestingly again, the rate of successful TI was only slightly higher than 50%, and
this could have contributed to the higher mortality in patients in whom TI could
not be performed, who were treated with the BVM. Another study demonstrated
that the introduction of physicians specifically trained in critical-care medicine in
helicopter-transported teams previously manned by paramedics was associated
with both an increased rate of on-the-scene TI (51 vs 10%) and an overall improve-
ment of the outcomes [10]. As stated above, it is difficult to draw definite conclu-
sions from these conflicting studies, yet some considerations can be made.

First, as underlined by a recent statement of the Eastern Association for the
Surgery of Trauma [11], the maintenance of oxygenation and the prevention of
asphyxia are the cornerstones of the treatment of trauma victims unable to breath
spontaneously and/or at risk of aspiration. Although different devices have been
developed and used to this aim, including laryngeal mask airways, Combitube, etc.,
TI remains the gold standard against which all these approaches must be chal-
lenged. However, its use is not risk-free and requires both an appropriate level of
manual skill and the safe use of drugs whose actions and side-effects must be known
and recognised. As it appears from the above-quoted studies, in trauma patients
TI appears safe and cost-effective in terms of outcomes, provided that (a) it is
performed by adequately trained professionals, able either to secure the airways in
a short time in the vast majority if not all patients; and (b) the same individuals
must be able to adopt alternative measures when TI is unfeasible. These operative
capabilities apply to physicians particularly trained in the management of the
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airways. Second, a safe and rapid TI may not be sufficient to prevent death or
disabling neurological consequences: other conditions exist in trauma patients,
which may contribute to these poor outcomes. Indeed, in a study in 1994, Stocchetti
et al. [12] demonstrated that roughly 10% of in-hospital early post-traumatic deaths
were clearly preventable and that the underlying causes were hypoxaemia or
hypotension occurring alone or in association. It must be recalled that both
conditions may be caused by pneumothorax (PNX), whose deleterious effects can
be precipitated by the mechanical ventilation used after the TI. Then, it follows that,
although the appropriate management of the airway remains an absolute priority,
this is only the beginning and the on-the-scene subsequent care of trauma patients
must be performed by professionals specifically trained in the recognition and
treatment of these harmful conditions. In settings where emergency care is pro-
vided by professionals with heterogeneous training and background (EMT, trained
police officers and fire fighters, volunteers, etc.), these goals are hardly accom-
plished. Conversely,whenskilledphysiciansareinvolved,thesecomplicationsarefully
diagnosed and treated: in a recent study comparing the effect of different approa-
ches on the outcome of trauma patients [13], TI and PNX drainage were performed
in 91 and 25% of patients treated by HEMS-operating anaesthetists, as compared
with much lower rates of these procedures performed by ground ambulance teams,
which, in the vast majority of cases, did not include these professionals. In our
region, similar rates of TI and PNX drainage by means of a small-sized thoracotomy
performed in the pre-flight phase have been accomplished by the anaesthetists
operating in the regional HEMS.

Finally, the TI–BVM controversy should not be considered as a component of
the wider ‘scoop and run vs stay and play’ debate. Although there is no doubt that
in the presence of active bleeding, the definitive care must be supplied in the
surgical suite, yet it is not conceivable even in the most extreme conditions that an
asphyxiating patient could be rushed to the hospital without securing the airways
and looking for other immediate life-threatening injuries. This applies also to
situations where multiple patients must be triaged and cared for simultaneously.
In a recent paper dealing with the treatment of the victims of terrorist attacks in
Israel, the only immediate procedures were the TI and the needle decompression
of PNX, which were performed either on-the-scene or en route to the ED [13]. Again,
these manoeuvres require specific training, which cannot be acquired only theore-
tically or with minimal practice. Actually, a suboptimal level of both basic and
advanced training could account for the negative results present in some studies
dealing with the high rate of complications of TI performed by medics [14] and the
worse outcome of patients in whom a considerable pre-ED time was spent in
attempting to establish an intravenous line [15].

In conclusion, there is no firm evidence that the TI is associated with detrimen-
tal effects, provided that is it is performed by trained physicians with a full
knowledge of the TI-related drugs, the related complications and the available
alternatives.
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Restoration of tissue perfusion

Along with maintenance of oxygenation, organ perfusion is the cornerstone of the
treatment of injured patients. Several reports indicate that, besides the severity of
injures, the appropriateness of the initial approach heavily influences the clinical
course and possibly the long-term consequences of trauma [16–18] and that the
inflammatory response eventually leading to the development of a later multiple
organ dysfunction syndrome (MODS) is primed by factors acting immediately after
the trauma [19]. This led to the concept of the ‘golden hour’, which represents a
theoretical timeframe during which the biological response to trauma is triggered
and every effort should be done to restore perfusion and tissue oxygenation in
order to prevent the activation of the mechanisms ultimately leading to a wide-
spread tissue inflammation and apoptosis [20, 21].

However, everyone involved in the pre-hospital treatment of trauma patients
recognises that the ‘golden hour’ hardly can be used as intended. At best, it means
‘the sooner, the better’. In everyday life, a ‘silver day’ intended as an interval to
correct tissue hypoxia appears a more realistic goal [22]. Behind this statement, a
number of open questions exist despite decades of investigations and thousands
of papers focused on the topic. First, is it safer to initiate a fluid resuscitation in the
field or to rush the patient(s) to the most appropriate hospital? Second, which are
the endpoints of the treatment in the pre-hospital phase? This latter question
appears to be particularly relevant, as both under- and overtreatment can worsen
the outcome and cause avoidable deaths. Actually, a number of circumstances
contribute to delay the restoration of the perfusion, including a prolonged extrica-
tion time, difficulties in securing an intravenous line, environmental factors, etc.

Two mutually exclusive lines of thinking have been developed, each with its
own rationale, advocates and detractors. The ‘scoop and run’ policy basically aims
to avoid further time gaps between the rescue and the prompt treatment of
surgically amenable injuries. Accordingly, only not-delayable, life-saving proce-
dures are performed, including securing the airways and decompressing tensive
PNX by means of needle puncture or field toracosthomy. This approach is the
opposite to the ‘stay and play’ strategy, which mandates a full stabilisation (i.e.
restoration of acceptable blood arterial pressure values) before the transportation.
Yet in the early 1990s, Bickell et al. [23] demonstrated that patients with penetrating
torso injuries who underwent an aggressive fluid resuscitation in the pre-hospital
phase had a worse prognosis compared to patients who were rapidly rushed to the
hospital; the authors attributed this result to different factors, including a longer
time elapsing between the injury and the definitive surgical repair of the bleeding
injuries, the resuscitation fluid-associated dilution of the coagulation factors and
a higher arterial pressure facilitating the escape of blood throughout torn blood
vessels. As stated above, other authors also demonstrated a worse outcome in
patients fluid-resuscitated in the field, even if they attributed this finding more to
the considerable time spent in attempting to establish an intravenous line than to
the fluid resuscitation itself [15].

Due to the lack of clinical trials compatible with the evidence-based medicine
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(EBM) criteria, in 2001 the Cochrane Group stated that, at the time, there were
insufficient data to conclude that early and/or large-volume administration is of
any benefit in uncontrolled haemorrhage [24], and the situation has not yet
changed. However, if taken to its extreme consequences, this statement could lead
to a pretty nihilistic attitude during the pre-hospital and the immediately post-
admission phase, delaying the restoration of volaemia until the diagnostic workup
has been completed. This approach could increase the already elevated rate of
potentially avoidable deaths of trauma patients, which are mostly caused by
untreatable hypotension resulting from advanced hypovolaemia, alone or in
association with hypoxaemia [17, 25]. Moreover, there are circumstances in which
an aggressive fluid resuscitation and/or the use of vasopressors is warranted, as
in the case of a coexisting head trauma, when a prolonged hypotension sets the
stage for the occurrence of secondary brain injuries, which carry devastating
consequences, or in patients with extensive burns and massive musculoskeletal
injuries [26, 27].

Thus, although in the absence of the above-quoted clinical indications, the
administration of large volumes of fluids is not advisable until active bleeding
focuses have been excluded; nevertheless, it can be concluded that: (a) the position-
ing of multiple large-bore intravenous lines is mandatory provided that this
manoeuvre does not imply a substantial delay in transportation; (b) in the presence
of penetrating injuries of the torso or other clearly exanguinating injuries (i.e.
major vessel injuries), the time spent on the scene cannot be justified by the
obtainment of ‘normal’ arterial pressure values; and, finally, (c) fluid resuscitation
as well as the concomitant use of vasopressors should be titrated more on the
clinical condition and on some therapeutic target, rather than on algorithms that
do not take into account the ongoing change of perfusion.

The endpoints of volume resuscitation

Similar to all pathological states, if one decides to start fluid resuscitation, some
clues are needed to up- or down-regulate the volume administered. This point
appears vital as severe clinical consequences can derive from an inappropriate
administration of fluids. Unfortunately, the most common markers of hypovolae-
mia and/or hypoperfusion monitored in the pre-hospital phase, the arterial pres-
sure (AP) and the heart rate (HR), are also the least reliable to drive the therapy
[28, 29]. Moreover, these signs can also be influenced by factors apart from the
trauma itself, including the effect of drugs and alcohol, the presence of medullary
injuries, the action of drugs, etc. Under-resuscitation can lead to a poor outcome
through two different pathways. In the first case, the hypoperfusion is severe and
acute, ultimately leading to irreversible damage of the brain and/or death. This
scenario appears relatively common, as a considerable number of in-hospital
preventable deaths still occur in the early post-admission phase due to hypovolae-
mia [17, 25]. In the second case, a less severe but long-lasting hypoperfusion is
present, leading to a gradual deterioration of organ function till a full-blown MODS
occurs [20]. A hypoxia-driven translocation of germs and/or germ-derived sub-
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stances from the gut lumen to the bloodstream likely plays a major role in the
initiation and maintenance of this condition [20, 21].

As a matter of fact, the diagnostic tools to investigate both the presence and the
extent of hypovolaemia in the pre-hospital setting are rather limited. One should
recognise that the commonly observed alteration in some haemodynamic vari-
ables, including AP, HR and the presence of peripheral cyanosis, can be caused by
factors different from hypovolaemia, including PNX, pain and hypothermia. Keep-
ing in mind these limitations, two approaches are possible [30–33]. The first starts
by considering as hypovolaemic every severely injured patient; based on this
assumption it appears safer to err on the overtreatment side and start an aggressive
volume infusion immediately and continue it until the diagnostic investigations
have confirmed or excluded a source of bleeding.

The continuation of the volume resuscitation en route to the hospital consti-
tutes a third policy of the treatment of trauma patients, namely the ‘run and play’
approach. The pro and cons of this extended ‘stay and play’ attitude have been
described earlier. The second approach is based on the gross evaluation of the
clinical conditions: in the presence of a disturbance of the consciousness it is safer
to obtain a relatively elevated arterial pressure (systolic arterial pressure 120–130
mmHg) to prevent the occurrence of a secondary brain injury, whereas lower values
(systolic arterial pressure 90 mmHg) are tolerated in trauma patients without any
neurological injury, provided that the arrival to the destination hospital does not
exceed 30–40 min. This latter strategy, practically consisting of a hypotensive
resuscitation, closely resembles a well-known and time-honoured anaesthesiolo-
gical practice, namely controlled hypotension, currently used in neurosurgery and
in other procedures requiring a blood-free surgical field.

As a matter of fact, despite the development of a number of diagnostic tools
aimed to detect both the efficacy of fluid resuscitation and tissue hypoperfusion in
critically ill patients, their application in the pre-hospital phase appears limited due
to the hopefully short time elapsing between the rescue and the admission, and the
technical limitations associated with the various techniques. Moreover, it should
be underlined that in critically ill patients, the time trends of biological variables
are more valuable than absolute values by themselves and the use of point-of-care
diagnostic technologies on the scene of trauma could supply, at best, a panel of
initial markers (i.e. blood lactate, base excess, etc.), whose variations should be
monitored in a more advanced phase of treatment. With these limitations in mind,
capnometry appears the only monitoring tool suitable for the pre-hospital phase,
as it can supply real-time information not only about the correct position of the
endotracheal tube, but also on both the haemodynamic and the pulmonary func-
tion in tracheally intubated and mechanically ventilated patients [34, 35].

Conclusions

Despite decades of studies and experiences, an EBM-based consensus on the most
appropriate treatment of trauma patients in the out-of-hospital setting has not yet
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been achieved. As a matter of fact, different approaches exist and no one has been
demonstrated clearly superior over the others for all the circumstances and for all
patients. A number of factors likely account for this finding. First, as the ABC
represents a goal, the different levels of training and expertise of professionals
trying to achieve it can be associated with different outcomes. Second, the most
appropriate approach differs in patients with penetrating or blunt injuries. Third,
similar to what has been hypothesised in other fields of critical-care medicine,
perhaps the mortality rate is a rather rough, albeit unequivocal, marker of either
outcome and/or appropriateness of care, and should be substituted with other
indices, including changes of some biological variables or the quality of life of
survivors. Finally, and likely most important, the on-scene treatment is the critical
link between the out-of-hospital chain-of-survival and the in-hospital system of
delivery of care, and weak points of either system can influence the outcome
independently from the others.
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The unstable trauma patient

G. GORDINI, M. MENARINI, E. BIGI

Major trauma patients demonstrate, with notable frequency, relevant alterations
to their principal physiological parameters, which are manifested at the scene of
the event. These alterations cause ‘instability’—a condition in which, without
intervention, the patient’s vital functions can be seriously compromised (even
fatally). ‘Instability’ is commonly referred to as haemodynamic alterations.

In this analysis, focusing in particular on the patient’s treatment from the
pre-hospital stage to arrival in the emergency room, the main problems that
determine the haemodynamic instability of the patient, the approach methodolo-
gies and evaluations and the need for a solid pre-hospital link will be examined.

The ideal response to major trauma is a trauma system

The survival of patients who have been victims of large-scale trauma indubitably
improves with a system approach. Research led primarily in the USA shows that
the reduction of morbidity and mortality due to a trauma is possible only through
a system approach, thus using all the available resources in the best way. The urgent,
various and often very complex diagnostic and therapeutic requirements of severe
trauma call for appropriate means, a multidisciplinary approach and a whole
organisation able to integrate the different professional competencies.

The development of an integrated system for the care of trauma patients
primarily involves the setting up of trauma centres of reference for the regional
network, facilities with integrated functions able to guarantee a timely assistance
and continuity of care during the different phases of the emergency.

The methodological approach to trauma patients

There is still no general agreement on what is the best strategy to approach the
trauma victim in the pre-hospital field. The concept of the ‘golden hour’ is still said
to be the critical time during which certain interventions, such as airway manage-
ment, fluid therapy and spinal stabilisation, may keep the patient alive or prevent
further deterioration until definitive care can be delivered.

This definitive care often, but not always, involves surgical interventions for the
control of bleeding or drainage of intracranial haemorrhage. Realistically, however,
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many patients do not reach the operating theatre until more than 1–2 hours have
elapsed since their injury, even in major urban trauma centres. A ‘golden hour’ is
also an unrealistic expectation for a patient with uncontrolled major haemorrhage
and profound hypotension, when the chances of survival and a good recovery
expire within minutes [1].

This affirmation becomes even more important when this is reported: ‘Inten-
sive care is a process, not a location. In the critically ill injured patient, it should be
started as early as possible without compromising or delaying emergency interven-
tions. Invasive monitoring and the involvement of clinicians trained in intensive
care should be routine in the emergency department’ [2].

From the first pre-hospital evaluation of the patient, it is evident that the
execution of vital support manoeuvres capable of maintaining the principal phy-
siological functions is of great importance, without interruption in the successive
phases.

Patients with haemodynamic instability

The theme of the patient with haemodynamic instability is highly relevant when
discussing the initial phases of treatment, from the pre-hospital phase to the
emergency room. Studies on preventable death show still elevated percentages of
possibly preventable and definitely preventable deaths. A recent study by Chiara
et al. [3] shows that: ‘A majority of avoidable deaths were found in patients with
treatable CNS injuries combined with haemorrhage or hypoxia. We believe that
early, aggressive field management of airway and haemorrhage by experienced,
trained pre-hospital personnel may have reduced the number of these deaths.’

The American College of Surgeons defines shock as a circulatory system abnor-
mality resulting in inadequate organ and tissue oxygen delivery. Shock can be
present in many forms, but the most common form in blunt and penetrating injury
that decreases circulating volume is haemorrhagic shock.

In the case of penetrating injury, as shown in Bickell’s classic study [4], the
initial strategy is the immediate transport of the patient to the hospital, without
wasting time positioning intravenous lines and beginning infusion (Bickell indi-
cates positioning an intravenous line during transport).

Regarding closed trauma, which constitutes the majority of cases in European
countries, there have been recent revisions relative to the strategy of infusion. Fluid
administration has been the cornerstone treatment for haemorrhagic shock; there-
fore, reaching normal pressure values was considered as the primary objective. The
rationale for fluid administration is that, by restoring normal volaemia and nor-
malising blood pressure, it guarantees a cardiac output and a perfusion pressure
sufficient to maintain the vital organs.

The objective is to find a way to support the circulation adequately to allow the
perfusion of the vital organs while trying to keep the risk of further bleeding as low
as possible. Maintaining arterial pressure values under normal pressure values is
a strategy that aims to reach this result.
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To be exact, there are two possible strategies in trauma: delayed resuscitation,
where fluid is withheld until haemostasis is definitively achieved; and permissive
hypotension, when fluid is given but the endpoint for resuscitation is lower than
normotension.

Research in studies of large animals [5] with uncontrolled haemorrhage found
that thrombus dislodgement occurred at a systolic blood pressure (SBP) of 80
mmHg (the expression ‘popping the clot’ describes this phenomenon). There is
still no definitive data regarding humans. A study by Dutton [6] concludes: ‘Titra-
tion of initial fluid therapy to a lower than normal SBP during active haemorrhage
did not affect mortality in this study. Reasons for the decreased overall mortality
and the lack of differentiation between groups likely include improvements in
diagnostic and therapeutic technology, the heterogeneous nature of human trau-
matic injuries and the imprecision of SBP as a marker for tissue oxygen delivery’.

Patients presenting in haemorrhagic shock were randomised to one of two fluid
resuscitation protocols: target SBP > 100 mmHg or target SBP of 70 mmHg.
However, it emerges from the data analysis that the average arterial pressure was
114 ± 12 mmHg in the first group and 100 ± 17 mmHg in the second, a difference
that is statistically significant but which evidently shows that the target of 70 mmHg
was not respected. A very high rate of severely traumatised patients who are
maintaining normal vital signs and urine output still suffer subnormal oxygen
delivery, evidenced by increased lactate. The Eastern Association for the Surgery
of Trauma guidelines report: ‘Standard haemodynamic parameters do not adequa-
tely quantify the degree of physiologic derangement in trauma patients. The initial
base deficit, lactate level or gastric pH can be used to stratify patients with regard
to the need for ongoing fluid resuscitation, including packed red blood cells and
other products, and the risks of MODS and death’ [7].

One aspect of great importance for the continuity of care of the patient is
represented by activation of the trauma team. Their activation, which can predict
different criteria for different realities in which they find themselves, both clinical
and organisational, assumes notable relevance in cases of patients who are hae-
modynamically unstable.

The fact that hypotension, or better still, the presence of signs and symptoms
of shock, are valid criteria for the activation of the trauma team is generally agreed
upon. Franklin [8] writes: ‘Prehospital hypotension remains a valid indicator for
trauma team activation. Even though most of the non DOA patients (492 of 598)
were stable on arrival to the ED, nearly 50% required operative intervention, and
an additional 25% required operative intervention, and an additional 25% required
intensive care unit admission. The trauma team should be activated and involved
with these patients early’.

Chan [9] comes to an interesting conclusion in a study that compares trauma-
tised patients with a pre-hospital arterial pressure of < 90 mmHg and normotensive
patients, and concludes that: ‘The injured patients who were hypotensive in the
out-of-hospital setting but normotensive upon ED arrival were more severely
injured and had more potential for blood loss than were the patients who were both
in the out-of-hospital setting and in the ED. Out-of-hospital hypotension may be a
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clinical predictor of severe injury, even in the face of normal ED SBP. Prospective
studies are indicated to validate this hypothesis.’

The strategy of permissive hypotension, whose efficacy needs to be proven in
future studies, should keep two vital elements in mind: the tolerance levels of
elderly trauma patients (less efficient physiologic compensatory mechanism, blood
pressure levels normally higher than younger patients) and the duration of con-
trolled hypotension (how long it is possible to maintain pressure levels below
normal, taking into consideration that times for definitive haemostasis are usually
quite high).

Moreover, in the patient with severe head injury, where cerebral perfusion
requires pressure values higher in respect to a blunt trauma without cerebral
lesions, the target of blood pressure probably needs to be higher, even if rando-
mised studies are lacking for this patient group.

Hypertonic solutions: what role?

The discussion on ideal fluid resuscitation in the unstable trauma patient has, for
many years, centred on which liquid to use: crystalloids or colloids? In recent years
hypertonic solutions have become more common. Two recent reviews have
highlighted some interesting conclusions.

On the use of colloids and crystalloids [10]: ‘There is no evidence from rando-
mised controlled trials that resuscitation with colloids reduces the risk of death,
compared to resuscitation with crystalloids, in patients with trauma, burns or
following surgery. As colloids are not associated with an improvement in survival
and as they are more expensive than crystalloids, it is hard to see how their
continued use in these patients can be justified outside the context of randomised
controlled trials.’

On the use of the hypertonic solution [11]: ‘This review does not give us enough
data to be able to say whether hypertonic crystalloid is better than isotonic and near
isotonic crystalloid for the resuscitation of patients with trauma, burns or those
undergoing surgery. However, the confidence intervals are wide and do not exclude
clinically significant differences. Further trials which clearly state the type and
amount of fluid used and that are large enough to detect a clinically important
difference are needed’.

An unpublished multicentric study on the use of hypertonic saline solutions in
trauma patients in hypovolaemic shock conducted in Italy (coordinated by Prof.
O. Chiara) demonstrates the safety of hypertonic solution infusions and the need
for minor infusions of liquid to reach pressure targets forecast in the studio (in this
case SBP = 110 mmHg).

In terms of outcome it has not been possible to demonstrate a positive effect of
hypertonic solutions on patients treated with these kinds of solutions; an analysis
of a subgroup of patients with severe head injury has shown an increase in survival
rates due to the improved control of intracranial pressure.

The effect on intracranial pressure is undoubtedly of great interest, and it
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can be said that ‘it is certainly an oversimplification to consider hypertonic
solution solely as an osmotic agent that extracts water from oedematous
cerebral tissue’ [12].

Other interesting properties are connected with hypertonic solutions; those
worth a special mention are their effects on microcirculation (de-swelling of the
endothelial cells with an improvement of the peripheral perfusion) and an action
on immunomodulation, with a reduction of polymorphonuclear neutrophil acti-
vation and infiltration in the lungs (and the development of acute respiratory
distress syndrome [ARDS]).

One of the most stimulating aspects of the use of hypertonic solutions, other
than the necessity to demonstrate their efficacy on the patient in a state of shock,
is the scenario of their use as a therapy for specific groups of trauma patients.

Pre-hospital ultrasound and early surgical intervention

The trauma sonogram has become an essential tool in trauma resuscitation. Many
different studies have highlighted and recommended its usage (level II) as the initial
screening to exclude haemoperitoneum, particularly after closed trauma. Focused
abdominal sonogram for trauma (FAST) may be considered as an initial diagnostic
modality to exclude haemoperitoneum. In the presence of a negative or indetermi-
nate FAST result, diagnostic peritoneal lavage and computed tomography have
complementary roles.

FAST has the objective of locating liquids in the intraperitoneal cavity: it can be
implemented quickly and could be used in the pre-hospital stage, as its utility in
the early stages of hospital treatment is so consolidated.

One study [13] considered 84 patients. FAST performed in flight showed an
overall accuracy of 96.4% with a sensitivity of 81% and a positive predictive value
of 100%. Another study [14] has shown less positive results. A total of 71 patients
were taken into consideration (83% with blunt trauma). FAST examinations could
not be performed in 34 patients (48%) due to insufficient time (67%), inadequate
patient access, or combativeness. Technical difficulties (difficult screen visualisa-
tion due to ambient lighting, battery failure, machine malfunction) prevented
scanning in seven (19%) of the 37 in whom it was attempted. The authors concluded
that ‘Significant advances in training, technology and/or patient access will be
necessary for aeromedical FAST to be feasible’.

This conclusion is also shared by Polk et al. [13]. In the civilian emergency
medical services sector, it appears that flight crews and emergency medical services
teams with the proper qualifications can perform ultrasound examinations in the
field or in flight, giving the awaiting trauma team an idea as to what is wrong with
the patient before the patient even arrives. Knowing whether the patient has
haemoperitoneum prior to his or her arrival at the hospital may have significant
triage implications. Patients with haemodynamic instability and a reliably positive
haemoperitoneum could perhaps be triaged directly to the operating room and
bypass the trauma room. Patients without haemoperitoneum and with stable vital
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signs could potentially be rerouted to level 2 or 3 centres if other patients are more
in need of the level 1 centre’s care.

As confirmed above, and not forgetting the problems posed by the execution
of FAST in the pre-hospital stage (technical limitations, environmental influences,
personnel training, operator dependency), there is an essential element: the pros-
pective of a link between pre-hospital efficiency and an ability to save time.

Permissive hypotension has been mentioned before and for the time period it
may be allowed. Bypassing of the emergency room, with the advanced life support
level guaranteed by the pre-hospital team, can, without a doubt, be a time saver,
taking into consideration that the trauma centre can be better prepared to treat the
patient.

Administration of recombinant factor VIIa

Recent studies have analysed the role of administering recombinant factor VIIa
(rFVIIa) in trauma patients with severe bleeding. rFVIIa is commonly used in
haemophiliac patients. Recently, the effects of its administration in cases of ac-
quired coagulopathy after trauma and surgery have been evaluated, in both animals
and humans. Factor VIIa is a prohaemostatic agent – more specifically an initiator
of thrombin generation. The mechanism of action of VIIa favours an enhancement
of haemostasis limited to the site of injury without systemic activation of the
coagulation cascade. Various studies have collected data on the use of rFVIIa.

Boffard et al. [15] conducted a large placebo-controlled trial of rFVIIa (400
mg/kg in three doses) in 301 patients with severe blunt and/or penetrating trauma.
In this study, 277 patients were analysed (143 with blunt trauma and 134 with
penetrating trauma). The authors reported that rFVIIa decreased red blood cell
transfusion requirements in major traumatic haemorrhage, while showing a good
safety profile in high-risk patients. The trends seen towards reduced multiple organ
failure and ARDS were noted but non-statistically significant (this study was
sponsored by Novo Nordisk S/A).

A retrospective analysis of patients with blunt trauma (n = 8) and uncontrolled
haemorrhage has shown a significant reduction in the necessity to transfuse red
blood cells, fresh frozen plasma and platelets [16]. Treatment with rFVIIa reduced
or stopped bleeding in all patients. The conclusion was: ‘Administration of rFVIIa
seems to be beneficial in blunt trauma patients with uncontrolled bleeding, but the
optimal timing and dose of administration remain to be established. Also, prospec-
tive randomised trials with emphasis on safety, survival rates and transfusion
consumption are needed to elucidate the role of rFVIIa as an adjunct to bleeding
control in blunt trauma.’

In another review on the efficacy and safety of rFVIIa in the treatment of severe
bleeding [17], the authors concluded: ‘Recombinant factor VIIa appears to be rela-
tively safe with a 1–2% incidence of thrombotic complications based on published
trials. More randomised controlled clinical trials are required to assess the efficacy
and safety of recombinant factor VIIa for patients without a pre-existent coagulation
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disorder and with severe bleeding. In the meantime, off-label use of recombinant
factor VIIa may be considered in patients with life-threatening bleeding.’

What is missing is the experience with early administration of rFVIIa in the
earlier stage of massive haemorrhage, during the phase of pre-hospital care and
during transport to the trauma centre.

Blunt thoracic trauma, blunt cardiac trauma and haemodynamic instability

Among the causes of haemodynamic instability after a major trauma, we undoub-
tedly think of closed thoracic trauma, with an elevated energy. Special attention
should be paid here to cardiac trauma. An unclear definition of cardiac trauma
(blunt cardiac trauma is favoured to myocardial contusion) has made it difficult to
compare data collected from different studies. Mattox et al. [18] suggest that the
term ‘blunt cardiac trauma’ be used only in the presence of pump failure or
malignant cardiac rhythms.

Blunt trauma can induce myocardial lesions in several ways:
(1) Direct transfer of energy during the impact on the thorax
(2) Rapid deceleration of the heart
(3) Compression of the heart between the sternum and the spine [19]

Hypotension in a trauma patient is initially seen to be a consequence of the
haemorrhage: in other words, it often means a late hypothesis of cardiac damage.
It should also be noted that a late diagnosis of blunt cardiac trauma and a late
treatment can lead to severe complications. The diagnostic criteria of blunt cardiac
trauma have a reduced predictive value: both the ECG and the transthoracic
echogram are also unreliable.

As for the ECG, it can be said that the predictive positive values are limited while
the predictive negative values can be up to 95% (in other words, patients with a
thoracic trauma but with a negative ECG have a very low probability of developing
grave cardiac complications).

As regards the echocardiogram, the transoesophageal echocardiogram un-
doubtedly has a greater accuracy, but in reality it is not possible to have this type
of procedure for at least 24 hours. Its presence in a trauma centre is now seen as
fundamental.

The traumatised myocardium leads to the release of troponin T and I, and a
co-relation exists between the quantity of troponin in the blood and the amount of
energy absorbed by the myocardium. The negative predicted value of troponin is
high, while the positive predicted one is low: therefore it depends on the fact that
hypoperfusion of the myocardium (as a consequence of haemorrhagic shock) can
determine the release of troponin, even without a direct trauma to the heart [20].

Some preliminary studies seem to indicate that the sensitivity and specificity of
troponin as a marker of blunt cardiac trauma are linked in a relevant way to the
interval between the trauma and the taking of blood (in particular around the
eighth hour). More studies of this pathology are necessary to define the best
diagnostic modalities and therapeutic approaches.
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Bearing in mind that among the causes of haemodynamic instability are aortic
injuries (for which no specific analysis is needed), it is worth underlining how
severe pulmonary contusions are associated with conditions of haemodynamic
instability linked with myocardial dysfunction.

One study investigated whether factors that determine myocardial performance
(preload, afterload, heart rate and contractility) are altered after isolated unila-
teral pulmonary contusion. The conclusion was: ‘Ventricular performance can be
impaired by depressed myocardial contractility and increased right ventricular
afterload even with normal left ventricular afterload and preload. It is thus concei-
vable that occult myocardial dysfunction after pulmonary contusion could have a
role in the progression to cardiorespiratory failure even without direct cardiac
contusion’ [21].

Haemodynamic instability due to complex pelvic trauma

Pelvic fractures are very common in high-energy trauma. They are the third most
frequent type of injury found in victims of motor vehicle crashes. The main cause
of morbidity and mortality in patients with pelvic fractures is uncontrolled hae-
morrhage. The goal in resuscitation of the haemodynamically unstable patient with
pelvic trauma is to identify the preponderant site of the haemorrhage. Potential
sites of intrapelvic bleeding include fractured bone edges, soft tissues, venous and
arterial vascular injuries.

The opening of the pelvic ring, with a consequent increase of pelvic volume
(‘open book’), creates a space potential that favours the establishment of an
uncontrolled retroperitoneal haemorrhage. O’Neil et al. [22] has shown how it is
possible to hypothesise which arteries and veins have been damaged, from the type
of pelvic lesion. ‘Posterior arterial bleeding (internal iliac or its posterior branches)
was statistically more common in patients with unstable posterior pelvic fractures,
and anterior arterial bleeding (pudendal or obturator) was more common in
patients with lateral compression injuries. The superior gluteal artery was the most
commonly injured vessel associated with posterior pelvic fractures.’

Therefore, it is necessary to adopt a strategy of accurately monitoring all vital
functions, combined with an aggressive infusional therapy, in all patients with
pelvic fractures until they are admitted to the emergency department.

In a polytraumatised patient with a haemodynamically unstable pelvic fracture,
the initial management must be rapidly to identify the predominant site of hae-
morrhage. The use of FAST finds universal consensus: ‘FAST-based algorithm for
blunt abdominal injury was more rapid, less expensive, and as accurate as an
algorithm that used computer tomogram or diagnostic peritoneal lavage only’ [23].

An echogram positive for haemoperiton provides immediate indications for
laparotomy, therefore the patient will be re-evaluated regarding the pelvic lesions
and an eventual loss of haemodynamic stability after abdominal surgical interven-
tion.

It is worth remembering that a laparotomy increases pelvic volume and there-
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fore retroperitoneal bleeding is favoured. As Ghanayem reminds us, it ‘supports
reduction and temporary stabilization of unstable pelvic injuries before or conco-
mitantly with laparotomy’ [24].

If a haemoperiton is not present in the FAST, it is necessary to identify the type
of pelvic fracture, in particular, whether the pelvic ring is open and whether it is
susceptible to closure. In the case of a pelvis susceptible to closure (open book), an
external fixator or c-clamp is used. In our situation a c-clamp is positioned
immediately in the emergency room; the positioning time in the hands of an expert
is approximately 10 minutes.

Grimm et al. [25] stated that low-pressure venous haemorrhage may be tampo-
naded by an external fixator, given that enough fluid volume is present in the pelvic
retroperitoneum. An external fixator may not generate sufficient pressure to stop
arterial bleeding. A large volume of fluid must be lost into the pelvis before an
external fixator can have much effect on retroperitoneal pressure.

A pelvic fracture not susceptible to closure or unstable haemodynamics even
after the positioning of a c-clamp indicates an angiography with vascular emboli-
sation. Some types of pelvic fractures find little benefit from the positioning of a
c-clamp to reduce bleeding. Bassam noted: ‘We conclude that patients with ante-
rior-posterior compression type 2 and 3, lateral compression type 2 and 3, or
vertical shear injuries who are haemodynamically unstable as a result of their pelvic
fracture, should undergo immediate angio if laparotomy is not indicated’ [26].

Conclusions

As seen previously, the successful treatment of a trauma unstable patient represents
a great challenge for the trauma system. The revision of best strategies, the appli-
cation of diagnostic protocols and therapeutic innovations, and the search for
continuity in treatment from the scene of the accident to the trauma centre are
essential elements that appear to help improve the outcome for this patient group.
The availability of scientific evidence, of answers to different problems, requires
correct methodological studies that do not confuse ‘apples and oranges’, but which
are able to group homogeneous patients, with defined objectives that are clear and
unequivocal.

The outcome of a trauma unstable patient is time-dependent, but only with an
accurate diagnosis can the speed of treatment ensure that this outcome is positive.
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What to do next: major chest trauma beyond the ‘recipe
books’

F. PLANI, J. GOOSEN

Thoracic injury constitutes one on the most heterogeneous groups of trauma
pathology, and the one that encompasses the most organs and systems within its
jurisdiction. It is also one of the most lethal: Of the 180 000 deaths per year in the
United States in the 1990s, thoracic injury was solely responsible for 25% and played
a major role in another 25% [1]. Thoracic injury also accounted for 37% of the
soldiers killed in action in Vietnam, before the widespread use of Kevlar vests. Out
of 1,198 penetrating injuries to the heart in South Africa, only 6% of victims
presented to hospital alive [2]. Clearly, the immediate recognition and manage-
ment of life-threatening injuries must be within the grasp of any doctor treating
trauma patients, however infrequently this may be [3].

Advanced thoracic surgical techniques are required in a higher percentage of
patients than was reported in the earlier literature [4], with up to 31% of patients
in a recent large multicentre study requiring thoracotomies and 25% requiring
major lung resections.

This review aims to analyse the finer points of the current teachings on the main
categories of chest trauma and its management, and then identify other serious
conditions and syndromes for which a consensus concerning their management is
lacking or only just beginning to be advanced.

Basic principles of chest trauma management proposed by the Advanced
Trauma Life Support Program for Doctors

The Advanced Trauma Life Support Program for Doctors (ATLS) originated in
the United States in the late 1970s, and has now spread to over 37 countries
worldwide, training over half a million doctors. On successful completion of the
course, participants are able to identify and treat in the primary survey six
immediately life-threatening injuries, and another 12 potentially life-threatening
injuries in the secondary survey. The first group of actual or potential immediately
life threatening injuries consists of airway obstruction in the chest, tension pneu-
mothorax, open pneumothorax, flail chest, massive haemothorax, and cardiac
tamponade. The second group comprises simple pneumothorax, haemothorax,
pulmonary contusion, tracheobronchial tree injuries, blunt cardiac injury, trau-
matic aortic disruption, traumatic diaphragmatic injury, mediastinal traversing
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wounds, plus various thoracic fractures, subcutaneous emphysema, and oesopha-
geal injuries.

Since the ATLS course is geared towards emergency physicians, only basic
surgical skills are taught, such as needle thoracentesis, insertion of chest drains,
and pericardiocentesis. However, mention is made of the need for emergency-
room thoracotomy, flexible bronchoscopy for the extraction of foreign bodies and
blood, and the possible need for ventilation in flail chest. Attention is also drawn
to the possibility of massive haemothorax even if the standard 1500 ml are not
drained immediately, and to subtle signs of cardiac tamponade and to pericardial
blood draining into the pleura.

Despite the success of ATLS, a number of questions on the immediate mana-
gement of chest trauma are too controversial for simple rules. Examples originat-
ing directly from the pathological entities described in ATLS are, to mention but
a few:
• Is there effective damage control after emergency-room thoracotomy?
• How should a haemopneumothorax in a chest with extensive pleural adhesions

be dealt with?
• What is the outcome of draining a large chronic haemothorax?
• Is pneumonectomy a survivable procedure in acute trauma?
• How can life-threatening myocardial contusions be identified?
• How can diaphragmatic rupture while ventilating on positive pressure ventila-

tion be detected?
• How can delays in detecting penetrating oesophageal injuries be avoided?
• What is a practical protocol to investigate transmediastinal gunshot wounds?
• What are the best modalities for dealing with a traumatic aortic injury?

Definitive Surgical Trauma Care for surgeons

In 1999, the International Association for the Surgery of Trauma and Surgical
Intensive Care (IATSIC) designed and started offering the Definitive Surgical
Trauma Care (DSTC) course to complement the teachings of ATLS for trauma
surgeons and surgical residents who go on to operate on and care for trauma
patients beyond ATLS-based resuscitations [1]. This course has been offered to
surgeons and surgical trainees in the UK, South Africa, Australia, Austria, the
Netherlands, Greece, Scandinavia, Turkey, Yemen, and other countries. It is less
rigidly organised than ATLS, has a number of optional modules, and aims at
teaching the theory of injury, surgical decision-making, trauma surgery of indivi-
dual organ systems, trauma systems, and scoring systems. Lectures, mortuary
sessions, operations on anaesthetised animals, and group discussions are used to
teach a more advanced surgical approach to trauma patients.

Upon completion of a DSTC course, surgeons and residents will be familiar with:
• Operative, nonoperative, and video-assisted modalities in chest surgery
• Different types of thoracotomies, including emergency-room thoracotomy and

pleural toilet
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• The ventilation of patients with pulmonary contusion and those with persistent
pneumothoraces

• The suturing of cardiac wounds while avoiding the coronary arteries
• Management of penetrating injuries of the great mediastinal vessels by primary

repair
• Management of penetrating trauma to the oesophagus
• Internal splinting and external stabilisation for flail chest
• Techniques of tractotomy and stapling of pulmonary wounds.

Life-threatening conditions beyond the scope of the ‘Recipe Books’

The first medical practitioners to resuscitate victims of major trauma are likely to
be emergency physicians, anaesthesiologists, and trauma surgeons, and not car-
diothoracic surgeons or pulmonologists. While the teachings of ATLS and DSTC
will allow them to deal with the vast majority of thoracic emergencies, there are
some potentially fatal conditions that require some extra thinking and interventio-
nal skills. These may present in the course of the resuscitation, during surgery, or
in the early intensive-care management of the patients. In the combined experience
of the Johannesburg Hospital Trauma Unit of the University of the Witwatersrand
in Johannesburg, South Africa, these have been the following:
1. Exsanguinating haemoptysis
2. Acute airway obstruction in the ventilated patient
3. Acute pulmonary oedema during resuscitation or surgery
4. Life threatening pulmonary contusion
5. Massive bleeding into the chest cavity
6. Deterioration despite successful repair of cardiac injury
7. Life threatening myocardial contusion.

In other situations, controversial points requiring rapid decision-making are:
(1) use of noninvasive ventilation (NIV) in acute trauma; (2) current management
of traumatic aortic injury; and (3) ideal management of flail chest.

Exsanguinating haemoptysis

Haemoptysis can be life-threatening, especially in a polytrauma patient, in whom
it may be just one of many injuries, all potentially fatal [5]. On its own, mortality
due to haemoptysis varies between 23 and 85%, and is mainly the result of flooding
of the tracheobronchial tree down to the alveoli, with subsequent asphyxiation of
the patient. Haemoptysis has many aetiologies, mainly nontraumatic, such as
cancer, tuberculosis, vascular malformations, and bleeding disorders such as en-
countered in acute renal failure [6]. Trauma accounts for less than 10% of haemop-
tysis cases (but for 100% of cases seen by trauma surgeons).

Massive haemoptysis has been variously described as being of between 600 and
1000 ml in 24 h, with major haemoptysis being > 200 ml/24 h. Most authors seem
to favour a surgical approach to treating massive haemoptysis [7], which leads to
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a reduction in morbidity and mortality when compared to less aggressive manage-
ment. In trauma, bleeding can vary from blood-stained sputum to exsanguinating
bleeding of over 150 ml/h, which may make intubation, let alone ventilation,
difficult or impossible.

Anatomically speaking, the problems may be due to the following: (1) bleeding
from injury to the base of the skull or face, flooding the airways from above; (2)
penetrating neck injuries, with bleeding into the larynx or trachea; and (3) bleeding
from tracheobronchial or lung parenchymal lacerations.

A number of options exist in the management of haemoptysis, namely, bron-
choscopic irrigation with cold saline or with vasoconstrictors, plugging with Sur-
gicel into the bleeding bronchus, detachable Fogarty balloons, Arndt blocker tubes
[7–11], and bronchial and nonbronchial systemic arterial embolisation [10].

The insertion of double-lumen endotracheal tubes for bronchial isolation may
be tried if simpler methods fail, to be followed by surgery and resectional lobectomy
if the bleeding continues. The operative approach is associated with significant
mortality and morbidity [11], but may be the only option in massive haemoptysis
in trauma, where one is likely to find major bronchial arterial and airway destruc-
tion.

Management in the resuscitation room varies with the level of origin of the
bleeding:
• Base of skull, face, neck (blunt or penetrating injury): The patient should lie on

one side, or sit up if the cervical spine is not at risk while preparations are made
for securing a definitive airway. Injection of local anaesthetic in the area of the
cricothyroid membrane is followed by one attempt at orotracheal intubation.
If this fails, a percutaneous/surgical cricotyroidotomy is carried out using a size
7 percutaneous tracheostomy set.
Following successful surgical intubation, an orogastric tube is inserted, and the

nose and mouth packed until the bleeding has largely stopped, followed by angio-
graphy and embolisation, CT scanning, or immediate surgery in unstable patients
should then be carried out. The cricothyroidotomy can be converted to a tracheo-
stomy when convenient. Flexible bronchoscopy should be carried out immediately
after, to remove the inevitable large amounts of blood, clots, and aspirate from the
tracheobronchial tree.
• Neck with evidence of laryngeal destruction: The procedure is the same as

above, but no attempts at intubation should be made. A semi-open percuta-
neous tracheostomy can be carried out under local anaesthesia in the unintu-
bated patient. Subsequent management parallels that of the situations described
above.

• Bleeding from within the endotracheal tube: Ensure that the tube is of a size
adequate for instrumentation (change using a tube exchanger if smaller than
size 8.0).

1. Try to suction, use cold saline, and apply high PEEP if not contraindicated by
the severity of the head injury.

2. Use a flexible bronchoscope to identify bleeding bronchi: try to stop bleeding
with vasoconstrictors. Surgicel should only be used by clinicians with previous
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experience. Following cessation of bleeding, clear the rest of the bronchial tree.
It may be necessary to angio-embolise the bleeding vessel later.

3. If bleeding persists: introduce a left-sided double-lumen tube over a tube
exchanger, ventilate only the non-bleeding side, and transfer the patient to
surgery for thoracotomy and resectional surgery.
In summary, trauma patients may present with airway, tracheobronchial, and

lung bleeding of any degree of severity, from minor to torrential. The treating
trauma surgeon must quickly identify those patients who respond to simple met-
hods, possibly followed by angio-embolisation, and act on the ongoing bleeds with
lung isolation and surgery.

Acute airway obstruction in the ventilated patient

The incidence of acute bronchial obstruction in patients with severe head injuries
is very high. Up to 33% of brain-dead patients up for lung donation in Paris were
found to have significant aspiration not detected on plain chest radiographs, and
up to 5% of patients with significant head and facial trauma who arrived intubated
at two large trauma centres in Johannesburg required emergency room broncho-
scopy to clear obvious right upper lobe atelectasis and the bronchial tree in general
(personal series).

Fibre-optic bronchoscopy has been evaluated for safety, effectiveness in clear-
ing atelectasis, and superiority to physiotherapy [12] in the ICU setting. It was
found to be effective mainly for lobar and segmental atelectasis but its use was
accompanied by hypoxaemia, hypercapnia, elevation of ventilatory pressures,
haemodynamic instability, worsening of cardiac ischaemia, and elevation of intra-
cranial pressure (ICP). Comparisons to repeated, 4-hourly physiotherapy treat-
ments do not apply in the resuscitation setting. The addition of insufflations to
flexible bronchoscopy has been found to confer further advantages in a number of
studies [13, 14]. Often, inspissated secretions, food, and dry blood behave like
foreign bodies, and are found in the main-stem bronchi in two thirds of patients,
mainly in the right bronchial tree [15].

In summary, early flexible bronchoscopy is the preferred method of bronchial
clearance in the resuscitation room and during early ICU admission, when venti-
lation is difficult and there is evidence of aspiration and atelectasis. A large
endotracheal tube is necessary to avoid some of the complications associated with
flexible bronchoscopy in patients with head injuries and haemodynamic instabi-
lity.

Acute pulmonary oedema during resuscitation or surgery

Neurogenic pulmonary oedema (NPO), negative pressure pulmonary oedema
(NPPO), and cardiogenic pulmonary oedema (CPO) can all be encountered in the
resuscitation of trauma patients.

Neurogenic pulmonary oedema is encountered in about 5% of cases of severe
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head injuries, and can be life-threatening [16]. Hypoxaemia is due either to in-
creased extravascular lung water, through a hydrostatic mechanism and capillary
hypertension, or to increased permeability of the alveolar capillary wall. High tidal
volumes and high PEEP are normally sufficient to reverse it, but these procedures
may be contraindicated in patients with severe head injuries with increased intra-
cranial pressure. However, PEEP has less of an effect on intracerebral pressures
than originally postulated, and the effects of hypoxia in raising intracerebral
pressure are far more pronounced than that of PEEP.

Alveolar recruitment manoeuvres have been shown to encourage rapid recove-
ry from acute lung contusion and acute lung injury [17], but often rely on inverse
ratios and high PEEP. Prone positioning, however, being a form of slow recruit-
ment, has been successful in the treatment of early ARDS [18], and has recently also
been used successfully in NPO [16], as long as the head is not turned to one side
and the trunk is elevated. The role of prone positioning in the management of
neurogenic pulmonary oedema awaits further studies.

Negative pressure pulmonary oedema normally has nothing to do with trauma,
being encountered mainly in healthy individuals following extubation and
unwitnessed upper airway obstruction [19]. It is thought to be caused by excessive
intrathoracic force from inspiration against a critical obstruction of the upper
airway. This creates transudation of fluid from the pulmonary capillaries to the
interstitium and the alveoli [20]. Its treatment is re-intubation and positive pres-
sure ventilation with PEEP.

NPPO is encountered occasionally in trauma resuscitations, following energetic
ventilation and suctioning through a thin endotracheal tube, or biting onto an
endotracheal tube by an awake or restless patient. This will then have the same
effect as pushing against a closed glottis.

Cardiogenic pulmonary oedema is characterised by a PAWP of 18 cm of water
or above, and is usually due to fluid overload, or a significant myocardial contusion.
Diuretics and inotropic therapy will usually be successful in supporting the left
ventricle, whereas it would be of no benefit in NPO or NPPO.

Life-threatening pulmonary contusion

Pulmonary contusion is very common in polytrauma patients, occurring in almost
17% of cases [21]. It was historically associated with blast injuries, from high
explosives, and was later seen as a consequence of acceleration–deceleration inju-
ries from traffic accidents, falls, and blunt or penetrating direct trauma to the chest.
When associated with spinal injuries with spinal cord damage, its severity seems
to be improved with early spinal fixation [30].

Anatomically, pulmonary contusion represents shearing or bursting of lung
tissue, with an inertial and an implosion effect, mainly affecting the gas–liquid
interphase, and the heavy–light interphases, leading to severe haemorrhages and
hepatisation of the lung. The tissue damage caused by pulmonary contusion can
be severe, to the extent that it has been found to be a more frequent cause of fat
embolism syndrome than long bone fractures [29].
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Ventilation is required in 20–50% of all patients, of whom 20–43 % will develop
ARDS, and up to 35% will develop pneumonia.

These complications are much more marked in patients in whom over 20% of
the lungs are affected by the contusion, as seen on chest CT scan. Such patients will
develop ARDS in up to 90% of cases [22, 26]. Management has relied on selective
intubation, ventilation on rotational beds, fluid resuscitation, adenosine-contain-
ing solutions [23], and, lately, alveolar recruitment manoeuvres [17, 23, 25, 26, 28].

Lung recruitment manoeuvres have been proposed for situations in which
ventilation according to the ARDS.net guidelines failed to prevent deterioration
and when there is CT scan evidence of lung contusion. Chest CT scanning is
essential in order to quantify the damage to lung tissue, since plain chest radio-
graphs may miss most lung contusions and haemothoraces [31].

The aim of lung recruitment is to keep alveoli open according to the open lung
concept (OLC). Various methods have been used, including very high rates and
inverse ratio, supine or sitting recruitment manoeuvres (RM), or prone positioning
[33], associated with periods of 40–90 s of PEEP up to 50 mmHg, intermittent sighs,
etc. This is somewhat in contrast to the classic teaching that RM are useful parti-
cularly for secondary ARDS, whereas in the context of severe lung contusion it is
used for a primarily pulmonary condition.

Prone positioning was used as early as 1974 for ARDS, but has only been tried
in the early phases of lung injury, irrespective of cause, by a few centres since the
late 1990s [32]. Since mid-2005, we have used early prone position and RM on days
1–4 in a number of patients with severe lung contusion not responding to conven-
tional ventilation, with rapid improvement of pulmonary function and radiograph-
ic picture in all the patients. Further studies are needed to assess the role and
preferred types of alveolar RM in patients with early life-threatening lung contu-
sion.

Massive bleeding into the chest cavity

There are no courses or elective cardiothoracic work that can prepare trauma
surgeons on how to deal with exsanguinating bleeding from the chest, be it on first
inserting an intercostal drain, opening the chest, or in trying to stem the bleeding
at thoracotomy. The main culprits are the aorta and its branches [34–36], the
cervicomediastinal venous system [37], the lung [38–40], intercostal and vertebral
vessels, and the heart.

Penetrating injuries to the thoracic aorta are just as lethal now as they were
10 years ago, with 73% of victims of gunshots to the thoracic aorta arriving with an
unrecordable blood pressure, and 100% mortality, irrespective of treatment. In less
desperate cases, it has been suggested that femoral cardiopulmonary bypass should
be instituted prior to thoracotomy, but this is only possible in patients not in
extremis, such as those with a contained haematoma.

Cervicomediastinal venous injuries are probably even more frightening than
major arterial injuries, mainly because of the difficulty in achieving rapid, safe
control of flimsy, valveless vessels behind the sternoclavicular joints while the
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patient is exanguinating. We believe the more stable the patient, the more likely is
venous bleeding, and prefer to secure proximal venous control using cervical
(internal jugular vein) and subclavicular (subclavian vein) incisions prior to ster-
notomy, whereby proximal arterial control can be secured. The key factor for a
sternotomy is speed, often achieved best with a simple hammer and chisel (Lepske
knife).

The lung can also bleed massively, to the extent that some damage control
manoeuvre needs to be employed immediately upon opening the chest. The lung
twist was described by Mattox et al., [38] and is essentially a 180° rotation, after
dividing the inferior pulmonary ligament. In our institution, we routinely use a
Foley catheter wrapped around the hilum of the lung extrapericardially and kept
in place with an artery forceps, with excellent results.

Intercostal vessels, perivertebral vessels, and vertebral bodies can bleed profu-
sely and persistently, particularly following high-energy gunshot wounds, with
very few surgical options being available, especially for posterior injuries. One can
try mobilisation of other intercostal muscles, pleural flaps, and rotating muscle
flaps from outside the chest cavity, but all these methods are too unreliable and
take too long for exsanguinating patients. Instead, a stepwise plan must be followed
to achieve surgical control.

Because of their protected position under the furrow on the inferior aspect of
the rib, indirect measures of control are often futile. We often resort to limited rib
resection to rapidly control intercostals. For multiple rib fractures, we expose and
secure the intercostal vessels by dissecting the mediastinal pleura over the vertebral
bodies. Our best method is the use of Bio-Glue (Viking Pharmaceuticals) and
Surgicel to help pack the holes, irrespective of surrounding tissue destruction. If
nothing else works, damage control with tight gauze packing can be used at the first
operation.

Transmediastinal gunshot wounds may vary from soft-tissue injuries to a
combination of all of the injuries mentioned above, and associated oesophageal
perforations [41]. Not all such patients need to be rushed to the operating room:
60% of patients presenting with a systolic blood pressure over 100 mmHg, and up
to 50% of those with an initial systolic blood pressure between 60 and 100 mmHg
can be treated nonoperatively. Patients with a systolic blood pressure (SBP) of less
than 60 mmHg, however, must be taken immediately to the operating room, if it is
near, ready, and easily accessible. If any delay in the operating room is expected,
an immediate left or bilateral emergency-room thoracotomy, with Foley catheter
cross-clamping of the aorta and of the hilum of the worse affected lung, must be
carried out.

The timing and indications of thoracotomy for unspecified chest bleeding are
controversial. Whereas the outcome of emergency room thoracotomies is generally
worse than that for operating room procedures [42], it has been our experience that
patients who look reasonably stable in the emergency room may deteriorate signi-
ficantly in the 5–10 min that it takes to have the patient ready on the operating table.

Even patients with a systolic blood pressure of 90–100 mmHg, but requiring
ongoing massive fluid resuscitation and continuing to bleed, therefore, may benefit
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from an emergency room thoracotomy as the first step of their damage control
management. These patients will then be treated with temporary chest wall closure,
be it a Bogota Bag, towel clip closure, or other temporising measures, until they can
undergo the mandatory re-look thoracotomy or sternotomy, in order to improve
their survival [43]. Prospective controlled studies are, however, necessary to define
this line of management.

Deterioration despite successful repair of cardiac injury

The overwhelming majority of victims of penetrating injuries to the heart die
before reaching hospital. For example, 94% of 1198 patients included in a study in
Natal died before reaching the hospital [2], and mortality is not much better for
penetrating injuries of the chest in general, where only 16% of victims reach
hospital alive.

All cardiac injuries continue to be considered a complex challenge even in
centres that have to deal with them on a weekly basis [48]. The first factor to
complicate the condition is the presence of other injuries to other regions or organs;
the injury with the greatest blood loss will then take precedence [51].

Injuries to the coronary arteries worsen the prognosis, with mortality ranging
between 5 and 50%. The lower figures are from centres using cardiopulmonary
bypass [46]. Injured coronary arteries can be safely tied off if very distal, whereas
proximal ones need to be grafted or stented-bypassed. Techniques used to restore
distal flow in these cases are saphenous vein grafting and, more recently, intralu-
minal stenting applied under vision. We have used off-pump saphenous vein
grafting in a small number of patients in our unit. The use of intra-aortic balloon
pumps, to increase diastolic filling and reduce afterload and cardiopulmonary
bypass, improved survival in a large series. A situation in which the use of cardio-
pulmonary bypass seems to confer a significant advantage is the presence of
multi-chamber injuries [49].

Blunt or penetrating injuries to the atrioventricular conductive system have
been associated with fatal or near fatal cardiac arrest from ventricular fibrillation,
due to oedema, injury, or necrosis of the atrioventricular node and the proximal
bundle of His [50].

Refractory hypoxaemia may occur after successful repair of penetrating cardiac
injuries, and is a sign of right to left shunt somewhere in the heart; very rarely, it is
caused by AV fistula in the proximal pulmonary circulation [47]. We have managed
two such patients, one with a very obvious ventricular septal defect, and one with
a totally silent atrial septal defect, in whom no murmur could be heard. Both
patients were successfully treated by cardiopulmonary bypass.

Life-threatening myocardial contusion

Myocardial contusion is frequently suspected in blunt-trauma victims, and has
been reported in anywhere between 3 and 56% of patients, most of whom were
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asymptomatic and required no therapeutic intervention [52]. Evaluation using
troponin T and I, specific cardiac markers, more accurately place the incidence at
around 20% of patients with severe blunt chest trauma [54].

Since myocardial contusion is mainly associated with a sudden blow to the heart
against the sternum and anterior rib cage, most of the injuries are found in the right
ventricle. The histological findings range from oedema and haemorrhage to necrosis
of the muscle fibres, similar to what is seen in myocardial infarction. In severe cases,
there can be rupture of septi and cordi, pericardial effusions, and valvular rupture.

The effects of damage to the right ventricle are probably due to a reduction in
right ventricular wall compliance leading to septal shift. This, together with the
increased pulmonary artery resistance often found in chest trauma, leads to im-
pairment of coronary flow and regional ischaemia [53]. The arteries most common-
ly affected are the LAD and the circumflex [56].

In cases of severe anatomic injury, myocardial contusion can lead to cardioge-
nic shock that is resistant to inotropic support, and to fatal arrhythmias [53], in
around 15% of cases. Only occasionally is immediate surgery indicated, mainly for
a ruptured right atrium or ventricle presenting with tamponade.

The accurate diagnosis of myocardial contusion is generally difficult, since most
tests are only partially specific, and polytrauma patients can be unstable for a
number of reasons. The lack of specificity rests with the fact that the ECG evaluates
the larger left ventricle more accurately than the frequently injured right ventricle;
thus, the ECG will be significant only when global heart ischaemia becomes appa-
rent. The initial abnormalities may be limited to a right bundle branch block,
arrhythmias, and tachycardia.

Cardiac enzymes are of very limited use as markers where there has been
extensive skeletal muscle damage, whereas troponin T and I are very specific for
myocardial injury, and are normally elevated from 4–6 h from the injury until
4–6 days after. If they are normal over 48 h from the injury, myocardial contusion
can be safely excluded. In a recent study, patients were discharged if they had a
normal ECG and normal troponin I for 8 h [57]. Elevated levels of troponin I are
proportional to the severity of arrhythmia [55]. Transoesophageal echocardio-
graphy can demonstrate the anatomy, contractility, abnormal wall motion of the
heart, and pericardial effusion, and is the investigation of choice in unstable
patients. Positron emission tomography (PET), while promising, has not been
evaluated in this setting.

In summary, myocardial contusion is often suspected and identified as a benign
condition in a relatively high percentage of patients with severe chest trauma, in
whom only follow up, similar to that following a minor myocardial infarction, is
needed. In the few patients that are very unstable, inotropic support, aortic balloon
pump, and surgery, with or without cardiopulmonary bypass, are required and are
associated with a high mortality.
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Controversial points requiring rapid decision-making

The following situations do not represent immediately-life threatening emergen-
cies, and hours may be spent debating the best treatment modality. Nevertheless,
trauma surgeons must be aware of the options from the moment the patient is
stabilised enough to leave the resuscitation room, when different, divergent, and
often clashing decisions needs to be made.

Use of noninvasive ventilation in acute trauma

Trauma patients often require ventilation for long periods of time, and are there-
fore at risk of ventilator-associated pneumonia [58]. Patients with a number of
conditions require intubation and ventilation according to ATLS criteria, namely,
oxygen saturation of less than 90%, a PaO2 of less than 65 mmHg on room air, or
a PaO2/FiO2 of less than 300 [59].

NIV was first advocated to treat acute respiratory failure in acute exacerbations
of chronic obstructive pulmonary disease, acute pulmonary oedema, and immu-
nocompromised states [60]. Its main advantages in hypoxaemic respiratory failure
are fewer septic complications and ease of weaning. Good candidates for NIV are
fully cooperative, able to protect their airways, and haemodynamically stable. In
view of the need for a tight-fitting mask, the presence of a naso- or orogastric tube
is a relative contraindication. Patients with head injuries, therefore, and trauma
patients with copious secretions and difficult pain control, such as in multiple rib
and vertebral fractures, may not do well with NIV. It is recommended that NIV be
tried for not longer than 1 h, and if not successful, invasive ventilation be initiated.
Absolute contraindications are previous cardiorespiratory arrest, facial trauma,
upper airway obstruction, haemodynamic instability, strict supine positioning,
and inability to clear secretions.

NIV has been advocated for short periods of weaning post-extubation, and we
have used it in that capacity in a number of patients. Patients with flail chest may
do very well or very poorly on NIV, and further studies are needed to identify good
candidates among them.

We have also used NIV successfully in patients with spinal cord injury; in
situations in which intubation or re-intubation and tracheostomy have been avoi-
ded; in fail chests, with mixed results; post-extubation in patients who had reco-
vered from ARDS but still required some end-expiratory support; and, most surpri-
singly, in freshly extubated patients recovering from head injury with mild to
moderate mental confusion, where they tolerated a tight fitting mask far better than
an orotracheal tube, and in whom a tracheostomy had not been felt to be necessary.

Current management of traumatic aortic injury

The presence of a traumatic aortic rupture must be suspected in any patient with
severe pelvic fractures, in those with ruptured diaphragms, and in any patient with
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a significantly lower blood pressure in the lower limbs than in the upper limbs [67].
Rupture can occur anywhere in the thoracic aorta, even in the distal portion, if
associated with vertebral fractures. It is classically found at the level of the isthmus,
just below the origin of the left subclavian artery in horizontal mechanisms, and in
the proximal arch in falls from heights.

The treatment of contained post-traumatic ruptures of the thoracic aorta has
been a source of controversy since alternatives to mandatory thoracotomy and
vascular grafting were first advocated in the early 1990s [62, 63]. Satisfactory results
were found with nonoperative or delayed surgical treatment of contained ruptures
without signs of pseudocoarctation. This has proved to be particularly useful in
patients with serious associated injuries, mainly head, spinal, and abdominal
injuries. Abdominal injuries with severe contamination, pancreatic, colonic inju-
ries, and diaphragmatic injuries in particular militate against the early use of
vascular grafts. Delaying surgery, however, is accompanied by lethal uncontained
ruptures in at least 4% of patients, normally within the first week. Recently, a large
study found that delay worsened overall mortality from 9 to 20% [64].

Surgery is not without dangers: a large number of patients start off shocked,
mainly from extra-aortic causes, with cardiac risk factors, and severe associated
injuries. Surgical mortality varies between 8 and 15% in various multicentre studies
[66], irrespective of cardiopulmonary bypass, which, however, can lower the inci-
dence of paraplegia from 19 to 2%, and is particularly indicated in the management
of complex injuries [69].

Some patients are very poor candidates for either surgical or conservative
management, such as patients with associated severe head injuries, requiring high
mean arterial pressures, and those with unstable spinal injuries, in whom paraple-
gia may result as a direct consequence of positioning for a posterior thoracotomy.

Endovascular stent grafting was first introduced in the late 1990s following its
successful use in abdominal aortic aneurysms, and its main advantages in the
trauma setting are that it avoids a thoracotomy and need for ventilation. It can be
carried out under local anaesthesia, does not require turning the patient, and avoids
the sudden increases and decreases in intracranial pressure associated with aortic
cross-clamping and unclamping. Stenting has been the method of choice in a
number of units for the past few years, and it has been used more and more
frequently in Johannesburg as well, mainly in the private sector, particularly for
patients with the associated injuries described above. Thus, it is probably becoming
the gold standard [68].

Ideal management of the flail chest

The management of flail chest aims at offering patients good pain control, avoi-
dance of complications, such as pneumonia and respiratory failure, restoration of
reasonable anatomical normality, and return to pretraumatic respiratory function
[70]. The three basic methods of treatment are the following:
1. Conservative management relies on a combination of epidural analgesia, pleu-

ral blocks, transcutaneous nerve stimulation, opioids, nonsteroidals, and para-

738 F. Plani, J. Goosen



cetamol [72] to obtain good pain control. This should be followed by physio-
therapy and mobilisation.

2. Pneumatic stabilisation represents a form of internal stenting through invasive
ventilation, and, more recently, NIV.

3. Surgical stabilisation consists of rib plating [71], and seems to offer significant
advantages for early extubation, particularly in patients without significant
lung contusion and major deformities. This approach is technically quite sim-
ple. Absorbable plates with 2-point or 1-point fixation can be used, and small
incisions are made just over the areas requiring plating. No single method,
however, can be recommended [72] for all categories of patients.
Patients with flail chests may have severe pulmonary contusion, and a debilitat-

ing deformity of the chest wall, or the condition may limited to ribs fractured
posteriorly, and minimal signs and symptoms.

More patients than previously thought require intubation and ventilation [73].
Out of 11 patients in a prospective study, eight required intubation within 24 h, and
two of these eight suffered significant complications because of a delay in treat-
ment. All patients with significant associated injuries and co-morbidities should
be intubated early, under controlled conditions. Among the patients requiring
ventilation, early extubation after surgery is possible in 90% of patients without
significant pulmonary contusion [76], while restoration of normal respiratory
function and return to sport and work is significantly better after surgical mana-
gement. Forced vital capacity is higher after surgery [75]

The incidence of acute pneumonia is significantly reduced with surgical stabi-
lisation, as long as it is performed early, normally within 48 h.

Conclusions

Thoracic injuries rank among the most lethal encountered in blunt and penetrating
trauma. Societal changes (sport utility vehicles, safety measures such as air-bags
and traction control, etc.), coupled with improvements in pre-hospital response
times and levels of care may allow patients with previously mortal conditions to
reach the hospital in a very critical state, presenting with hitherto poorly recognised
clinical scenarios.
• Haemoptysis may well respond to angio-embolisation and bronchoscopic in-

terventions in a respiratory setting, but is more likely to require a double-lumen
tube and surgery when due to an injured bronchial artery.

• Foreign bodies mean chunks of food and bone obstructing the bronchi and
making ventilation impossible.

• Pulmonary oedema, be it neurogenic or negative-pressure-induced, is some-
times the final straw for a severe head injury or a severe lung contusion.

• Severe pulmonary contusion, likewise, may require ventilatory modalities pre-
viously only used in the management of secondary ARDS, such as prone
positioning and alveolar recruitment.

• Unstoppable bleeding from the chest remains a constant reminder of a sur-
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geon’s limitations, and requires an extremely aggressive surgical approach.
• Most penetrating cardiac injuries require surgery within minutes from admis-

sion and may require cardiopulmonary bypass and coronary grafting in the
middle of the night.

• Similarly, myocardial contusion, usually benign or irrelevant may be an unex-
pected source of mortality unless management correctly and aggressively.

• Non invasive ventilation has a very specific and unexpectedly widening place
in trauma.

• Traumatic aortic injury requires early decision making
• Plating of ribs should be carried out in the first 2–3 days to avoid septic

complications.
For these conditions, the literature is sketchy and experience limited. We have

presented a series of novel clinical scenarios and our limited experience in dealing
with them. These injuries require a paradigm shift from the conventional, and
clinicians need to be able to think beyond the regularly reviewed guidelines such
as ATLS and DSTC.
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Application of new educational methodologies in disaster
medicine

F. DELLA CORTE, A. GRATAROLA, F. LA MURA

Commonly, Disaster Medicine educational issues are often related to the Emergency
Medicine domain, even though in Europe there is no clear definition about these
two subjects. Yet, following the extraordinary succession of natural and technologi-
cal disasters in Europe during the past several years (e.g. Chernobyl, flooding, forest
fires), the governments belonging to the European Union are putting increasing
pressure on national entities (ministries, universities, hospitals, local governments,
etc.) to develop official plans, protocols, and guidelines that can be implemented in
case the regular ‘pathways’ fail at any level. The study of disaster situations is
included in the core curriculum of many schools at the undergraduate and post-gra-
duate level (ranging from Architecture to Computer Science to Economics), and the
possibility of short-, medium-, and long-term chain-reaction effects involving the
environment and affected population are being examined. At least in Europe, the
body of knowledge belonging to the study of Medicine, despite being very rich and
formally exhaustive, is mostly oriented to the ideal situation of doctor and patient,
rather than to the occurrence of any type of system failure causing a massive number
of casualties and the need to provide treatment, even in hostile environments and
over time. Two core subjects, Epidemiology and Occupational Medicine, offer
students the possibility to think in terms of hundreds to millions of patients. Disaster
Medicine attempts to be multidisciplinary [1], and ideally includes:
1. Emergency Medicine
2. Epidemiology/Public Health
3. Internal Medicine
4. Psychiatry
5. Infectious Disease
6. Occupational Medicine

Of course, such an extensive range of subjects is not enough to either distinguish
Disaster Medicine as a distinct teaching area, nor to differentiate it from Emergency
Medicine as a new chapter in Medical Science. The need/resource ratio [2] is often
used to define an emergency (ratio tending to zero) versus a disaster (ratio tending
to 1) situation, following the form of a bi-dimensional plot. Disaster Medicine
enlarges the scope of this matrix, in that it has a third dimension, time (disasters
last days, weeks, months, years), and its base is not the strict time and place where
medical emergencies physically occur and are recognised as such. Thus, while
Emergency Medicine teaching and training help students to face sudden events in
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the best possible way, the word ‘sudden’ is not the main connotation of disasters
and ‘training’ is not the keystone of the educational effort and learning process.

The tentative difference between Education and Training helps to understand
the need for a new educational entity devoted to Disaster Medicine (as a body of
knowledge, official school subject, etc.).

Education addresses:
1. Problem solving
2. Conditions of uncertainty
3. Data that are difficult to interpret or messy or missing
4. ‘Time’ factors that are difficult to estimate
5. Making new hypothesis, proving them
6. Making new hypothesis on the basis of previous success/mistakes

Training has to do with:
1. Gaining skills
2. Following protocols
3. Making decisions, even quickly and under hostile conditions, on the basis of

pre-determined pathways and possibilities, perhaps by using highly branched
decision trees
While the potential theatre for Emergency Medicine is based on the spa-

ce–time–action unity triad, those three variables are neither clearly related nor
easily depicted in a disaster scenario.

Use of computer-based tools for real-time simulations in emergency and
disaster medicine teaching

Overview

Over the past 20 years, three distinct classes of distributed, interactive real-time
applications have become prominent: military simulations [3], networked virtual
environments (NVEs) [4], and multiplayer computer games (MCGs) [5]. The focus
of scientific research has shifted from military simulations (the 1980s) to NVEs (the
1990s), and, currently, to MCGs. Moreover, the entertainment industry is investing
seriously in MCGs, mobile gaming, and online gaming in general.

Military simulations are mentioned here for their approach to the simulation
of a team working in a hostile environment. The United States Department of
Defense has been developing networked military simulations since the 1980s. The
first developed protocol was SIMNET, which was aimed at providing interactive
networking for real-time, human-in-the-loop battle engagement simulation, and
war-gaming [6]. To achieve this goal, SIMNET attempted to provide functional
fidelity rather than accurate physical reproduction. Current military research
efforts concentrate on developing systems based on high-level architecture (HLA),
which was issued as IEEE Standard 1516 in 2000 [7]. HLA aims at providing a general
architecture and services for distributed data exchange. It does not prescribe any
specific implementation or technology.
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Networked virtual environments are mainly designed for local use and to
support only a small number of participants. Usually, NVEs also pay closer atten-
tion to virtual representations of the participants (i.e. avatars) and to collaboration
between participants (e.g. operating at the same time with a shared object). Reality
Built For Two (RB2), BrickNet, DIVE, MASSIVE, and COVEN are some of the
historically important NVE implementations.

Multiplayer computer games have been dealt with only marginally in the scien-
tific literature, until recently. The reports have usually concentrated on simple
games and limited problem settings. Current efforts at the European level consider
MCGs as main parts of granted projects, such as e-DISTRICT CiPro [8] (European
DIStance TRaining Interactive and Collaborative Tools for Civil Protection) and
I-SEE [9] (Interactive Simulation Exercise for Emergencies), both of which are
supported by the EU Leonardo da Vinci Project 2000–2006.

Goals and pitfalls in the use of virtual reality in emergency and disaster medicine

Medical literature has for several years predicted a break-through in virtual reality
technologies for medical education. While there probably is a great potential for
this technology, there seems to be a wide gap between expectations and actual
possibilities, at least at present. The majority of publications about virtual reality
(VR) and medicine, are focused on surgical education for undergraduates and
postgraduate students, and the authors’ main goals and concerns seem to be how
to provide the best three-dimensional representation of reality, with high-level
accuracy, for micro-/gross anatomy, physiology and pathology. Such programs are
often described as ‘flight simulators for doctors,’ they aim to ensure the most
effective off-patient training, in which a single trainee faces his/her virtual patient
(VP) in a one-on-one setting. But as a matter of fact, the degree of graphical
accuracy does not represent any degree of ‘realism,’ and many other factors are
known to play an active role in the virtual recreation of reality, especially consider-
ing that a VP is not only ‘anatomy,’ but a complex software agent that ideally puts
the physician in the most ‘real’ scenario. A phenomenological study published in
2003 by Bearman indicated that a constructed, computer-based VP can have
substantial emotional effects on medical students [10], and that the emotions are
not likely only to occur in the presence of a ‘cold’ even if detailed graphical
environment. Nevertheless, the occurrence of emotional reactions during a VP
simulation session may somewhat be considered as a fair approximation to realism.
If surgical simulations seem to be a cost-effective training approach to surgical
practice, no major evidence can be found in the literature about similar benefits of
VR applied to other fields of Medicine, such as Emergency Medicine and, to some
extent, Disaster Medicine. The characteristics that clearly differentiate emergency
medical care from remaining hospital medical practice involve the fact that, in the
latter, the patients are grouped according to age and nature of illness or injury and
the patient load is controlled, planned, and predictable [11]. In emergency situa-
tions, the classical vertical pathway of medical thinking in patient care is most of
the time reversed, changing from ‘diagnosis > therapy’ to ‘therapy > diagnosis,’
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the latter meaning that the doctor must have high flexibility and interdisciplinary
knowledge in order to establish the right treatment priorities that make the diffe-
rence between life and death in critical settings. While the triage of priorities related
to a single or a few patients is one of the principal characteristics of ‘classical’
Emergency Medicine, the tentative triage of both patients and resources comprises
one of the main aspects of Disaster Medicine.

The Hospital Disaster Preparedness (HDP) modular course as a framework
for research, education, and specific training in Disaster Medicine

The HDP course [12], issued within the European Master in Disaster Medicine
(EMDM), has as its main goal how to set up hospital preparedness for the admission
of a large number of casualties in the hospital. One of the course’s motivations is
that almost everywhere in the world well-defined laws exist that define the need for
a hospital plan concerning the admission of a large number of patients after a mass
casualty/disaster. However, very often, even if such a plan has been created, it has
never been tested with a drill or in real emergencies. The main objective of the
course are therefore the following: (1) to identify the possible risk factors in a given
area, (2) to manage resources that will be used to implement the plans, and (3) to
test the plans within a simulated disaster through a simulation game provided in a
proper simulation environment.

Identifying the possible risk factors in a given area: Welcome to Riceland

The virtual HDP geopolitical area is called Riceland, and every virtual citizen
(actually users from the whole world) is given a ‘passport’ and a virtual identity to
enter. Riceland is composed of towns, mountains, rivers, lakes, and industrial
infrastructures. Every player has a clearly defined role, such as Mayor, Hospital
Director, Minister, etc, and she/he is expected to interact both with the other players
and with the Game Masters. The land is provided as a digital land embedded in a
web-based e-learning environment.

Managing the resources that will be used to implement the plans: Spending two months
in Riceland

The citizens are expected to play the game during a time-frame of 2 months (in the
EMDM version of HDP). This differentiates Riceland from any other existing
MCGs; i.e. the simulation of ‘real life’ in the sense that the effects of political,
economic, logistical, and medical decisions have consequences over time and may
contribute to preventing a disaster situation, or to decreasing the risk of one. While
Riceland provides a graphical interactive representation of what happens in the
digital land, it also has the characteristics of a role-playing game. At the end of the
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2 months, the players and their teams—who are led to a completely new situation
compared to the initial one (and always different from previous ‘matches’ played
on the same platform)—must upload their own Hospital Disaster Preparedness
plan onto the e-learning environment. The teams have the possibility to ask for
structural changes in the buildings (e.g. one more back-up hospital entrance), and
must face the eventuality that large failures in infrastructure occur following a
disaster simulated in Riceland. The disasters are not driven by Artificial Intelligen-
ce agents, but are administered by the team of Masters supervising the game, and
implemented and experienced within the game platform. The current game
platform is called “HDPnetS” [14].

Testing the plans within a simulated disaster through a simulation game provided in a
proper simulation environment

Once the teams are satisfied with their work, the HDP plans belonging to each single
hospital in Riceland (there are 5–6 main towns and hospitals currently) is tested
using a networked virtual environment for real-time disaster simulation. Every
hospital (and all the teams) are confronted with a massive influx of casualties, issues
related to the communications with the EMS during the virtual drill, communica-
tions (or lack thereof) with other hospitals and structures, the occurrence of sudden
infrastructure failure, such as failure of buildings or even the hospital itself, roads,
etc. The very next day after the virtual real-time simulation, EMDM students take
part in a real-size drill that is organised and arranged as it was in Riceland on the
day of the virtual disaster. During the live-in course of the Fifth Edition of the
EMDM, 30 students from all over the world participated in the drill, which was
organized in the town of Casalvolone (Novara, Italy). Almost the entire town was
the setting of the simulation, with real building failures (fires, etc), real policemen,
firemen, Red Cross, and more than 50 casualties played by undergraduate sixth-
year medical students, who ‘learned’ Disaster Medicine by being ‘realistic’ victims
and changing their status according to good or bad moves made by the players.

Conclusions

Training tools alone are not likely to be effective without an instructional fra-
mework to lend them sense. Even the best performance obtained using a training
tool such as a basic life support (BLS) or advanced life support (ALS) manikin (and
a student’s retention curve and its optimisation over time [13]) will not result in
making a person a good healthcare provider. Moreover, the tools commonly used
for training in Emergency Medicine are not necessarily the best ones within a
Disaster Medicine educational setting, since they mostly focus on post-event re-
duction of the level of ‘improvisation’ within the acute phase and occur in a narrow
time-frame and a very specific area, rather than enlarging the scope to a wider area
(metropolitan, national, international) and a wider time-frame (including the
pre-disaster assessment phases, etc.). The HDP–Riceland experience was very

Application of new educational methodologies in disaster medicine 749



encouraging, from the teachers’ and the learners’ perspective, and by fulfilling the
possible criteria for effective simulation exercises in Disaster Medicine. The results
of this experience will be published in the near future.
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Terrorist attacks: what have we learned?

P. SINGER

Terrorism and mass casualties have become a part of modern life. Such events, in
Madrid, Istanbul, Tel Aviv, New York, or, recently, London, just outside the British
Medical Association House, have made it to clear to members of the medical
profession that any doctor may be called upon to treat and manage patients injured
in explosions [1]. Explosions are by far the most common cause of casualties
associated with terrorism. Following the description by Zuckerman [2] of injuries
caused by explosives during World War II, and the initial management guidelines
contained within the Advanced Trauma Life Support (ATLS), advice and guidance
on the management of casualties have progressed and improved in terms of
medical approach and ethical considerations. The use of metallic objects to inflict
penetrating injuries in crowded civilian settings is nowadays relatively frequent,
with implications for triage, diagnosis, treatment, hospital organisation, and of
surgical capacity [3]. Finally, increased attention is being given to the moderately
injured, as they may face immediate life-threatening injuries, including multiple
soft-tissue entry sites, and thus require rapid diagnosis and damage control. The
challenging issues raised by the increased need to treat victims of terrorist attacks
are detailed in this chapter.

Epidemiology data

Israeli experience

In a recent review [4], we summarised the incidents reported in Israel related to
terrorist acts committed with conventional weapons. In the period of the second
intifada, from September 29, 2000 to July 13, 2005, 7 307 people (5 102 civilians and
2 205 security-force personnel) were injured and 1 058 (740 civilians and 318 security-
force personnel) were killed [5]. The epidemiology of terror-related traumatic
injury has been described in adults [6, 7] and in children [8] (Table 1). From a total
of 561 adult patients with terror-related injuries, 26% needed intensive care, 55%
suffered from open wounds, and 31% from internal injuries. In children, there were
138 hospitalisations due to terror compared with 8 363 for non-terror-related
injuries. The terror victims were older (12.3 ± 5.1 vs 6.9 ± 5.3 years, P < 0.0001) and
more frequently sustained penetrating injuries (54% vs 9%). The main injuries
were internal injuries to the torso, open wounds of the head, and critical injuries.
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These required more intensive-care resources (33% vs 8% in the comparison
group), longer hospitalisation, and greater need for rehabilitation.

Table 1. Epidemiology of terror-related versus non-terror-related traumatic injury in adults
and children (adapted from [5, 6])

Adults Children

Terror Non-terror P value Terror Non-terror P value
Number 561 22 487 138 8 363
Age years 61% 23% 12.3 ± 5.1 6.9 + 5.3 0.001

(15–29 years) (15–29 years
Penetrating 55% 54% 9% 0.001
wounds
Torso wounds 38% 11% 4% 0.001
Open wounds Not reported 13% 6% 0.001
to head
ICU 26% 8% 33% 8% 0.001
Median length 5 days 3 days 0.001 5 days 2 days 0.001
of hospital stay
Rehabilitation 17% 1% 0.001

World experience

Arnold et al. [9] described 29 terrorist bombings, producing 8 364 casualties, 903
immediate deaths, and 7 461 immediately surviving injured. Immediate mortality
rates and hospitalisation rate were, respectively, 25% and 25%, 8% and 36%, and
4% and 15% in structural collapse, confined spaces, and open spaces. Unique
patterns of injury were found in all bombing types and are described below.

The data obtained can teach us that most of the deaths were immediate and
untreatable. Between 48% and 94% of the victims arrived in emergency rooms,
15–36% were hospitalised, and the mortality rate was less than 1%.

The lesions encountered vary according to environment and type of bombing.
Many events have been included in this study, including structural collapse, such
as occurred in Bologna [10], Beirut, Buenos Aires, Oklahoma [11], Dharan, and
Nairobi; explosions in a confined space, such those in Belfast, London, Birmin-
gham, Paris, Berlin, Jerusalem [12], Istanbul, and Bali [13]; or explosions in open
space, as in Belfast, London, Tel Aviv, and Jerusalem [14].

The outcome of 29 mass casualty terrorist bombings showed that a large
number of injuries and deaths occurred immediately after structural collapse.
There were 4 257 injured and 213 immediate deaths in Nairobi in 1998, and 759
injured and 163 immediate deaths in Oklahoma City in 1995. Confined space or
open-air explosions resulted in far fewer victims. Combining the data from all of
the mass casualty injuries resulting from the above-listed incidents, the median
number of injured was 94; per event, 76 immediately survived the attack and 18
required prolonged hospitalisation. The rate of immediate mortality was 25%, 8%,
and 4% for structural collapse, confined space explosions, and open-air explosions,
respectively. Thus, in injured survivors, the three types of mass-casualty terrorist
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bombings produce unique patterns with respect to mortality, the number of
injured victims who immediately survived, the need for hospitalisation, and
injury rates. Table 2 lists the injury rates by bombing type and according to the
environment.

Table 2. Injury rates according to bombing type. All values are pooled percentage, with 95%
CI followed by median percentage with IQR (adapted from [9, 18])

Injury Structural collapse Confined space Open space

Pulmonary blast 5 (2–7) 21 (0–46) 7 (4–11)
Pneumothorax 1 (1–2) 13 (4–29) 3 (1–6)
Blast lung syndrome 1 (0–3) 16 (0–37) 5 (3–9)
Tympanic rupture 2 (1–4) 35 (16–54) 5 (0–15)
Penetrating soft tissue 66 (61–71) 41 (14–67) 86 (58–100)
Intestinal perforation 1 (0–6) 3 (0–6) 0 (0–2)
Eye 4 (1–10) 6 (0–15) 1 (0–3)
Penetrating abdomen 1 (0–1) 2 (0–4) 3 (0–8)
Penetrating vascular 2 (1–3) 2 (0–5) 1 (0–3)
Fracture 13 (11–15) 20 (0–48) 6 (3–11)
Amputation 2 (0–3) 3 (0–6) 1 (0–4)
Intracranial injury 2 (1–3) 3 (0–6) 1 (0–3)
Liver or spleen 1 (0–2) 2 (0–4) 1 (0–3)
Burn 1 (1–2) 22 (16–28) 1 (0–2)
Inhalation 2 (1–4) NR NR
Crush 3 (0–8) NR NR

Description of lesions

Most terrorist attacks have involved explosive devices. Bombs such as those used
in Madrid [15] or London [3] are easy to produce and can injure or kill many people.
Improvised devices can also inflict severe injuries, especially if they are loaded with
metallic objects. A recent review [16] described the different types of blast injury.
Primary blast injury is caused by barotrauma, and the direct effect of over or under
pressurisation can lead to rupture of the tympanic membrane, pulmonary damage,
and rupture of hollow viscera. Secondary injury is induced by metallic fragments
and other particles present in the explosive devices, or by projectiles. Penetrating
injury can be tremendously devastating. Tertiary blast injury is caused by structure
collapse and large airborne fragments, leading to crush injury and extensive blunt
trauma. Finally, quaternary blast injury is related to diseases or complications, such
as burns, asphyxiation, radiation, and inhalation of dust, or other complications
not linked to primary, secondary, or tertiary blast injury.

Peleg et al. [7] compared the injuries induced by terrorist gunshot wound
(GSW) and by explosion. In 1 033 patients, 54% were victims of explosion, 36% had
suffered GSW, and 10% had been injured by other means. Most of the patients were
young males. Open wounds were found in a higher proportion in GSW (63%) than
in blast (53%) victims. Fractures were also more frequent in the GSW group (42%
vs 31%). However, injuries to multiple body regions were significantly more fre-
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quent in explosion victims (62% vs 47%). ICU median stay was 4 (2–9) days in the
explosion group and 3 (1–5) days in the GSW group. Explosion victims had more
fatal but also more minor injuries, and longer hospital stay. A larger proportion of
gunshot victims died during the first day (97% vs 58%). Overall mortality was 7.8%
in the GSW group and 5.3% in the explosion group.

Israel was the field of intense terrorist activity between September 2000 and
November 2004. The 135 successful attacks led to a casualty toll of 1 058 killed and 7 307
injured. Most of the suicide bombings occurred in open spaces, buses, and semi-con-
fined spaces. Almogy et al. [17] reviewed the experience of the six trauma centres
registered by the National Trauma Registry. Open-space attacks had a median number
of28(range4–60)victimsandone(range0–3)fatality.Busattacksweremoredramatic,
with a median of 40 victims (range 22–50) and nine fatalities (range 7–15). Attacks in
semi-confined space attacks resulted in a larger number of injured (median 70; range
55–119) and a higher number of fatalities (15/attack, range 12–16). The presence of
shrapnel in the explosive device increased the number and severity of the injuries. The
universal response of hospitals to attacks in crowded places has been:
• Evacuation of the emergency room
• Cessation of operating room activity
• Mobilisation of personnel.

Triage aspects

The lessons we have learned in Israel from those 4 years of experience have been
mainly at the triage level [18]. Many victims are brought to the admitting area over
a period of minutes by pre-hospital personnel and by private means. The response
procedure that has evolved is as follows:
• A trauma-qualified surgeon waits at the entry of the emergency room to

perform triage. Homodynamic instability and severe respiratory distress are
always suspected. Evaluation and treatment of the severely injured are initiated.

• Attention is given to identify those patients suffering from blast-induced lung
injury and those with multiple-entry-site wounds and extensive tissue damage.
Both groups require high-level care or surgery.

• Chest drains have to be inserted quickly in case of acute respiratory distress
after the blast.

• The surgeon and the intensive care specialist have to reevaluate the patients
many times, weighing the need for imaging studies, surgical procedures, and
admission to the ICU. Hypotensive victims of suicide bombing attacks who have
abdominal/thoracic injuries believed to contribute significantly to their instabi-
lity are taken to the operating room.Many ofthese victims haveshrapnel injuries,
and since the attackers usually approach victims from behind, many entry-site
injuries are located on the patients’ backsides. Almogy et al. [17] proposed
modifying the approach to damage control of these patients and to achieve
haemostasis of lesions located in the back before positioning the patient in the
supine position for routine abbreviated laparotomy. The London experience,
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which involved nail bombings, resulted in a recommendation of debridement
without any reconstructive procedures, and of delaying closure/split skin graf-
ting [3].

ICU issues

Epidemiological studies demonstrated that the victims of terror-related trauma
had a higher ISS, and were admitted at a higher rate to the adult and paediatric
intensive care departments (22.8% of hospitalised adults and 36% of children) than
patients with non-terror-related medical conditions [7, 8]. Victims of terrorist
attacks also had a longer hospital stay. Thus, in case of terrorist attacks, ICU beds
should be made available.

Blast injury of the lungs

Tympanic-membrane rupture serves as a sensitive marker for blast injury. How-
ever, patients without ruptured tympanic membranes may also develop blast lung
injury [19]. As shown in one study [19], 142 victims had perforated eardrum and 31
had combined otic and pulmonary injuries. From the Madrid train bombing,
rupture of tympanic membranes occurred in 99 of the 243 victims and chest injury
in 97 [15]. The lung is the second most susceptible organ to primary blast injury.
Pizov et al. [20] proposed a blast lung injury (BLI) score based on a retrospective
study of 15 patients with primary BLI resulting from explosions on civilian buses.
Patients were classified as severe, moderate, or mild according to their PaO2/FIO2,
radiological findings, and existing barotrauma (pneumothorax or bronchopleural
fistula). In this series, five patients had mild BLI (PaO2/FiO2 200 mmHg, localised
lung infiltrates on chest radiograph, no evidence of bronchopleural fistula), six had
moderate BLI ( PaO2/FiO2 60–299 mmHg, bilateral and asymmetric chest infil-
trates), and four had severe BLI (PaO2/FiO2 60 mmHg, massive bilateral infiltrates,
bronchopleural fistula present). Respiratory failure was the major cause of death
in two patients with severe BLI but in none of those with mild or moderate BLI.
Ventilatory support was mandatory in all patients with severe BLI. In 17 victims of
BLI, a pressure-limit strategy was applied and no victims developed barotraumas.
Despite the subsequent hypercapnia, patients remained haemodynamically and
metabolically stable [21]. In case of head injury, permissive hypercapnia may be
less acceptable. High-frequency oscillatory ventilation has been proposed [20] to
prevent overdistension and damage to the alveoli, and some preliminary results
show encouraging results [20]. The use of extracorporeal membrane oxygenation
may aggravate pulmonary haemorrhage and should be carefully prescribed.

Air embolism is another recognised complication of BLI and may be due to
disruption of alveolar septae and interstitial vessel walls [22]. Autopsy studies
demonstrated that air embolism exists in most patients suffering from adult
respiratory distress syndrome. In addition, animals exposed to different levels of
blast were depleted in antioxidants, such as vitamin C, vitamin E, and glutathione,
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and had increased levels of nitric oxide and lipid peroxidation [23]. Hypoxia may
generate free-radical reactions, thereby destroying lung and vessel walls.

Bleeding and factor VII

Initial ICU management is directed to achieving optimal oxygenation and perfu-
sion. Shock resulting from external or internal haemorrhage should be treated
following a procedure similar to that used for military- or crime-related injuries.
However, two additional points should be stressed. As discussed earlier, bleeding
control of wounds located in the back and caused by shrapnel injuries should be
suspected and diagnosed early, before other surgical procedures. A careful exami-
nation should be performed to prevent profuse bleeding, hypothermia, and hae-
morrhagic shock during surgical procedures or early ICU stay. Therefore tailored
protocols should be instituted.

Recombinant activated factor VIIa (rFVIIa) has been successfully used to treat
bleeding patients with various coagulopathies [24]. Animal studies have been very
convincing and have shown significant improvement in mean prothrombin time,
mean arterial blood pressure and mean blood loss in hypothermic coagulopathic
pigs after administration of rFVIIa [25]. In a series of 37 patients who received
rFVIIa for surgical bleeding of different aetiologies (Table 3), bleeding was stopped
in most of the patients and overall survival was 18% [26]. This therapy is an
additional tool in the treatments available for terror victims. Additional, prospec-
tive randomised studies will define the best indications of this expensive drug.

Table 3. Use of recombinant factor VIIa in trauma victims vs in surgical patients

Number of patients Survival Survival Survival

24 h (%) 7 days (%) 30 days (%)

Trauma 11 55.6 27.3 18.2
Surgical 12 83.1 58.7 17.2
Transplant 7 86.6 57.4 29.2

Abdominal lesions

While the decision to perform surgery is easy to make in patients with acute
abdominal symptoms, careful observation and repeated radiological examina-
tions as well as diagnostic peritoneal lavage should be done in patients with
suspected abdominal injury and perforation [27, 28]. Intramural haematomas,
depending of their location, size, position relative to the mesenteric artery, and
whether or not the pattern of haemorrhage appears diffuse or confluent, are
important factors in the prediction of later perforation. In all cases of haemodyna-
mic instability or unexplained sepsis, aggressive assessment of the abdomen
should be performed, since it is a possible source of perforation and sepsis. Based
on recent experience, all victims with multiple shrapnel wounds should be exa-
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mined by total body computed tomography as soon as the initial chaos in the
hospital has subsided.

Ethical issues of mass casualties

Definition

Mass casualty is characterised as resulting from an event in which the number of
victims is very high. This can happen during a terrorist act. In these situations, the
imbalance between the number of victims and health representatives imposes
organisational dilemmas and the need for ethical rules.

From the ethical point of view, the rules issued by the WMA in disasters [29]
and the WADEM [30] incompletely take into account the ethical decisions that
must be made during mass casualty. The Israel Medical Association [31] recently
issued a position paper based on general ethical rules, such as beneficence, auton-
omy, nonmaleficence, and justice, in addition to the right of the health worker to
individual security and the rights of society and the nation.

Beneficence: It is the responsibility of the physician to do his or her best and to
assure that the health system will do all that it can to ensure the best possible
treatment to the victims. In case of mass casualties and disaster, fast and effective
triage is mandatory, according to the conditions at the scene. Patients with survival
chances should have the highest priority. Second priority should be given to victims
requiring immediate therapy but who are not in immediate danger of death. Third
priority should given to patients who can wait, without risk of worsening of their
conditions. Fourth priority should be given to patients without a reasonable
immediate chance of survival.

Autonomy: The patient has the right to decide about his or her future health.
The patient should be informed regarding the hospital destination. He or she can
refuse all therapy or to receive a specific type of treatment. The physician has to
take the patient’s decisions into account; however, the physician has the right to
overrule the patient’s decision in case of logistical problems that conflict with the
patient’s wishes, such as regarding hospital destination.

Nonmaleficence: A reasonable standard of care is mandatory in mass-casualty
situations.

Justice: Priorities should be given according to medical decision and triage
criteria. Medical decisions will be based on the goal of saving the largest number
of human lives, even if some individuals could not be treated. The triage will not
introduce factors such as sex, age, religion, nationality, profession, or social rank
into account.

Security of health professionals

Since the location of the disaster is not always secured, at least at the beginning of
the triage action, the entry of health professionals into the scene is not obligatory
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and even futile as long as there are risks for the health care providers. This rule is
particularly relevant in case of biological threat.

Health professionals have to adhere to the following rules: the physician is not
obliged to endanger him- or herself in order to save the lives of others. However,
escape and refusal to take part in mass casualty management is unethical and
unacceptable. In case of a predictable event (future conflict, war, danger of building
collapse, etc.) the medical team has to optimally prepare itself (material, protection,
training, vaccination, etc.) so that it will be able to work under the conditions
imposed by the conflict. Without possibility of preparation, the medical team will
have to do its best willingly and efficiently.

Education

The ability to cope with mass casualty has become an integral part of the basic
educational medical syllabus. Schools of medicine have to include this subject in
the medical curriculum of all physicians. Medical doctors, medical schools, and
medical and paramedical associations need to teach their respective students how
to deal with mass casualties. Medical doctors have to take an important part in
designing protocols of care, and in educating the general population on how to
respond in case of a mass casualty event.

Research

Studies should be performed in accordance with decisions made by ethics commit-
tees. Special consideration has to be taken regarding the administration of drugs
or the use of methods/techniques without possible approval. Results from research
should be published after approval of the institutions where the studies were
performed.

The knowledge acquired during a mass casualty event is not the sole property
of researchers but also of the ethics committee of the scientific society to which the
researcher belongs (society of emergency medicine, critical care, surgery). Each
study related to response organisation and the treatment of victims of mass
casualty must receive the approval of the scientific society involved in evaluating
the treatment.

Bioterrorism

Society has to protect its medical teams from danger of contamination in case of
bioterrorism. In case of practical risk, health authorities must provide health
professionals with all the necessary protection. Every health professional has the
right to refuse this assistance. All health professionals who receive the required
protection must take care of victims of bioterrorism according to medical stan-
dards.
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Conclusions

In light of the increasing risk of bombing attacks, physicians and intensive care
specialists should familiarise themselves with the characteristics of explosive de-
vices and the injuries inflicted by blasts, explosions, and shrapnel. Triage has
become an important part of the management of these patients. The ICU should
focus on the possibility of pulmonary, bleeding, and abdominal conditions. Finally,
an ethical code for responding to mass casualty is proposed in this chapter.
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Difficult airway

G.A. MARRARO

The small size of the larynx and trachea makes airway obstruction life-threatening
in infants and children. Airway obstruction can appear after a simple inflammation
of the upper airways and may progressively deteriorate until emergency stage.
Hypoxia due to impairment of airway is a frequent cause of morbidity and mortality
in the paediatric age group [1–3]. Airway obstruction, due to the severity of
complications and possible evolution of hypoxia into cardiac arrest, must be
treated immediately. The treatment is devoted to maintaining patency of airways
and ensuring adequate ventilation.

Difficult airway is due to alteration of the upper respiratory tract (e.g. nasal
cavity, nasal–pharynx, and larynx) and lower respiratory tract (e.g. trachea, bron-
chi and bronchioles) and can derive from congenital and acquired malformations,
infectious diseases, oedema and trauma.

Congenital and acquired malformations

Congenital and acquired malformations can affect the paediatric airway in different
ways and may become evident at birth in the delivery room or may appear when
the child is older and somatic growth has made the airway impairment more
evident. Congenital airway abnormalities may improve, worsen, or remain the
same as craniofacial structures mature.

Craniofacial dysostosis

The craniofacial dysostosis syndrome includes congenital abnormalities, of which the
most common are Apert, Crouzon and Pfeiffer’s syndromes. All have craniosynostosis
with some degree of midface hypoplasia and other abnormalities, including hyper-
telorism and proptosis. The mandible can be of normal size but appears to be relatively
prognathic secondary to the midface hypoplasia. The palate is high and arched, while
the nasal passages are small with some degree of choanal stenosis. As a result, these
children are primarily mouth breathers. Closure of the mouth occludes the oral airway
as the tongue fills the smaller oral cavity, while the small nares and choanal stenosis
offer resistance to airflow via the nasal route. Children whose craniofacial dysostosis
causes severe airway problems often have obstructive apnoea. Other structural defects
of the airway include vertebral abnormalities that may limit neck motion.
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The airway abnormalities make management of the airway by mask difficult.
Fitting the mask may be problematic because of the small midface and proptosis.
Intubation of the trachea is not as difficult unless there is a major problem with
neck mobility. However, a slightly smaller than expected endotracheal tube, be-
cause of tracheal ring abnormalities, is necessary. Nasal intubation is not contra-
indicated but may also require a smaller tube.

Lip and palate malformations

Cleft lip and/or palate is the most common type of craniofacial disorder; it may
exist by itself or be associated with other craniofacial syndromes [4]. Patients with
isolated cleft lip usually do not have airway problems. However, cleft palate can
cause difficulties during airway management. If the tongue falls into the cleft, it
may obstruct the nasal airway, and when relaxation of the oropharyngeal muscu-
lature allows the tongue to fall posteriorly, the tongue may obstruct the oropharynx
completely [5]. Cleft palate may be associated with other structural abnormalities,
e.g. Pierre–Robin sequence of micrognathia, glossoptosis and respiratory obstruc-
tion [6].

Airway management in patients with simple cleft lip and palate is usually
straightforward. The use of an oropharyngeal airway will keep the tongue from
occluding the airway. Intubation difficulties may depend on whether the cleft is
unilateral or bilateral. In unilateral cleft, the laryngoscope blade will tend to fall
into a left-sided cleft during intubation, as the tongue gets swept to the left side and
alters the line of vision. In bilateral clefts, the premaxilla is angled anteriorly,
altering the line of sight and hampering insertion of the laryngoscope blade.

Hemifacial microsomia

Hemifacial microsomia is characterised by varying degrees of mandibular hypo-
plasia, auricular abnormalities, overlying soft-tissue loss and facial nerve weakness.
The position and shape of the ramus may grade deformity of the mandible in
hemifacial microsomia [7]. As the severity of deformation increases, the degree of
difficulty in airway management also increases. Intubation is often more difficult
after reconstruction of the jaw because this procedure may be followed by soft-tis-
sue contractures that restrict mouth opening.

Microsomia may present bilaterally and be easily confused with Pierre–Robin’s
syndrome. In this case, management of the airway ranges from easy to impossible
for either mask ventilation or tracheal intubation.

Goldenhar’s syndrome, a variant of hemifacial microsomia, has the added
features of macrostomia and may have fused or hemivertebrae resulting in limita-
tion of neck flexion and extension and increasing the difficulty of intubation [8].
Care must be taken in manipulating children affected by this syndrome because
any forceful movement of the neck can cause neurological injury. Airway morpho-
logy may change as the child grows or as a result of surgical intervention.
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Myopathic dysplasia

Freeman–Sheldon syndrome, whistling face syndrome—craniocarpotarsal dy-
splasia—is a rare pathology characterised by contraction of the facial musculature
and other soft tissues. The patient has a mask-like face with circumoral fibrosis and
microstomia. In addition to microstomia and circumoral fibrosis, children often
have contractures that limit mobility of the neck, making airway management and
intubation very difficult [9]. These patients are at higher risk of malignant hyper-
thermia [10].

Limitation of flexion and extension of the neck

Klippel–Feil syndrome is characterised by severe limitation of flexion/extension of
the neck as a result of fusion of cervical vertebrae and atlanto-occipital abnorma-
lities, spinal canal stenosis and scoliosis. For these reasons, care must be taken in
manipulating and positioning the child because any forceful movement of the neck
could cause neurological injury. Other skeletal deformities may also be present,
with Sprengel’s syndrome being the most common. It is usually easy to manage the
airway by mask, but the limitation of neck movements makes intubation extremely
difficult. Fibreoptic tracheal intubation or use of a laryngeal mask airway is the
technique of choice to manage the airway [11].

Goldenhar’s syndrome, with the presence of fused or hemivertebrae, and
Freeman–Sheldon syndrome with neck contractures, can result in limitation of
neck flexion and extension and increase the difficulty of airway management.

Jaw malformations and dysfunction of the temporomandibular joint

Hypoplasia of the jaw (Pierre–Robin syndrome), associated with other craniofacial
abnormalities (e.g. Treacher–Collins and Goldenhar syndrome), is a congenital
defect that can favour airway obstruction during spontaneous breathing. Hypopla-
sia can be associated with atresia and coanal stenosis, reduction of the nose–
pharynx space and malformations of the palate (palatoschysis and bifid uvula). The
malformation tends to be less evident with age (4–6 years) but can create in any
cases difficult intubation and airway obstruction.

Airway management in patients with Pierre–Robin syndrome or associated
craniofacial syndromes may involve the use of alternative techniques for securing
the airway. The patient can be ventilated by mask according to the history of snore
or sleep apnoea. If the patient has a history that indicates lack of airway patency
during sleep, successful ventilation by mask is unlikely and in consequence the
techniques for intubation must be altered.

Patients with Treacher–Collins syndrome (mandibulofacial dysostosis) have
maxillary, zygomatic and mandibular hypoplasia. Secondary problems include
cleft palate and velopharyngeal incompetence. Other prominent features include
small mouth, high arched palate, laterally sloping palpebral fissures, notched lower
eyelids, coloboma of the eye, and hearing loss because of atresia of the internal and
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external ears. Patients with these abnormalities can suffer severe airway obstruc-
tion, and mask ventilation and tracheal intubation are difficult to achieve and
impossible if there are associated temporomandibular joint (TMJ) abnormalities.
As children grow, increasing basilar kyphosis of the cranial base may make airway
management even more difficult. The respiratory function of these patients should
be monitored to identify the obstructive problems early [12]. As intubation and
ventilation by mask are difficult in this group of patients, the techniques of choice
are fibreoptic intubation or use of a laryngeal mask [13]. Procedures to close the
cleft palate or correct velopharyngeal insufficiency by creating a pharyngeal flap
often are associated with postoperative airway obstruction.

Hyperplasia of jaw (Ramon or cherubism syndrome) is a rare but familiar
malformation characterised by upper and lower jaw hypertrophy. Tongue disloca-
tion makes visualisation of the glottis difficult during laryngoscopy.

Dysfunction of the temporomandibular joint is a rare congenital malformation
characterised by agenesis of condilus. Generally it is acquired pathology and
follows trauma (forceps application during delivery) or inflammation (septic
arthritis). In both conditions, the final result is reduced motility and anchilosis of
the TMJ. Acquired micrognatia can be severe and can compromise jaw movements
and mouth opening, and airway management appears to be difficult.

Malformations of mouth and tongue

Microstomia, reduced opening of the mouth, is present in several congenital
malformations such as Freeman–Sheldom, Hallermann–Streiff and oto-palato-
digital syndromes. Acquired forms are connected with burns and caustic lesions.
Microstomia hinders the introduction of the laryngoscope blade, visualisation of
the glottis and endotracheal intubation.

Macroglossia is present in congenital malformations such as Beckwith–
Wiedemann, trisomia 21/Down’s and Hurler syndromes, and in hypothyroidism,
haemoangioma and lymphoangioma of the tongue. Lymphatic malformation
generally involves the submandibular space and neck but can be extended to the
tongue, vallecula, epiglottis and soft palate.

Large tongue, reduction of the oral cavity and tumefaction of the submandibu-
lar space can favour airway obstruction. Airway obstruction due to these patholo-
gical conditions may increase apnoea sleep syndrome. Macroglossia is frequently
associated with dysphagia, dysphonia, orthodontic and aesthetic problems.

Beckwith–Wiedemann syndrome is characterised by macroglossia, exompha-
los and gigantism. The large, protuberant tongue is the primary cause of respira-
tory distress and, in extreme cases, the tongue may obstruct the airway so severely
that cor pulmonale occurs [14]. The key to airway management in patients with
macroglossia is not to attempt mask ventilation (which requires keeping the
tongue in the mouth) but to use nasotracheal intubation. Direct laryngoscopy is
easy to perform because the tongue can be moved out of the way. Hyperplasia of
the kidneys and pancreas also characterise this syndrome and cause patients to
be prone to hypoglycaemia [15].
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Down’s syndrome, trisomy 21, is the most common chromosomal abnormality
characterised, in addition to other abnormalities, by a narrowed nasopharynx, a
relatively large and protuberant tongue and cleft lip/palate. The larynx and cricoid
ring tend to be small, predisposing to acquired subglottic stenosis. There is a high
incidence of atlantoaxial subluxation, which can make extension of the neck
hazardous. Airway management includes keeping the relatively large tongue from
occluding the airway. The enlarged tongue can cause or worsen obstructive sleep
apnoea.

Hurler syndrome, congenital mucopolysaccharidoses, is a genetic disorder
characterised by deficiencies in enzyme production that lead to accumulation of
mucopolysaccharides throughout the body. In the airway, infiltration by muco-
polysaccharide deposits leads to tongue enlargement, thickening and redundancy
of the soft-tissue mucosa of the oropharynx, and blockage of nasal passages.
Progressive airway obstruction leads to severe respiratory compromise [16, 17], and
mask ventilation and tracheal intubation become impossible. Individuals with
mucopolysaccharidoses, in the past, often died of cardiomyopathy because of the
effects of mucopolysaccharide accumulation in the heart. Bone marrow transplan-
tation has proven an effective way to reverse mucopolysaccharide deposition by
supplying the missing enzyme and this treatment can actually reverse airway
obstruction [18].

Malformation of the nose, palate and pharynx

Choanal atresia, unilateral or bilateral, results in respiratory distress shortly after
birth because many newborns breathe only through the nose. Immaturity of
coordination between respiratory efforts and oro-pharyngeal motor/sensory input
accounts in part for obligatory nasal breathing. Obstructive symptomatology dis-
appears during crying and reappears during feeding and in the absence of crying.
Clinical symptomatology is less evident in cases of unilateral presentation.

Tracheal intubation is not mandatory and neither is tracheostomy. In cases of
partial stenosis, choanal dilatation can be performed.

Nasal masses are rare malformations that can create airway obstruction and
difficult laryngoscopy and intubation. Intubation can be more difficult if it is
associated with palatoschisis and the mass can invade the mouth.

Palatoschisis can be associated with difficult airway when it is associated with
Pierre–Robin, Treacher–Collins, Goldenhar and Klippel–Feil syndromes. A special
prosthesis, which partially reconstructs the lip and palate, can be useful for safe
and easy intubation.

Malformation of the larynx

Congenital atresia of the larynx is a life-threatening condition unless it is recog-
nised immediately at birth and treated promptly. Emergency cricostomy or fissu-
ration of the trachea in some cases can allow ventilation.
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Laryngomalacia is due to lack of the usual rigidity of the laryngeal cartilage. The
glottis, the arytenoid cartilages and supraglottic structures collapse toward the
glottis during inspiration and this leads to inspiratory stridor, which is exacerbated
by crying or distress. Laryngotracheomalacia is a frequent complication of prolon-
ged intubation and use of an incorrect tracheal tube (large diameter, rigid structure,
cuffed).

Congenital laryngeal webs occur at the level of the glottis and usually are thin
membranes that partially occlude the tracheal opening. They produce symptoms
of feeble cry and dyspnoea after birth.

Laryngeal cysts and laryngoceles are soft-tissue masses that protrude into the
glottis lumen and result in respiratory distress and inspiratory stridor.

Vocal-chord paralysis, unilateral or bilateral, may be present at birth or acqui-
red later. Vocal-chord paralysis is the second most common cause of congenital
obstruction of airways in infants. Congenital causes include idiopathic forms, birth
trauma of the vagal nerve, hydrocephalus, Arnold–Chiari syndrome and encepha-
locele. Acquired vocal-chord paralysis derives from neurological disorders and
post-surgery complications. Thoracic and neck surgical operations are the most
frequent causes. Left-sided chord paralysis is more common because of the lengthy
path followed by the left recurrent laryngeal nerve. The unilateral form can be
asymptomatic, while the bilateral form can create inspiratory stridor, severe airway
obstruction, cyanosis and apnoea. The unilateral form does not require treatment,
while the bilateral form can require intubation and/or tracheostomy. Aspiration
can be frequent in both unilateral and bilateral forms. Acquired forms generally
resolve spontaneously, which is not the case for congenital forms.

Laryngeal granuloma follows prolonged and traumatic intubation but can also
appear in infants and children intubated for a short time. Symptomatology is
progressive and is characterised by hoarseness, stridor during inspiration, voice
alteration and dyspnoea. Airway obstruction is connected with the size of the
granuloma, which can obstruct laryngeal additus and can create severe respiratory
distress.

Subglottis stenosis

Congenital subglottis stenosis may be asymptomatic at birth but often becomes
symptomatic when tracheal oedema causes severe inspiratory stridor. This may be
diagnosed initially as laryngo-tracheo-bronchitis, but it recurs with subsequent
upper respiratory infection. This form can resolve spontaneously with age accord-
ing to the severity of malformation. Subglottis stenosis may be a frequently
acquired disease following tracheal intubation. Individual susceptibility, traumatic
intubation, movement and size of the endotracheal tube, use of cuffed tubes and
duration of intubation can cause the lesion. The most serious forms may require
surgery or application of a special prosthesis.
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Congenital vascular malformations

Haemangioma occurs most commonly on the face and upper torso. It may involve
any part of the airway, causing severe airway obstruction. Stridor is frequent, as is
alteration of voice tone, dyspnoea, cyanosis and difficulty in feeding. Laryngoscopy
shows the unilateral subglottis mass and angiography may be necessary to confirm
the diagnosis. Although haemangiomas grow rapidly in infancy, they then involute
spontaneously over a year or two.

Arterio-venous malformations involving the face and airway are relatively
uncommon. These lesions grow as the child grows, and can cause erosion and
distortion of adjacent structures, so a lesion involving the airway may make
securing the airway difficult.

Venous lymphatic malformations, previously called cystic hygroma, comprise
a mixture of venous and lymphatic elements. They may be of various sizes at birth
and may continue to grow postnatally. Occasionally, they can become infected or
dramatically increase in size as a result of internal haemorrhage.

Malformations of trachea and bronchi

In bronchomalacia and intrathoracic tracheomalacia, the cartilaginous compo-
nents of the upper airway lack their characteristic rigidity and the mechanism of
breathing is altered due to an obstacle of exhalation. A congenital weakness or
deficiency of the cartilage that supports the trachea and bronchi causes primary
congenital tracheomalacia, which is rare. Acquired tracheomalacia may occur from
extrinsic compression of the airway and in long-term ventilated infants. Suggestive
symptoms are severe cyanotic episodes, often preceded by crying and agitation.
Diagnosis can be made with airway fluoroscopy or bronchoscopy [2]. Laryngo-
tracheo-oesophageal cleft is a congenital defect due to a failure of dorsal fusion of
cricoid lamina, between the posterior laryngeal wall and, sometimes, the trachea
and the oesophagus. A severe form of the malformation is a persistent oesophago-
trachea, incompatible with life.

Tissue masses, congenital cysts and sequestration

Tissue masses may reduce the calibre of the tracheal lumen, either by extrinsic
compression (e.g. cystic hygroma), or by growth into the tracheal lumen from the
tracheal wall (e.g. haemangioma). The trachea may be compressed by the presence
of an abnormal vascular structure. The innominate artery is the most common
vessel causing tracheal compression. Vascular rings and slings, and enlarged
tracheal compression are other vascular abnormalities. Congenital cysts and se-
questration, and bronchospastic disorders (e.g. asthma, bronchiolitis and bron-
chopulmonary dysplasia) can also obstruct the airways.

Children present various symptoms as stridor, wheezing, lobar atelectasis, or
recurrent pulmonary infections up to severe respiratory failure.
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Infectious diseases

More common infective pathologies that can create airway obstruction are listed
below but it is necessary to remember that several other infective diseases, such as
diphtheria and rubella, can create obstructive symptomatology due to the forma-
tion of adherent tracheal and laryngeal membranes.

Laryngo-tracheo bronchitis

Laryngo-tracheo bronchitis affects children from 6 months to 3 years of age and is
caused by a variety of infectious agents, occurring mainly during the winter. Airway
compromise is due to swelling of the tracheal mucosa in the subglottis region. The
trachea has a progressive narrowing of its lumen, with the narrowest point just
below the vocal chords, while the upper glottis is normal.

Epiglottitis

Epiglottitis is a bacterial infection of the supraglottic tissues caused by Haemophi-
lus influenzae type B and is frequently confused with laryngo-tracheo bronchitis
because both present inspiratory stridor and respiratory distress. Diagnosis can be
confirmed by anterior–posterior and lateral neck radiography in which the trachea
appears normal and the epiglottis is markedly swollen and oedematous.

Peritonsillar abscess is typical of the early second decade of life and the child
may present a muffled voice and drooling. If the abscess is sufficiently wide, the
child presents severe respiratory distress and trismus.

Retropharyngeal abscess

Retropharyngeal abscess is characterised by a progressive symptomatology with
sore throat, fever and dysphasia. The posterior oropharyngeal wall may bulge, but
most commonly the findings are unremarkable. Rupture of the abscess can spill
the contents into the tracheo-bronchial tree. An inspiratory radiograph of the
lateral neck may show thickening of paravertebral soft tissue and possible medias-
tinal extension of infection.

Laryngeal papillomatosis

Laryngeal papillomatosis is the most common benign tumour of the larynx oc-
curring between infancy and 4 years of age, and can cause respiratory obstruction,
which may injure or kill the patient.
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Angio-oedema

Angio-oedema is a well-localised oedema involving the deep layers of skin, in-
cluding the subcutaneous tissue. It may occur in response to a variety of systemic
disorders and may lead to swelling of the soft tissue of the face, particularly the eyes
and lips. If the oedema involves the soft tissues of the upper respiratory tract,
laryngeal obstruction and respiratory failure may result.

Trauma

Traumatic injury to the upper airway may be divided into oral facial trauma and
laryngeal or tracheal trauma. Oral facial trauma exposes the risk of upper airway
obstruction. The swelling of soft tissues and inhalation of blood may lead to airway
compromising and acute respiratory distress syndrome (ARDS). Injury to the
larynx and trachea may occur following blunt trauma such as road accident or
following penetrating trauma. The development of subcutaneous emphysema is
evidence that a laryngeal fracture or tracheal tear has occurred.

Burn injury of the upper airway may complicate the management of a burn
victim. Because of the very efficient cooling capacity of the upper air passages,
thermal injury to the airway below the vocal chords is uncommon, occurring in
less than 5% of cases.

Airway obstruction may also be produced by aspiration of a variety of foreign
bodies, nuts being one of the most frequent. The airway may be blocked from the
posterior pharynx to the bronchi and symptoms vary according to the site of the
foreign body and the degree of obstruction it produces. If the foreign body produces
valve bronchial obstruction, hyperinflation of the involved lung will be seen at an
expiratory chest x-ray. Long-term aspiration can provoke lobar atelectasis.

Aspiration of gastric material is a severe syndrome that can evolve into chemical
pneumonia and ARDS.

Finally, airway obstruction can be connected with various facial and neck
malformations in which airway patency can be lost from reduction of the muscle
tone of the neck.

General considerations in the management of the difficult airway

Structurally, the airway consists of bony and soft-tissue elements. The effects of
these elements on airway structure may be interdependent or independent of each
other. When assessing airway management, the various areas of the airway to
consider include the oral cavity, anterior mandibular space, maxilla, TMJ and
vertebral column.

The oral cavity can be viewed as a box bounded by the bony structures of the
maxilla and the mandible, and filled to some extent by the soft tissue of the tongue.
The ratio of volume of the oral cavity to the tongue indicates the likelihood of upper
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airway obstruction. Maxillary or mandibular abnormalities will change the volume
of the box. Craniofacial disorders are often associated with tongue enlargement,
rarely with decreased tongue size. As the ratio of tongue to volume of the oral cavity
increases, the probability of airway obstruction increases.

The anterior mandibular space is the space within the mandible into which the
soft tissue of the tongue can be displaced during laryngoscopy. Any condition that
makes this space small relative to the size of the tongue will make laryngoscopy and
tracheal intubation difficult, e.g. Pierre–Robin syndrome.

Maxillary hypoplasia can change the mass-to-volume ratio of the upper airway
in a similar manner to tongue hyperplasia or mandibular hypoplasia, making
airway obstruction more likely.

The function of the TMJ, the hinge that opens the upper airway and also
translocates the lower jaw forward, is fundamental to visualise laryngeal additus.
Restricted opening of the TMJ is more common than failure of translocation.
Causes of fixed rigidity of the TMJ include congenital conditions or previous
trauma. In cases of restricted opening, it is important to determine if rigidity is
fixed or may be overcome once the patient is anaesthetised.

The vertebral column, particularly the atlanto-occipital section and the lower
cervical region, allows flexion and extension of the neck and affects the ability to
manage the airway. Vertebral fusion, hemivertebrae and arthritic changes may
decrease cervical mobility to the extent that tracheal intubation is difficult or
impossible. Other disease processes or congenital conditions may cause instability
of the vertebral column and put the spinal chord in danger of impingement. In
these circumstances, motion of the neck must be avoided and alternative methods
(e.g. fibrescopic laryngoscopy) of intubation sought.

Soft-tissue abnormalities that cause difficult airway usually fall into two catego-
ries: those that limit movement of the airway and those that distort the airway by
mass effects. Soft-tissue problems that limit airway movement usually affect mouth
opening. Mass effects on the airway because of soft-tissue abnormalities may be
congenital in origin, the result of surgical interventions, or the result of diseases that
develop later in life. Of the congenital problems, macroglossia is one of the most
common. Other problems that cause mass effects include soft-tissue tumours and
various forms of arterio-venous malformations. Sometimes these can cause secon-
dary problems by erosion or mechanical obstruction of different structures.

Techniques suggested in the treatment of difficult airway

The treatment of difficult airway is devoted to restore airway patency and to
improve and maintain adequate ventilation. First of all, the patency of airway can
be obtained with simple manoeuvres that include correct positioning of the neck
and the head, clearing the mouth and the pharynx and dislocating the jaw and the
neck, alone or in combination with lateral decubitus [3, 19].

In cases of visible foreign body, its rapid removal using laryngoscope and
forceps is indispensable for restoration of patency of the airways.
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Non-invasive oral and nasal devices can restore and maintain airway patency
because they facilitate the passage of gases into the pharynx and the larynx,
avoiding the nostril and mouth [2, 3].

Oral devices

Oral devices are useful in cases of non-patency of nostril and choane, in the
presence of macroglossia, hypotonic muscle of chin triangle and of neck, and when
the mouth is difficult to maintain adequately open. The use of an oral device can
stimulate vomiting if an incorrect calibre is used and may worsen respiratory
insufficiency. During manual ventilation it can favour the passage of gases into the
stomach and aspiration.

Nasal devices

Nasal devices may be useful in cases of impossible access to the mouth because of
anomalies of maxillo-facial structures, in tumours and head trauma. A nasal tube
positioned with the tip in the posterior pharynx can be utilised. A larger diameter
tube than that used in tracheal intubation is sufficient. Proper length may be
estimated as distance from nares to angle of mandible. Lower tube placement
stimulates coughing and vomiting and favours the passage of gases into the oeso-
phagus. In cases of facial trauma with problematic patency of nares and choanae,
positioning is difficult because a wrong route can be created.

Laryngeal mask

The laryngeal mask airway (LMA) has an established role in the management of
the difficult adult airway. Its use in the difficult paediatric airway is less well
documented, but the LMA is increasingly used to secure the airway and to act as
an aid to tracheal intubation [20] in infants and children. The LMA allows mainte-
nance of airway patency in the majority of cases but does not resolve all ventilatory
problems. Complications connected with its use are difficult insertion and easy
displacement, partial or complete airway obstruction, laryngo-spasmus in cases of
insufficient plane of anaesthesia, uvular, pharyngeal and laryngeal trauma. The
laryngeal mask is not indicated in the presence of vomiting, regurgitation and full
stomach and in emergency. It is difficult to use in chronic lung disease and large
quantities of secretions, in hypertrofic tonsils and in malformation of the oral
cavity.

Many children with severe facial malformations that make tracheal intubation
hazardous, or even impossible, can benefit from use of the LMA, since a tracheal
tube can be introduced through the tube and advanced blindly into the trachea.
Intubation via the LMA is a recognised technique for securing the difficult airway
in paediatric patients. The correct position of the LMA in relation to the laryngeal
inlet can be confirmed by fibrescopic examination [21–24].
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Tracheal intubation

Tracheal intubation is the optimum invasive method to control patency of airways
and ventilate adequately the lungs. It can be performed under direct laryngoscopy
with children under sedation or during general anaesthesia. In difficult airway,
volatile halogenate anaesthetics are useful as they allow sedation of the patient,
maintenance of spontaneous breathing and bronchodilatory effect [2, 25].

Difficult intubation can be suspected or unexpected. In the case of suspected
difficult intubation, a well-planned and flexible approach must be taken. Idoneous
equipment has to be used and a well-trained specialist should be present. Reduced
complications and failures in intubation have been reported in well-programmed
situations.

Difficult intubation can be divided into two major groups. In the first group, direct
visualisation of the glottis is difficult or impossible; in the second group, visualisation
of the larynx is possible under direct laryngoscopy but the passage through the glottis
and trachea of the usual size endotracheal tube is impossible [2, 3].

Techniques suggested in difficult intubation due to non-visualisation of glottis and vocal chords

In cases of difficult intubation [26] due to non-visualisation of laryngeal additus,
several methods have been proposed to intubate the trachea, but only one can be
effective in 90% of cases using a fibreoptic laryngoscope [27]. All airway manage-
ment algorithms [28, 29] show fibreoptic bronchoscopy as the final step in the
management of a difficult airway but, in our opinion, the anticipation of its use can
be recommended in expected difficult airway.

The availability of increasingly smaller calibre fibreoptic laryngoscopes [30] has
led to their widespread use in paediatrics, facilitating difficult intubation and
diagnostic bronchoscopy. Fibreoptic bronchoscopes are available in various sizes,
the smallest being 1.8 mm. The apparatus allows continuous oxygen supplementa-
tion directly into the airways, as well as bronchosuctioning, except with a 3.5-mm
diameter or smaller fibreoptic laryngoscope [31].

Tracheal intubation with fibreoptic endoscopy is a technique particularly well
suited for patients who are awake because the use of this instrument may be
rendered more difficult during general anaesthesia due to the loss of tone in the
muscles that support the tongue and, indirectly, the epiglottis [32].

In infants and children, collapse of these structures under general anaesthesia
does not represent a major burden during the procedure, due perhaps to the better
tone of these structures in the early years of life. However, loss of patency of the
child’s airway can occur rapidly with hypoxaemia and desaturation due to high
baseline oxygen consumption. Therefore, during airway manipulation, admin-
istration of oxygen as well as atropine to prevent bradycardia and to dry secretions
is an essential step to ensure the success of this technique in infants and children.

One of the problems that can be encountered during fibreoptic intubation is
the trauma to the nasal mucosa caused by the passage of the endoscope. This
complication can be mild to moderate but does not impede visualisation with the
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endoscope. In rare cases, fibreoptic intubation can be unsuccessful due to excessive
bleeding and secretions; this occurred after several attempts to intubate with direct
laryngoscopy [27].

Lighted stylet (Lightwand), Bullard Laryngoscope [33] and several laryngos-
cope blades have been proposed for intubation during difficult airways. Belscope,
an angulated laryngoscope and rigid tubular laryngoscope have been proposed to
visualise the glottis in the presence of severe oedema of the additus laryngeus or a
large and occluding tongue in order to perform tracheal intubation [34]. The
equipment is used almost exclusively in adolescents and adults, and use in
newborns and infants has yet to be demonstrated.

Techniques suggested in difficult intubation due to laryngeal and tracheal stenosis [3]

In cases of oedema, inflammation or patent anomalies of laryngeal additus and
trachea, it is necessary to improve the passage of air through the vocal chords and
trachea in order to guarantee gas exchange when performing endotracheal intuba-
tion. Oral rather than nasal intubation is preferred, as the former is easier to
perform in emergency.

All material necessary for intubation must be previously prepared and checked.
Straight and curved laryngoscope blades and different sizes of tubes, starting from
2 mm ID, must be immediately available. Tracheal intubation can be performed
with children under sedation or during general anaesthesia in 100% oxygen and
spontaneous breathing. At this time muscle paralysis is contraindicated.

Having visualised laryngeal additus by laryngoscope, a semi-rigid tracheal tube
of suitable diameter is advanced into the larynx in order to allow tracheal intuba-
tion. Once a safe airway and sufficient ventilation have been assured, the child can
be paralysed. A short-acting curare drug is preferred in order to return rapidly to
spontaneous breathing.

Laryngeal additus and/or tracheal stenosis are successively dilated using well-
lubricated progressive sizes of semi-rigid tubes, positioned one after the other, until
a maximal size tube is introduced according to stenosis and normal anatomy.

At the end of dilatation, the patient must remain nasal intubated with a soft
endotracheal tube (PVC Ivory or silicone rubber) of 1/2 calibre less than the
maximum reached during dilation. Nasal intubation is preferred for long-term
treatment as it allows the tube to be stable fixed, so avoiding accidental extubation,
dislocation and selective bronchial intubation.

Continuous positive airway pressure and spontaneous breathing can be used if
mechanical ventilation is not required. A progressive positive end-expiratory
pressure (PEEP) level from 5 to 15 cm H2O must be applied in order to create an
‘air pillow’ around the tube and favour progressive dilation of the inflamed/stenotic
area. In spontaneous breathing, if a small diameter tube is used, the resistance
created can be reduced by pressure support of 5–10 cm H2O over PEEP level.
Pressure-support ventilation may overcome muscle fatigue and increase in oxygen
consumption.

Humidified and warmed gases are indispensable during the treatment, both to
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maintain fluid secretions and to facilitate bronchosuction. Gas leakage round the
vocal chords may favour spontaneous resolution of inflammation and oedema.
Improved stenosis is confirmed by increasing air leakage.

Non-severe oedema, e.g. post-intubation oedema, and inflammatory stenosis
(e.g. acute laryngitis and epiglottitis) resolve spontaneously in 4–5 days. In cases
of difficult extubation and if leakage does not appear, the dilation manoeuvre can
be repeated two or three times after 3–4 days. If difficult extubation persists after 1
month, other treatments must be considered to resolve the pathology (e.g. prosthe-
sis application).

Percutaneous Cricothyroidotomy

Percutaneous cricothyroidotomy is a life-saving technique, which can resolve
severe and life-threatening situations such as massive facial trauma, oro-pharyngeal
haemorrhage, severe upper airway obstruction and impossibility to ventilate. It is
to be used only in emergency and when other non-invasive approaches have been
inefficacious. All physicians should be familiar with the technique. The positioning
of the needle into the trachea, through the cricothyroid membrane, to allow
ventilation, may easily damage cricothyroid cartilages because the cricothyroid
membrane is of small width in infants and children. It can result in subsequent
laryngeal stenosis and permanent damage to speech [2, 3, 35].

Threading a small-bore plastic catheter into the lower cervical trachea through
the needle used to perform cricothyroidotomy, it is possible to perform trans-
tracheal ventilation. The tip of the catheter is positioned 2–3 cm above the carina
in order to avoid accidental selective bronchial intubation. The catheter positioning
allows the application of jet ventilation.

Tracheotomy

Tracheotomy is not considered an emergency procedure today. Prolonged tracheal
intubation has replaced tracheostomy, particularly since the introduction of soft,
long-lasting, atoxic endotracheal tubes that are well tolerated and suitable for
long-term use.

Tracheotomy could be limited to iatrogenic injury to the upper airway, in
laryngeal disruption and complex craniofacial injury, in basal skull fractures with
cerebrospinal fluid leak and/or nasal fractures or deformities that contraindicate
a nasotracheal tube, in arch bars and jaw wiring, and in chronic patients needing
some ventilatory support.

In newborns, infants and young children, tracheotomy is to be avoided because
of the damage to the airways due to the smaller size of the child’s trachea compared
to that of the adult. Severe stenosis and difficult decannulation are frequent
conditions after tracheotomy in the paediatric age group [2, 3].
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General considerations

Difficult airway in infants and children must be manipulated with delicacy in order
to assure continuously a minimum passage of air in the trachea and to avoid
laryngo- and/or bronchospasm. High oxygen concentration must be administered
in order to guarantee sufficient PaO2 during spontaneous breathing, and until
access to the trachea has been ensured and ventilation is controlled. Muscle
relaxants are contraindicated in cases of difficult airway and suspicion of failed
intubation, and when manual ventilation by mask may be difficult.
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Rationale for the use of noninvasive ventilation in children

C. GREGORETTI, F. RACCA

Although the basics of respiratory physiology are similar in adults, older children,
and infants, significant developmental differences nonetheless exist with respect
to age-specific disorders, maturational differences in airway size, and the evolution
of respiratory mechanics [1]. In addition, in the absence of preexisting illness, acute
respiratory failure is relatively rare in children. Invasive respiratory support with
an endotracheal tube is a core feature of intensive care. Age and behavioural
conditions can limit a child’s understanding and cooperation, necessitating the
enhanced use of sedatives and muscle relaxants to minimise self-injury and
unplanned endotracheal tube removal [2]. Invasive mechanical ventilation should
be theoretically discontinued as soon as the patient can sustain spontaneous
breathing with adequate gas exchange [3, 4].

Noninvasive mechanical ventilation (NIV) is an area of expanding interest, but
there are few reports on its application in children. So far, case series constitute the
vast majority of the available knowledge, both in the acute setting and at home.
Furthermore, many of the published case series typically report the results of
treatment of a mixed group of medical conditions in children, making it even more
difficult to draw conclusions with respect to any specific disease [1, 2].

The present chapter deals with the important differences in respiratory mecha-
nics, breathing pattern, dead space, and spontaneous breathing ventilation–perfu-
sion ratio between children and adults, and infants and children in order to find a
rationale for using NIV in young patients.

Respiratory mechanics

The goal of a ventilatory control system placed in the brain stem and receiving input
from several sources (chemoreceptors, stretching receptors in the lung, variation
of metabolic status, and others) is to generate the timing and the intensity of the
phrenic nerve signal. The target of the output resulting from the contraction of the
respiratory muscles (pressure, flow, and volume ) is to provide a breathing pattern
able to generate the minimal work of breathing required for obtaining optimum
arterial blood gases [5, 6].

During spontaneous breathing, the pressure applied to the respiratory system
(Papp.rs) at any instant is equal to the pressure generated by the respiratory muscles
(Pmusc) [7].
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Papp.rs = Pmusc (Eq. 1)
The respiratory system consists of the lung and the surrounding structures,

commonly referred to as the ‘chest wall.’ The pressure applied to the respiratory
system is dissipated against: (a) the resistance of the patient’s lung and of the chest
wall (Rtot), (b) the elastance (Est) of the patient’s lung and chest wall, (c) the
pressure needed to accelerate the lung mass (Pin), and (d) the intrinsic positive
end-expiratory pressure (PEEPi), when it is present. Under these circumstances,
the act of breathing in a spontaneously breathing patient can be described at any
instant as follows:

Pmusc = Pres + Pel + Pin + PEEPi (Eq. 2)
Pres represents the resistive pressure and is a function of flow (Pres

= flow × Rtot) and Pel represents the elastic recoil pressure and is a function of
volume (Pel = volume × Est).

The pressure to accelerate lung mass (Pin) is negligible in adults. Conversely,
infants have a relatively heavier lung per unit volume than adults and they breathe
at a higher frequency. The force required to accelerate the lungs into motion is
likely to be greater. In addition, the infant often breathes through the nose. As a
consequence, the equation of motion can be re-written as follows [8]:

Pmusc = Pres (upper airways + lower airways)Pel + Pin + PEEPi (Eq. 3)
The neonate has a relatively stiff lung and a very compliant chest wall, which,

unopposed, would lead to a functional residual capacity (FRC) of only 15% of total
lung capacity. In the infant and in contrast to adults, the lung base is within the
closing volume range, whereas the apex is on the ideal portion of the pressure–vo-
lume curve.

Due to high chest wall compliance, neonates have significantly lower relative
relaxation volumes than adults. There are several mechanisms to overcome the
tendency of the lung to collapse and to secure a proper end-expiratory lung volume
(EELV) [8–10]:
1. Laryngeal breaking [11] or glottic closure during inspiration
2 Maintenance of the post-inspiratory tone in the muscles of the chest wall [12]
3. Tonic activity of the diaphragm throughout the respiratory cycle
4. The use of respiratory rates fast enough to make the expiratory time less than

the time constant of the respiratory system
The combination of a relatively rapid respiratory rate and short expiratory time

results in the generation of PEEPi [8].
The compliant chest wall also impedes the neonate’s ability to generate ade-

quate tidal volumes (VT) [13, 14]. The transition to a more relaxed pattern of
respiratory flow occurs between 6 and 12 months [8].

Unlike in the early adult [8], the low transpulmonary distending pressure and
the tendency to closure of the small intrapulmonary airways combined with their
small diameter make the infant vulnerable to airway obstruction. Airway resistance
has been found to be relatively lower at birth than at 2–3 months of age. This is due
to the different growth patterns of lung and alveoli. Conversely, in the premature
infant the airways are more compliant, with a tendency to collapse during expira-
tion [8].
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The mechanics of the respiratory system are further hampered by the high-flow
resistance of the nasal airway, because the infant often breaths through the nose
and small airways [15]; thus, there is increased propensity to hypertrophy of the
adenoids and tonsils [16].

Furthermore, during the stage of rapid eye movement (REM) sleep, decreased
muscle tone increases the flow resistance of the upper airways, which may lead to
sleep apnoea during this sleep stage [17, 18].

The Respiratory pump

The high chest-wall compliance affects poor recoil of the rib cage (horizontal ribs),
allowing it to distort, thereby causing low tidal volume and decreasing effective
alveolar ventilation. In addition, a small zone of apposition of the diaphragm [19]
that predisposes to obstruction and immature muscles in the very young [20]
reduces the ability of the infant to cope with the added respiratory load and
accentuates growth retardation [14, 19].

The energy expenditure of the respiratory pump is much higher in infants than
in adults. However, as in adults, muscle tone is particularly low during REM sleep,
contributing to a further decrease in FRC and in the power of the expiratory pump.

While oesophageal monitoring remains the gold standard for detecting pleural
pressure, it is an invasive manoeuvre. Alternative to oesophageal monitoring
include measuring the pulse transit time (PTT) [21, 22]. PTT is the time needed for
the pulse wave to travel from the aortic valve to the periphery, estimated as the
delay between the R wave in the ECG and the arrival of the pulse wave at the finger
as determined by pulse oximetry. PTT discloses acute changes in arterial pressure
generated by increased oscillations in pleural pressure due to the inspiratory effort.

Breathing pattern and body position

The effect of the irregular spontaneous breathing pattern and of posture on the
spatial distribution of ventilation in neonates (23 ± 22 days, weight 2.4 ± 0.44 kg)
free from respiratory disease were investigated by the non-invasive imaging met-
hod of electrical impedance tomography [23]. This study identified the significant
effect of breathing pattern and posture on the spatial distribution of lung ventilation
in spontaneously breathing neonates. The results showed that breathing pattern did
not differ with regard to posture. In the right lateral position, the distribution of
ventilation during tidal breathing of the dependent and non-dependent lung was
similar, as opposed to the situation in adults. However, ventilation was preferenti-
ally directed towards the dependent lung regions during spontaneous deep breaths.
Thus, the ventilation distribution under these conditions was identical to the adult
pattern. An examination of regional lung ventilation in the prone position surpri-
singly revealed lower ventilation in the left than in the right lung region during
tidal breathing. Also, in the prone posture, the abdominal wall is compressed, its
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compliance is reduced and, consequently, respiratory mechanics are modified.
Finally, as above mentioned, apnoeas are more frequent in neonates than in

adults, especially during REM sleep [17, 18].

Dead space

In children with acute lung injury, there is an increase in minute ventilation (VE)
and inefficient gas exchange due to a high level of physiologic dead space ventila-
tion (VD/VT). Any increase in dead space will cause a decrease in the efficiency of
CO2 removal and a consequent increase in the VE requirements out of proportion
to the level of metabolic demand for gas exchange. Increased metabolic demands
and ventilatory support were found to be the major determinants of VE require-
ments in children with ARDS (mean age 5.5 + 4.6 years)

Positive end-expiratory pressure, when used in critically ill patients to correct
hypoxaemia, may contribute to increased VD/VT [24].

Effect on arterial blood gases

The process of alveoli formation is nearly complete at the end of the perinatal
period but only finally ends by the age of 3 years [8]. Several factors contribute to
maintaining a relatively low arterial oxygen tension in infants and very young
children. The tendency of the peripheral airways to collapse, resulting in a low Va/Q
ratio in the dependent lung region, could explain the difference with adults, in
whom perfusion at the lung base is increased but ventilation is decreased due to
the lack of support of the lung tissue by the highly compliant chest wall.

The metabolic rate of children is approximately double that of the adult [8],
thus increasing the risk of hypoxaemia, the risk of which is even further increased
in the presence of parenchymal lung disease The hypoxaemic respiratory response
is also attenuated in the infant [8]. Arterial blood gases tend to normalise in
children age 4–5 years.

Rationale of using noninvasive ventilation

The rationale of using NIV requires an understanding of the difference between
noninvasive continuous positive airway pressure (CPAP) and noninvasive positive
pressure ventilation (NPPV) and thus of the equation of motion. As can be seen by
Eq. 1, during spontaneous breathing the pressure applied to the respiratory system
(Papp.rs) at any instant is the pressure generated by the respiratory muscles (Pmusc)
[7]. As a result, only unassisted breaths are generated during continuous positive
airway pressure breathing [25], which can be considered as spontaneous ventilation
when Papp.rs follows Eq. 1.

Conversely, during assisted breaths Papp.rs during the inspiratory phase always
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exceeds the expiratory pressure. As a result, breaths during mechanical ventilation
are always defined as assisted and the patient-ventilator interaction can be also
described by using the equation of motion, where the total Papp.rs includes the
pressure generated by the respiratory muscle (Pmusc) and the pressure applied by
the ventilator (Pvent):

Papp.rs = Pmusc + Pvent (Eq. 4)
Under these circumstances, the act of breathing in an active mechanically

ventilated patient can be described at any instant as follows:
Pmusc + Pvent = PEEPi + Pres + Pel (Eq. 5)

The rationale for the use of NIV in acute respiratory failure is essentially to avoid
endotracheal intubation with all of its directly related complications, such as
tracheal injury, gastric aspiration, hypotension, and predisposition to nosocomial
pneumonia, as well as difficulties with sedation of the intubated child [26]. Avoid-
ing endotracheal intubation is certainly most important in the immunocompro-
mised patient, but it is also desirable to prevent the child experiencing possible
discomfort and psychological trauma, despite sedative and analgesic treatment,
while being intubated. Allowing for spontaneous breathing during NIV lowers the
need for heavy sedation and assures better mobilisation. Finally, the child’s ability
to speak at least a few words, to cough, and to swallow can be maintained [27].

The interface is a crucial determinant of the success of NIV, and the patient
cannot tolerate and accept NPPV in the case of facial discomfort, skin injury, or
significant air leaks. In addition, facial deformity can occur in children due to the
pressure applied by the mask on growing facial structures [28].

The use of non-invasive CPAP in infants and in small children early in the
development of respiratory distress syndrome may prevent impending respiratory
failure, with subsequent restoration of end-expiratory lung volumes (EELV) and
thus an improvement of ventilation/perfusion mismatch. The mechanisms thought
to be activated in this situation are: (1) a ‘stenting’ effect of continuous positive
pressure on the large bronchi; (2) an increase in EELV that is dependent on the
CPAP level [29]; (3) a reduction of the work of breathing by counteracting chest
wall distortion. In addition, CPAP allows the administration of oxygen concentra-
tions in the inspired air that are higher than those provided by simple oxygen
delivery systems because there is no entrainment of ambient air. Noninvasive
CPAP has also been found useful to treat problems related to upper airway obstruc-
tion by acting as a mechanical stenting of the upper airways [30, 31].

In children, NPPV has been demonstrated to support the respiratory muscle or
even allow them to rest [1, 27, 32, 33] but convincing evidence is still scarce [1, 2].

Extubation failure rates in paediatric intensive care units range from 2.7 to 22%
[4, 34]. In adults NIV did not prevent the need for re-intubation or reduce mortality
in unselected patients who had respiratory failure after extubation [35]; however,
paediatric patients have not been surveyed yet.

A poor prognosis and high mortality rate in children who underwent bone
marrow transplantation and required mechanical ventilation due to pulmonary
infection were recently reported by Jacobe et al [36]. This raises the question
whether an alternative approach that avoids tracheal intubation, such as NIV, is
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appropriate in these patients. Recently, NIV using a new device, the helmet, was
tested in oncology patients with ARDS [33]. This new interface offers important
advantages, including improved tolerability compared to other interfaces, a fixa-
tion system with a lower risk of cutaneous injury, and the possibility of fitting the
helmet to any patient, regardless of facial contour [37].

Conclusions

Noninvasive ventilation has been shown to have a potential role in the treatment
of acute respiratory failure of paediatric patients, although further studies are
needed [1].

Many differences exist between adults, children, and infants regarding both
respiratory mechanics and treatment of acute respiratory failure, although expe-
rience acquired in one field can be applied to the others. A significant fraction of
patients with paediatric acute lung injury/ARDS canbe identified in the early stage.
These patients provide a valuable group in whom new therapies can be tested.
Consequently, clinical trials in which paediatric patients with acute respiratory
failure were randomised either to a noninvasive ventilation strategy with NIPPV
or CPAP or to receiving supplemental oxygen could readily be organised [38, 39].
The results of these types of study would show whether clinical outcome, such as
the need for endotracheal intubation and mechanical ventilation, or even mortality,
can be improved by NIV.
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Neonatal helmet–continuous positive airway pressure in
preterm infants

D. TREVISANUTO, N. DOGLIONI, N. GRAZZINA

Continuous positive airway pressure (CPAP) is increasingly being used in the care
of premature infants [1, 2]. CPAP is effectively used in patients immediately after
extubation to prevent atelectasia, and to reduce apnoea episodes and the need for
re-intubation [3]. In addition, in the centres adopting an ‘early CPAP approach’ for
the treatment of infants with respiratory distress syndrome (RDS), the incidence
of chronic lung disease appears lower in comparison with those using mechanical
ventilation [4, 5].

In preterm infants, CPAP can be performed by means of nasal prongs or
nasopharyngeal tubes, nasal masks or face masks, and nasal cannulae [1, 2]. The
advantages and disadvantages of these various methods of delivering CPAP have
been reported recently by Polin and Sahni [1].

Actually, the most used method for administering CPAP is by nasal prongs;
however, it may fail for several reasons (Table 1). All these issues remain to be
resolved and, in particular, improvement of the patient–ventilator interface seems
to be crucial to achieve a prolonged and effective application of CPAP in preterm
infants. Recently we developed a new device (neonatal helmet–CPAP) to adminis-
ter CPAP in preterm infants [6]. We postulated that the neonatal helmet–CPAP
could possess important advantages in comparison with conventional nasal CPAP
(Table 2).

Table 1. Causes of nasal CPAP failure

Insufficient applied pressure
Insufficient circuit flow
Inappropriate prong size or placement
Airway obstruction from secretions
Baby’s open mouth creating a large leak and lowering the pharyngeal pressure
Increased work of breathing
Improper position of CPAP prongs
Abdominal distension from swallowing air
Nasal septal erosion and necrosis
Discomfort of the patient
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Table 2. Postulated advantages of neonatal helmet–CPAP in comparison with nasal CPAP

Ease of application
Good tolerability
Reduced risk of disconnection from CPAP system
Absence of air leakage due to baby’s open mouth, maintaining a stable pressure in the
system
Fixation system avoiding the risk of cutaneous lesions

The neonatal helmet–CPAP (Starmed, Mirandola, Modena, Italy) is made of
rigid transparent polycarbonate. It is a bed that consists of two basic parts. In the
superior part of the bed, there is a sealed hood, to which the inspiratory line of the
circuit is directly connected by a dedicated port. At this level, pressure, fraction of
inspired oxygen (FiO2) and temperature in the chamber are detected and conti-
nuously displayed (Sensor OPT, Starmed, Mirandola, Modena, Italy). Another port
is provided for expiratory exit in which an adjustable positive end-expiratory
pressure valve allows regulation of the desired pressure in the system. The sealed
hood has a simple opening system to permit the prompt accessibility to the infant’s
face, if necessary. In addition, in the upper part of the hood there is a pressure
release (pop-off) valve that prevents excessive pressure build-up in the system (10
cmH2O). The pressure chamber is kept separated from the rest of the bed by a
transparent latex-free polyurethane membrane. The cone-shaped membrane has
a hole in the middle to allow the patient’s head to pass through it. Due to the
pressure in the chamber, the soft membrane becomes a loose collar around the
neck, adhering to the shoulders of the patient with a sealing and atraumatic effect.
A soft diaper system positioned in the lower part of the patient’s body allows proper
sealing and shoulder contact of the patient to the soft membrane (Fig. 1a, b). The
space around the head of the patient within the pressure chamber is approximately
2.5 l; however, because of the high continuous flow of fresh gases delivered through
the chamber (ranging between 8 and 10 l/min), the dead-space effect is negligible.
The neonatal helmet–CPAP is available in two different sizes: a small size for
patients with birth weight < 1 500 g (diameter of the hole in the membrane = 3 cm)
and a large size for neonates with birth weight 1 500–2 500 g (diameter of the hole
in the membrane = 4 cm).

In a short-term physiological study, we compared the effectiveness of neonatal
helmet–CPAP with a conventional nasal CPAP system (Infant Flow Driver Infant
Flow Device; Hamilton Medical, Reno, NV, USA; Electro Medical Equipment Ltd,
Brighton, UK) [7] in 20 preterm neonates (median birth weight 815 g, range
599–1 440 g; gestational age 27 weeks, range 24–32 weeks) needing continuous
distending pressure for apnoea and/or mild RDS. Each infant was studied for two
consecutive 90-min periods, alternating between neonatal helmet–CPAP and nasal
CPAP. Neonatal Infant Pain Scale (NIPS) score [8] was significantly lower when the
infants were on the neonatal helmet–CPAP than when they were on nasal CPAP
(0.26 ± 0.07 to 0.63 ± 0.12, p < 0.01) (Fig. 2). The other studied parameters did not
differ between the neonatal helmet–CPAP and nasal CPAP: fraction of inspired
oxygen (%) 32 ± 2 vs 33 ± 2; transcutaneous saturation (%) 93 ± 0.6 vs 92 ± 0.4;
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Fig. 1. (a) Neonatal helmet–CPAP (see text for explanation): (a) positive end-expiratory
valve; (b) pressure-release valve; (c) inspiratory line; (d) membrane; (e) soft diaper system;
(f) sealed hood; (g) monitor OPT. (b) Neonatal helmet–CPAP prototype used in a patient
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heart rate (beats/min) 134 ± 5 vs 143 ± 2; respiratory rate (breaths/min) 56 ± 3 vs 50
± 3; mean arterial pressure (mmHg) 46 ± 1 vs 48 ± 2; transcutaneous PCO2 (mmHg)
53 ± 3 vs 52 ± 2; transcutaneous PO2 (mmHg) 60 ± 4 vs 57 ± 4.

This short-term physiological study shows that the neonatal helmet–CPAP
appears to be a feasible device for managing preterm infants needing continuous
distending pressure, with better tolerability and oxygenation than nasal CPAP.

In 1971, Gregory et al. were the first to describe the use of a simple device to
provide CPAP as a way to maintain lung gas volumes in preterm infants with RDS
[9]. Their system consisted of a plastic pressure chamber around the infant’s head.
Differently from the Gregory et al.’s original system [9], in which ‘the infant’s head
was enclosed in the chamber with a loosely fitting collar about the neck’, our ‘new
head CPAP’ leaves the neck free and the pressure in the system is guaranteed by a
membrane that lays on the shoulders of the patient. In this way, the ‘garrotting effect’
of the collar and the consequent risks for cerebral haemodynamic complications
[10], such as intraventricular haemorrhage and hydrocephalus, are avoided [11].

Factors determining the effectiveness of any nasal CPAP device include its
associate work of breathing, flow characteristics, ease of application, and the
comfort level of the infant once the device is in place [1, 2, 12–14]. Nasal prongs are
commonly used to provide continuous or variable gas flow nasal CPAP [12, 14].
Even if differences in performance were reported among the different nasal CPAP
devices [1, 2, 14], concerns exist about increased work of breathing with nasal
prongs, compared with face mask CPAP [15]. Additionally, nasal prongs often

Fig. 2. Neonatal Infant Pain Scale score: neonatal helmet–CPAP versus nasal
CPAP. * p < 0.01
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become dislodged, making care of these infants difficult [1, 2]. Another factor that
alters the efficacy of any nasal CPAP delivery system is the airway leak around the
prongs [1, 2, 14]. Because the prongs are mechanically in parallel with the lungs, a
larger leak around them results in lower effective nasal CPAP or less recruitment.
Finally, nasal trauma has been reported with long-term use of nasal CPAP [16].

The helmet–CPAP was developed to overcome most of these problems: it is well
tolerated by the patient, air leakage around the prongs or secondary to mouth
opening and nasal trauma are eliminated and the dislocation of the device is very
rare, making care of these infants easy.

Our results suggest that helmet–CPAP was better tolerated than nasal CPAP. In
fact, NIPS scores were significantly lower in the helmet–CPAP trial period. Unfor-
tunately, the study was not blind and one could argue that the attending nurse was
influenced in scoring the infant’s comfort. This hypothesis could be reasonable;
however, the increased well being of the patients during helmet–CPAP treatment
was confirmed also by the other, more objective physiological parameters, such as
heart rate and blood pressure, although the differences were not statistically
significant.

These advantages were previously demonstrated in adult patients with acute
hypoxaemic respiratory failure, where a similar device (helmet) was used to admin-
ister non-invasive pressure-support ventilation. In fact, this new approach allowed
the successful treatment of hypoxaemic acute respiratory failure, assuring a better
tolerance than facial mask non-invasive pressure-support ventilation, with less
complications [17, 18].

Another striking finding in our study was the decrease, although not statistically
significant, in the number of desaturations documented while infants were recei-
ving helmet–CPAP. The more stable method of fixation of the helmet–CPAP device
and, consequently, a reduced disconnection from CPAP, could explain this diffe-
rence. In fact, it is noteworthy that the most difficult aspects of using nasal CPAP
are positioning and management of the device. In agreement with other authors [1,
2], we feel that nursing care is critical to the handling of the nasal CPAP devices to
avoid technical problems. However, as we have been using nasal CPAP systems for
several years in our unit, we consider the confidence and skill of our nurses with
this device to be adequate. Instead, the experience with helmet–CPAP was at the
beginning. Nevertheless, no particular concerns were expressed by the nursing staff
over difficulties in correct insertion and management of the helmet–CPAP.

Limitations of the study

Due to safety reasons, we enrolled only clinically stable patients in this short-term
physiological study. However, the design of this trial, with randomisation of the first
technique of CPAP and then the crossover method using within-subject comparison,
meant that any carry-over effect from one technique was balanced out.

We studied preterm babies after the acute phase of RDS needing relatively low
oxygen concentrations and low CPAP pressures. The potential effectiveness of this
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new device could be different for infants with RDS in the acute phase. Whether the
head–CPAP, for example, could reduce the work of breathing or improve the lung
recruitment remains to be demonstrated.

From a practical point of view, the CPAP would be interrupted at any time that
the neonate required nursing care, since the patient is enclosed in a chamber.
Disconnection from the CPAP system reduces the patient’s airway pressures and,
consequently, could have a negative effect on the management of the respiratory
disease [1, 2].

Although we did not find any short-term complications, the size and the design
of this study do not permit us to report on long-term effectiveness or limitations
of this new device.

Furthermore, other important aspects previously evaluated in adult patients
remain unresolved [18, 19]. For example, non-invasive ventilation with a helmet is
associated with significantly greater noise than nasal and facial masks and a
medium- and long-term exposure to loud noise could potentially impair ear
function and increase the patient’s discomfort [20]. Although heat and moisture
exchanger filters (Hygrobac antimicrobial filter/HME, Mallinkrodt, Mirandola,
Italy), ear plugs and sound traps may effectively decrease the discomfort caused by
noise inside the helmet, this could be a real problem for the developing premature
infant and needs further evaluation. In a recent physiological study including
healthy adult volunteers, CPAP delivered by head helmet was as effective as CPAP
delivered by facial mask in increasing end-expiratory lung volume and in compen-
sating for airway pressure changes. However, higher gas flow rates were necessary
to maintain a relatively low inspiratory CO2 concentration [19]. In this pilot study,
we used gas flow rates in the range of 8–10 l/min to maintain the airway pressures
in the chamber. However, the optimal flow rate in this new neonatal CPAP system
needs to be investigated further.

After this short-term physiological study in stable patients, it would be very
interesting to evaluate whether the same results could be obtained in sicker infants
and/or for a longer period of time.

In conclusion, CPAP is an increasingly popular method of respiratory support
for preterm infants. Despite clinical evidence of effectiveness of nasal CPAP, some
fundamental technological and clinical issues remain to be addressed in well-
designed, prospective and randomised controlled trials [1, 2, 14]. The neonatal
helmet–CPAP could be a useful alternative for the respiratory support of neonates
needing continuous distending pressure. However, only larger, randomised con-
trolled trials with specific end-points will allow us to define the role of this new
device in the management of preterm neonates.
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Helmet-delivered CPAP in children with acute hypoxaemic
respiratory failure

G. CHIDINI, P. PELOSI, E. CALDERINI

During the past few years, noninvasive ventilation (NIV) has become an accepted
approach not only for treating chronic respiratory failure in children, especially in
the home setting, but also for providing ventilatory support in acute respiratory
failure in children admitted to the paediatric intensive care unit (PICU). However,
the large body of experience concerning NIV mostly derives from the adult popu-
lation, and many of the published studies involving children report results from a
mixed group of patients, making it difficult to draw conclusions about the efficacy
of NIV in specific disease conditions.

Recently a consensus report summarised the state of the art on nasal mask
ventilation as follows:

‘At present nasal mask ventilation in children must be considered an investi-
gational technique for use only by experienced centres. Further to our knowledge
there are no published reports on the use of this technique in small children, and
there are not generally accepted guidelines’ [1].

In the adult intensive care setting, with encouraging results from several clinical
trials, NIV during acute hypoxaemic respiratory failure has become an accepted
treatment of non-chronic obstructive pulmonary disease (COPD)-related acute
respiratory failure (ARF), e.g. due to acute lung injury/acute respiratory distress
syndrome (ALI/ARDS), or acute pulmonary oedema [2–5].

Increased use of NIV in the PICU may be warranted for paediatric patients in
attempts to decrease the rate of endotracheal intubation. With limited experience,
it is difficult to define the ideal NIV candidate and the timing of application: infants
and small children are at high risk of developing respiratory fatigue and ARF, and
these physiological aspects may justify early NIV treatment as soon as clinical signs
of impending respiratory failure develop and before clinical evidence of hypoxae-
mia and/or respiratory acidosis are present.

The aim of this article is to highlight some of the critical issues concerning
certain aspects of NIV in infants/children: the selection of the patients that may
benefit from NIV, the timing of initiation, and the type of interfaces that are better
tolerated. We also describe our experience with helmet-delivered continuous po-
sitive airway pressure (HCPAP) in treating hypoxaemic ARF in infants admitted
to our PICU.
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Acute respiratory failure in children: pathophysiology, rationale for CPAP
administration, and clinical studies

Healthy infants and young children are at increased risk of respiratory failure due
to the relative instability of the developing respiratory system [6, 7]. The immature
chest wall is highly compliant, and thus does not provide a stable platform to
support the diaphragm and accessory respiratory muscles. Whereas the immature
lung has exaggerated elastic recoil, and the immature rib cage is easily distorted,
the predicted functional residual capacity (FRC) in young infants is close to total
lung capacity. Increased laryngeal tone during expiration and other compensatory
mechanisms are necessary to maintain FRC above its predicted level. For these
reasons, for each significant derangement in respiratory mechanics, infants are
prone to respiratory distress and alveolar hypoventilation. As dynamic lung com-
pliance decreases, both the respiratory rate and dead-space-to-tidal-volume ratio
nearly double. Because the chest wall is highly compliant, compensatory increases
in diaphragmatic contraction manifest visibly in young infants as asynchronous
movements of the thorax and abdomen (termed retractions or indrawing). A
portion of the work done by the diaphragm in this situation is wasted through
chest-wall distortion, instead of achieving a sufficient transrespiratory pressure
gradient to sustain alveolar ventilation. Accordingly, early NIV treatment is justi-
fied as soon as clinical signs of impending respiratory failure develop and before
clinical evidence of hypoxaemia and/or respiratory acidosis are present.

NIV can be provided either by bilevel respiratory support or by CPAP. The latter
is a ventilatory technique by which the patient breathes spontaneously with a
constant level of PEEP during in- and expiration. The benefits of this methods are
related to the physiological effects of PEEP: increase in FRC, reduction in intrapul-
monary shunt and increase in lung compliance by recruitment of underventilated
alveoli, reduction in the work of breathing, prevention of atelectasis. The efficacy
of CPAP in improving hypoxaemia has been well-documented since 1935, but its
widespread use began after 1970, when CPAP was extensively applied in reversing
hypoxaemia associated with respiratory distress syndrome (RDS) in neonates in
the PICU. In the paediatric research field, data from large randomised clinical trials
are lacking, and many of the studies involve children with chronic restrictive
respiratory failure (neuromuscular diseases). There have been a few studies of
acute hypoxaemic respiratory failure in the PICU setting, and the results have
supported the use of bilevel noninvasive continuous nasal-mask positive airway
pressure ventilation (BiPAP) in NIV. Padman et al. [8] reviewed a case series of 15
paediatric patients, age 4–21 years, with chronic respiratory failure (4 had cystic
fibrosis, 11 had neuromuscular disease) who where admitted to the intensive care
unit for acute ventilatory deterioration. All patients were given a trial of BiPAP. In
14 of 15 patients, an artificial airway could be avoided; baseline respiratory rates
and PCO2 levels improved significantly, but no differences in oxygenation were
observed. Fortenberry and colleagues [9] presented observational data from 28
patients, age 0.3–17 years. with hypoxaemic ARF. All patients received BiPAP. The
most common primary diagnosis was pneumonia (n = 19), nine patients had severe
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underlying neurologic dysfunction or were immunocompromised. In patients on
BiPAP, clinical and laboratory variables improved rapidly, i.e. a significant decrease
in respiratory rate, improvement in arterial blood gas parameters (PaO2, PaCO2,
and pH), calculated alveoloalveolar gradient, and PaO2/FiO2 ratio. Only three of 24
patients required intubation. In a prospective, non-controlled clinical study, Pad-
man et al. [10] evaluated the efficacy of BiPAP applied by mask in critically ill
children with underlying medical disease. Thirty-four patients, age 0.5–20 years,
with respiratory distress requiring airway or gas-exchange support were enrolled
in the study. The initiation of BiPAP was successful in 31 patients, and resulted in
a decrease in dyspnoea score, respiratory rate, resting heart rate, and bicarbonate
levels and an increase in room air saturation to normal levels. There were only three
patients who failed to respond to this treatment and therefore required intubation
and conventional mechanical ventilation.

A recent paper of Trevisanuto reported good efficacy of HCPAP in improve
oxygenation in 20 very low birth weight, preterm babies requiring CPAP for RDS [11].

Indication and selection of patients for noninvasive ventilation

The determinants of the success of NIV–CPAP include a well-fitting and comfor-
table interface, which is the most critical factor, a delivery system adapted to the
specific characteristics of the respiratory mechanics of the infant or child, and
correct identification of candidates in whom intubation can most likely be avoided
without increased risk for the patient. With the limited experience to date, it is
difficult to clearly define the ideal paediatric patient for an NIV–CPAP trial in terms
of the severity of respiratory illness. However, since children are at increased risk
of rapidly developing respiratory failure, due to the structural and functional
properties of their developing respiratory system, it may be justified to initiate
NIV–CPAP in the small child or in infants early, as soon as clear signs of impending
respiratory failure (i.e. severe dyspnoea, grunting, use of accessory muscles, inter-
costal retractions, and paradoxic abdominal motion) develop and before physio-
logic evidence of acute respiratory insufficiency with acute respiratory acidosis
and/or acute hypoxaemia are present. The aim of such an approach would be to
reduce the work of breathing and prevent respiratory fatigue, which in a small child
can rapidly lead to severe hypoxic respiratory failure followed by apnoeas and
cardiorespiratory arrest. Based on these reflections, the empirical criteria for
patient selection can be formulated as: progressive hypoxic and/or hypercarbic
respiratory failure or insufficiency in the absence of apnoea or impending collapse,
and no immediate morbidity or mortality expected in case of failure of NIV. The
patient should have intact upper airway protection, be relatively cooperative (mild
sedation may be required), and haemodynamically stable. Absolute contraindica-
tions are: absence of upper airway protection, Glasgow Coma Scale < 8, ongoing
emesis, excessive secretions, acute facial trauma.
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Interfaces

The technique by which CPAP is delivered may alter its efficacy in neonates and
infants. Goldman et al. reported an almost 100% increment in the work of breathing
with nasal CPAP compared to facial mask. This adverse effect was attributed to flow
resistance within the nasal attachment. A further disadvantage of nasal CPAP may
be the leakage of breathing gas from the attachment or through the patient’s mouth.
In view of this limitation, an alternative, nasal CPAP delivery system has been
developed (infant flow driver); however, there have been few studies comparing
the efficacy of CPAP delivery methods. A comparison of continuous-flow CPAP via
nasal prongs and variable-flow nasal CPAP demonstrated that lung recruitment
was greater with the variable-flow system. Increments in the work of breathing and
mask intolerance with facial skin breakdown are major causes of treatment failure
with others interfaces (nasal and facial masks). For this reason, new interfaces that
enhance comfort are needed to implement the feasibility of NIV in the paediatric
population. Moreover, all of the existing studies have been carried out in the PICU
and have involved RDS patients. To the best of our knowledge, trials involving
infants and children with hypoxaemic respiratory failure are lacking.

A relatively new interface for CPAP delivery is the helmet. Potential advantages
of this device include good tolerability, reduced needs of sedatives, and delivery of
NIV for longer periods while avoiding the risk of skin breakdown. Moreover, this
method can be applied to any patient, regardless of facial contour. In this research
field, there is a large body of medical literature from studies carried out in adults.
Several clinical trials involving adults patients reported that good efficacy was
achieved in patients with several types of ARF who were treated with the helmet.
Antonelli et al., in a large randomised controlled study [4], reported a significant
reduction in intubation rate, rate of complication, length of ICU stay, and mortality
in patients with ARF related to solid-organ transplantation who were randomised
to receive either noninvasive pressure support (NIPPV) and medical treatment or
only medical treatment. Another study, which compared patients treated with
facial mask vs HCPAP, reported better tolerance of the helmet. In those patients,
NIPPV could be administered for periods of time ranging from 18 to 48 h [12, 13].
All of the authors reported that the helmet dramatically reduces the incidences of
facial-skin breakdown, thus avoiding the need to discontinue NIPPV. This is
probably the main cause for the sustained improvement in gas exchange reported
in the respective studies. There are few data on the use of the helmet in the
paediatric population. Antonelli [14] used helmet-delivered NIV to successfully
treat (ICM 2004[AQ2]) four children with ARF related to haematologic diseases,
and showed a significant improvement in gas exchange and good tolerance of the
interface. Trevisanuto [5] compared the efficacy of CPAP administered with a rigid
neonatal helmet versus a conventional nasal CPAP system in a randomised, cross-
over study. Twenty very low birth weight[AQ3], preterm babies were randomised
to receive CPAP delivered by conventional system and helmet in random order for
two subsequent periods of 90 min. Arterial blood gases, haemodynamics, and other
physiological parameters did not differs between the two modes of CPAP, but the
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neonatal infant pain score (NIPS) was significantly lower in HCPAP modes (0.26
± 0.07 vs 0.6 ± 0.12). In this short-term physiological study, the neonatal HCPAP
mode seems to be as good as the current gold standard for managing preterm
infants needing CPAP for RDS.

Despite enthusiasm for the helmet, there is reason for caution: when CPAP is
administered with a helmet a major concern is the risk of rebreathing, because of
the large volume surrounding the head of the patients. To avoid CO2 rebreathing
it is critical that an elevated fresh gas flow, employing a continuous free-flow
system, is delivered. Another concern is the exposure of the middle ear to positive
pressure, with a theoretical risk of middle ear damage.

HCPAP for treating acute hypoxaemic respiratory failure in infants: our
experience

Between January and May 2005, we conducted a clinical pilot study involving all
infants meeting ARF criteria, eligible for treatment with HCPAP, who were admit-
ted to the PICU in a tertiary children teaching hospital in Milan (IRCCS Ospedale
Maggiore Policlinico, Terapia Intensiva de Marchi), Italy. Inclusion criteria were
as follows: pO2/FiO2 < 300, tachypnoea, and respiratory effort score (RES) � 2. In
the latter, a respiratory severity score was calculated from the respiratory effort on
admission: the nurse observed patient for intercostal, subcostal, and substernal
recession, and nasal flaring, and assigned a score of 0, 1 or 2 for each factor. Each
score was then multiplied by a weighting factor. The weighted scores were then
totalled to obtain a final score for respiratory effort: 1 = mild, 2 = moderate, 3 = se-
vere). In addition, patients enrolled in the study failed to show significant clinical
improvement after at least 15 min of oxygen therapy via the Venturi system and
conventional medical treatment (antibiotics, inhalational therapy with steroids
and/or bronchodilators). Infants with any of the following were excluded: require-
ment of endotracheal intubation, cardiopulmonary resuscitation, failure of more
than two organs, coma, recent orogastric surgery, and cystic fibrosis.

Equipment

The helmet (Castar© Starmed Italy) is made of transparent latex-free
polyvinylchloride and is secured to a soft collar that adheres to the neck of the child.
This collar provides a sealed connection during positive-pressure ventilation, and
the system is secured by two pairs of hooks and clasps. The two ports of the helmet
act as inlet and outlet for gas flow, and a PEEP underwater sealed valve is placed in
the expiratory limb of the system. Adequate lavage of CO2 by delivering CPAP using
a continuous-flow system with 30 l fresh gas flow min-1.
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CPAP treatment

During the CPAP trial, the head of the bed was kept at a 45° angle. Once the helmet
was in place, a PEEP level of 3 cmH2O was set and was raised in steps of 2–3 cmH2O
in order to obtain SpO2 � 94% with FiO2 < 0.6, as well as a reduction in both
accessory muscle activity and tachypnoea. The duration of the CPAP trial at
admission was at least 2 h. A senior nurse recorded the patient’s need for sedatives,
his or her degree of comfort (VAS scale), and the RES.

Monitoring and weaning

All infants had continuous electrocardiography, noninvasive arterial pressure and
arterial oxygen saturation monitoring. A central venous catheter and an arterial
catheter were placed based on the clinical judgment of each member of the parti-
cipating medical staff. CPAP was discontinued if the infant no longer had tachyp-
noea, or if the peripheral oxygen saturation was 90% without support, and in the
absence of dyspnoea and activation of accessory muscles.

Criteria for intubation

Patients who failed CPAP trial were intubated and mechanically ventilated.
Criteria for endotracheal intubation and mechanical ventilation were as fol-

lows: impending neurological impairment, bradypnoea and respiratory arrest,
haemodynamic instability, development of conditions requiring protection of the
airway or management of secretions, inability of the patient to tolerate the CPAP
helmet.

End points and measurements

The primary end points were an improvement in gas exchange, respiratory mecha-
nics, rate of intubation at 24 h, and incidence of complications related to NIV
(gastric distension, regurgitation, intolerance).

Secondary end points included ICU-related events such as nosocomial infec-
tions, length of PICU stay, and outcome in the PICU and in hospital.

PaO2, PaCO2, pH, bicarbonate, base excess, arterial blood pressure, heart and
respiratory rate, and RES were determined at admission during O2 mask (T0), after
2 h of CPAP (T1), and 1 h after the end of the CPAP trial (T2).

Sepsis, severe sepsis, and septic shock were defined according to consensus
guidelines. Patients who were suspected of having ventilator-acquired pneumonia
underwent quantitative tracheal aspirate. Bacterial pneumonia was diagnosed
when at least 105 CFU/ml were measured in the lavage fluid.

A diagnosis of bloodstream infection was made on the basis of international
consensus guidelines
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Statistical analysis

Data are given as mean ± SD. Student’s t test for paired samples was used to
compare data obtained at different times. The test was significant for p < 0.05.

Results

From January 2005 to May 2005, 10 infants with ARF were enrolled in the study.
The baseline characteristics of this are reported in Table 1. PRISM was calculated
24 h after admission; organ failures were defined according to the paediatric
MSOFA score. Results are reported in Table 2.

Table 1. Baseline characteristics of population

Patients characteristics

N° 10 (%)

Male n° 4 (40)
PRISM 13.6 (7.9)
SOFA tot 2.5 (0.5)
SOFA res 2.5 (0.5)
Age (Mo) 5.6 (6)
GCS 14 (1)
Weight (Kg) 5.7 (0.9)

Conditions precipitating ARF
Community Pneumonia 4 (40)
Viral infection 3 (30)
Bronchiolitis 3 (30)

Comorbid conditions
Prematurity 4 (40)
Mechanical ventilation at birth 2 (20)

Table 2. Results

Baseline CPAP After 1 h p

T0 T1 T2

RES score 6.4 ± 1.2 2.0 ± 1.2 1.6 ± .12 < 0.05
PaO2/FiO2 119.4 ± 35.3 191 ± 65.8 117.4 ± 25.5 < 0.05
PCO2 48.5 ± 10 48.8 ± 7.5 43.6 ± 9.8
PH 7.34 ± 0.009 7.35 ± 0.05 7.39 ± 0.03
RR 67.8 ± 16.9 44.7 ± 9.5 41.6 ± 15.3
HR 146.6 ± 29.5 145.8 ± 23.5 143 ± 27

A first trial of CPAP (5 ± 1 cmH2O) was applied for a mean duration time of
2.5 ± 0.8 h. The mean administration of CPAP in the first 24 h after admission was
7.8 ± 2.2 h and one patient was ventilated consecutively for 10 h. CPAP was asso-
ciated with a significant improvement in pO2/FiO2 at T1 (T0 = 119.8 ± 35.3 vs
T1 = 191 ± 65.8, P < 0.05). When CPAP was removed, PaO2/FiO2 returned to base-
line values (117.4 ± 25.5) (Fig. 1). Respiratory rate (breaths per minute) was signifi-
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cantly reduced at T1 (T0 = 67.8 ± 16.9 vs T1 = 44.7 ± 9.5 P < 0.005) and T2
(T0 = 67.8 ± 16.9 vs T2 = 41.6 ± 15 P ~0.05), as was RES (T0 = 2.6 ± 0.4 vs
T1 = 1.6±1.5, P < 0.001; T0 = 2.6 ± 0.4 vs T2 = 1.6 ± 1.1, P < 0.01) (Figs. 2, 3). No
differences were noted in PaCO2, pH, bicarbonate, or base excess at the different
time points.

Fig. 1. The helmet (Castar© Starmed, Italy)
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Fig. 2. Respiratory parameters at different time intervals. Data are shown as mean ± SD. T0,
admission during O2 Venturi mask. T1, Helmet CPAP 2 h after enrolment; T2, Venturi mask
1 h after suspension of HCPAP; * p < 0.05
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Complications

One patient was mechanically ventilated for impending respiratory failure not
responsive to CPAP trial. No patients treated with CPAP developed skin necrosis
or gastric distension, or had problem related to delivery of enteral feeding during
CPAP. While one patient was intolerant and needed sedatives, a high level of
tolerance of this method, as reported by the nurses (VAS 7.8 ± 2.2) was otherwise
recorded. All infectious complications occurred after endotracheal intubation and
were related to Pseudomonas aeruginosa. There was one case of ventilator-associa-
ted pneumonia (VAP) and severe sepsis due to Pseudomonas infection and one
case of VAP due to methicillin-resistant Staphylococcus aureus (MRSA) infection.
No other severe complications were reported in patients treated with HCPAP.

Discussion

In this clinical pilot study, HCPAP was an efficient device to obtain an improvement
in gas exchange and a reduction in respiratory effort. We observed a rapid impro-
vement in pO2/FiO2 after 2 h CPAP, while a reduction in respiratory muscle
activation was observed shortly after the institution of HCPAP. The improvement
in respiratory mechanics and reduction in respiratory rate was sustained after
discontinuation of HCPAP, while pO2/FiO2 returned to baseline values shortly after
discontinuation. Normocapnia was maintained during the HCPAP trial, but we did
not observe a reduction in pCO2 during the first trial. A positive trend was present
but not significant, probably due to the small sample size. The lack of a reduction
in pCO2 may be explained by the elevated dead space surrounding the head of the
infant. CPAP mask intolerance is mainly due to discomfort, claustrophobia, and
facial skin lesions. In order to avoid these complications, patients are often venti-
lated for short periods of time. By contrast, HCPAP devices are associated with
good tolerability, reduction in air leakage, and an absence of skin necrosis, con-
junctivitis, and eye irritation. The fixation system seems to be efficient and signi-
ficant gas leakage or lesions related to fixation devices were not observed. In our
population, good tolerance and elevated comfort of the HCPAP device were recor-
ded. Only 1 patient needed sedatives in the first 24 h. Another patient was ventilated
continuously for 10 h. Ideally, HCPAP allows infants to be ventilated for longer
times than is possible with mask devices. Severe complications occurred only after
endotracheal intubation, and did not develop in infants treated with HCPAP only.

Conclusions

Helmet CPAP is a new interface that allows an efficient ventilation over long times,
even in infants with acute hypoxaemic respiratory failure. The device can be
applied easily and quickly, and patients appear to well-tolerate the HCPAP without
significant side effects. An improvement in gas exchange without hypercapnia and
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a reduction in respiratory muscles activity are the hallmarks of HCPAP. While our
results strongly suggest that this method provides safe and effective treatment of
acute hypoxic and hypercarbic respiratory failure in children, well-controlled trials
are needed to confirm these preliminary encouraging results. It might be reaso-
nable to initiate HCPAP early, especially in small children, to avoid respiratory
fatigue and to reverse impending respiratory failure. However, it is too early to
recommend the use of HCPAP in acute or impending paediatric respiratory failure
as a general first-treatment approach. Successful administration of HCPAP re-
quires that the medical staff be familiar with the structural and functional proper-
ties of the developing respiratory system and be able to make an informed, appro-
priate choice at the right time. Larger clinical randomised trials are needed to
further study the efficacy of HCPAP with respect to outcome in infants and children
with ARF.
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Organisation of an Acute Pain Service

M. STADLER, J. BOOGAERTS

Despite an increased focus on postoperative pain management programs, i.e. the
development of new standards, extended quality, and outcome measures in pain
management, many patients continue to experience intense pain after surgery [1,
2]. It is well-known that efficient and safe management of pain perioperatively
reduces the risk of adverse outcomes. Sufficient treatment of pain may reduce
thromboembolic, cardiac, and pulmonary complications as well as help to blunt
autonomic and somatic reflex responses, thus restoring organ functions. The
alleviation of pain enables early mobilisation and food intake, reduces fatigue and
anxiety and consequently leads to improved subjective comfort and increased
satisfaction. Advances in perioperative care, including fast-track surgery, opti-
mised perioperative pain relief procedures and accelerated postoperative recovery
programs decrease postoperative morbidity, length of hospital stay, and time of
convalescence [3–5].

Taking into account all these facts, the ASA in 2004 reappointed a Task Force
to revisit and update the ‘Practice Guidelines for Acute Pain Management in the
Perioperative Setting’ of 1995 [6, 7]. Besides the recommendation of using multi-
modal techniques, administration of different analgesics and perioperative tech-
niques, they strongly emphasised implementing institutional policies and proce-
dures including anaesthesiologists providing perioperative pain management and
Acute Pain Services.

Perioperative pathophysiology

The perioperative period can be divided into preoperative, operative, and post-
operative parts, each of which impacts postoperative morbidity, length of hospital
stay, and convalescence.

Preoperative evaluation

Postoperative morbidity is related to preoperative comorbidity [8]. The assessment
of concomitant diseases is routine practice during preoperative visit and evalua-
tion. The anaesthetist (together with the surgeon) has to assess the risks before
operation and optimise the patient’s condition.
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Preoperative nutritional support should be provided, mainly in malnourished
patients and elderly [9]. Recent clinical studies have shown that preoperative intake
of a carbohydrate drink may reduce postoperative endocrine catabolic responses
and improve insulin resistance [10].

Additionally, patient education of the postoperative care plan plays a major role
in the perception of pain and recovery after surgery. The psychological preparation
of patients—as has been proved—decreases pain perception as well as the re-
quirement for analgesic drugs. It furthermore reduces preoperative anxiety, and
therefore enhances recovery and shortens hospital stay [11, 12].

Operative period

Surgical injury induces a complex stress response characterised by profound
endocrine–metabolic changes including hypermetabolism and catabolism, and
inflammatory response with activation of humoral cascade systems, leading to
malaise, hyperthermia, and immune suppression [13]. This stress response to
surgery puts the patient at risk, especially if organ functions are already impaired
before surgery. Various techniques are available to reduce stress, such as preven-
tion of hypothermia, high inspired oxygen fraction and, most importantly, block-
ade of afferent neural stimuli from the surgical area by applying peripheral nerve
blocks, or spinal or epidural anaesthesia. The metabolic effects of afferent blockade
with local anaesthetics are further enhanced if the block is maintained during
postoperative pain treatment.

Further protective interventions are the administration of glucocorticoids as a
single dose preoperatively [14] and administration of b-blockers [15]. Nutritional
support may confer beneficial effects in high-risk patients [16]. Active prevention
of hypothermia is recommended to decrease wound infection, blood loss, and the
incidence of cardiac events, thus facilitating the recovery process. In addition, the
comfort of the patient must be considered. As a consequence of the reduced stress
response and the inhibition of autonomic reflexes that occur after surgery, post-
operative organ dysfunction may be attenuated.

Postoperative period

Postoperatively, all efforts should be made to mobilise the patient; this is only
possible with effective pain relief.

To enhance early recovery, early enteral feeding should be at the goal; thus, the
use of tubes, drains, and catheters should be restricted to absolute necessity. Many
postoperative practices have evolved away from traditional approaches, and
should be revisited to obtain scientific data regarding the effectiveness of newer,
more patient-oriented practices [4].
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Acute Pain Service

During the last decade, emphasis has been placed on the organisation of postope-
rative pain management programs and the importance of institutionalising pain
relief procedures. In 1992, Gould was one of the first to describe the sequential
introduction of an Acute Pain Service (APS) [17]. The focus was on the policy of
providing pain relief after surgery such that every patient benefited after any type
of surgery. Other authors introduced the anaesthesiologist-based APS, which
focused on patients who had undergone major surgical interventions and thus
often required more sophisticated techniques of postoperative pain control [18, 19].
In contrast, Rawal and Berggren [20] introduced a model of a low-cost APS in 1994.
This nurse-based anaesthesiologist-supervised model provides pain treatment for
all surgical patients and served as a blueprint for the implementation of an APS in
our hospital.

In 2001, Harmer stated that standards for implementing an APS as well as better
quality-assurance programs were warranted. To provide improvement over time,
regular audits and quality tools, e.g. flowcharts, report cards, and quality manuals,
should be introduced in the field of postoperative pain relief [21]. As Rawal and
Berggren [20] stated, ‘the solution to the problem of inadequate postoperative pain
relief does not lie so much in the development of new techniques, but rather in the
establishment of a formal organisation.’

From theory to practice: the nurse-based anaesthesiologist-supervised
APS in Charleroi/Belgium

The creation of an APS in our hospital came as a result of a fatal incident involving
a 40-year old, ASA I patient who died after an over-consumption of pain medica-
tion prescribed by five different physicians to treat postoperative pain. The medi-
cations were partly ordered by telephone, without a proper examination of the
patient’s health. This critical incident alerted the hospital manager and revealed
the urgent need to improve pain management procedures.

A continuous quality-improvement program was set up by defining quality
indicators and using quality tools. This program anticipated an enhancement of
pain relief for all surgical inpatients postoperatively and the maintenance of this
service over time. The study was conducted in a general hospital of 1 005 beds, 240
among them located on surgical wards. The process of quality management was
divided into eight stages spanning over a 3-year period [22]. A brief recapitulation
of the main components of this process is as follows:
• First, a pain management committee (PMC) was set up. It consisted of five

anaesthesiologists, foursurgeons,onepharmacist, 12referentnurses,eachofwhom
was responsible for pain management in a surgical unit, and one ‘pain nurse.’

• A survey of nurses’ attitudes and knowledge of pain management was con-
ducted.

• Thereafter, educational programs for nurses and physician were provided. The
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Visual Analogical Scale (VAS) device to assess in routinely relieving pain was
introduced. Both nurses and physicians became familiar with guidelines con-
cerning the management of postoperative pain.

• Regular consensus meetings were organised by the Department of Anaesthesia
to establish a pain protocol accepted by all partners.

• The nurse-based APS, comprising acute pain nurses (APNs), acute pain
anaesthesiologists, and day or night nurses, was introduced. The cornerstones
of the service are: standardised treatment protocols, regular assessments of pain
intensity every 4 h using the VAS, recording of treatment efficacy on a bedside
vital-signs chart. The APN makes daily rounds on all surgical departments and
registers patient satisfaction as well as problems regarding analgesia and side
effects of treatment.

• Development of a clinical pathway to create an optimal regime of postoperative
pain management [23].

• The analysis of flowcharts led to the definition of the most relevant quality
indicators. A limited number of these indicators were graphed on report cards
(patients’ preoperative information, VAS scores, analgesic consumption, and
patients’ satisfaction). These report cards are produced monthly and enabled
the PMC to identify problems and introduce necessary corrections.

• A quality manual was published and distributed in the post-anaesthesia care
unit (PACU), to personnel working on surgical wards, and to surgeons and
anaesthesiologists. The goal of the quality manual was to precise delineation of
responsibilities and methods currently used. The process of postoperative pain
management was divided into three clearly defined stages: pre-, peri- and
postoperative care.

Multimodal approach to pain treatment

Current literature recommends the administration of different analgesic drugs, i.e.
those acting by different mechanisms. The concept of so-called multimodal or
balanced analgesia takes advantage of the additive or synergistic effects of com-
bining multiple agents. Consequently, this leads to the need for a lower dose of each
drug and to a concomitant reduction of side effects [24, 25].

In Charleroi, a multimodal analgesic regime was developed that combined
different analgesic techniques. Every patient receives paracetamol and NSAIDs
regularly (by the clock). This basic treatment is combined with morphine sub-
cutaneously in case of VAS > 3 cm. Forty five minutes after morphine administra-
tion, the VAS is reassessed. If it remains above 3 cm, half of the initial morphine
dose is readministered. An individual analgesic prescription sheet is established
for all patients leaving the PACU (Fig. 1). Additionally, several regional techniques
specific for the type of surgery as well as morphine-based patient controlled
analgesia (PCA) are provided to patients who have undergone major surgical
interventions. Safe management of these techniques on the ward is ensured by the
requirement that bedside charts be filled out for every patient (Fig. 2). Ward nurses
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monitor the patient every 4 h, measuring blood pressure, heart rate, respiratory
rate, VAS at rest and movement, occurrence of vomiting and nausea, Bromage
score, and brick test in case of epidurals. All side effects and incidents have to be
noted carefully and the responsible physician must be alerted. In case of insufficient
pain relief, the APN or the anaesthesiologist in charge of the APS, or the anaesthe-
siologist on call has to evaluate the patient following well-defined protocols.

Preoperatively, the patient is given an information pamphlet about the VAS
device. Ward nurses explain the use of the VAS device, and the anaesthesiologist
discusses preoperatively the anticipated postoperative pain regime, i.e. the analge-
sic technique. The patient is assured that pain, nausea, and vomiting will be closely
checked and immediately treated, and that every effort will be made to maintain
the patient’s VAS below the previously defined threshold of 3 cm.

Fig. 1. Analgesic prescription sheet for any patient leaving the recovery room
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Fig. 2. Bedside chart for patients who received epidurals
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APS: a continuous quality improvement program

The implementation of an APS is an ongoing process and is subject to change in
case of poor results. Parameters such as VAS, postoperative nausea and vomiting
(PONV), and other side effects, must be accurately monitored by APNs. All relevant
variables are statistically evaluated once a year. An example is displayed in Table
1, in which side effects related to different pain relief procedures were recorded and
compared between 2003 and 2004. In case of poor outcome, procedures are
revisited, discussed among all responsible members of the APS, and new guidelines,
if necessary, are introduced.

Table 1. Analysis of side effects in patients who received different analgesic techniques:
2003-2004

Nausea 2003 2004 Sedation 2003 2004

None (%) 209 74.9 422 82.6 Present (%) 96 24.9* 84 16.4*
VAS 1-3 cm (%) 49 12.7* 33 6.5* Absent (%) 290 75.1 427 83.6
VAS � 3cm (%) 48 12.4 56 11.0

*P = 0.003 *P = 0.002

Vomiting 2003 2004 Urine 2003 2004
retention

Yes (%) 36 9.4 34 6.7 Present (%) 12 3.1 10 2.0
No (%) 349 90.6 477 93.3 Absent (%) 374 96.9 500 98.0

*P = 0.136 *P = 0.272

Prurite 2003 2004 Headache 2003 2004

Yes (%) 45 11.7* 32 6.3 Present (%) 3 o.8 17 3.3*
No (%) 341 88.3 479 93.7 Absent (%) 383 99.2 494 96.7

*P = 0.004 *P = 0.010

Respiratory 2003 2004
rate > 8

Yes (%) 23 6.0* 9 1.8
No (%) 362 94.0 502 98.2

*P = 0.001

As an example, the incidence of nausea and vomiting was significantly reduced
following implementation of a protocol addressing the prevention and treatment
of PONV. Educational programs dealing with all important aspects of PONV were
offered to nurses and anaesthesiologists. By means of the protocol, nurses were
able to administer drugs independently according to the above-mentioned pre-
scription sheet. As a consequence, very early and efficient treatment of nausea
and vomiting were established, which led to a high rate of satisfaction from
patients and nurses.

A relatively high incidence of episodes of VAS > 3 cm in the orthopaedic
department revealed the need for more continuous peripheral nerve blocks for
postoperative pain relief. The anaesthesiologists were asked to improve their
skills to provide these blocks, and the anaesthesiologist’s assignments were
more adapted to make optimal use of their particular capabilities. However,
there is still need for further improvement.
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In regular meetings (four times a year), all current problems are discussed and
a rapid and satisfactory solution is usually found.

In the context of the inception of ISO 9001 in the Department of Anaesthesia,
all procedures have to be reviewed, responsibilities redefined, and processes pre-
cisely described. This is the current state of the Continuous Quality Improvement
(CQI) program of the APS in Charleroi.

Eight years after the successful implementation of a nurse-based anaesthesio-
logist-supervised APS in Charleroi, a major improvement in the provision of
postoperative pain relief can be clearly seen. Nurses increasingly assess patients for
the presence and intensity of pain as well as the consequences of its treatment. The
fear of side effects of morphine administration has decreased significantly. VAS
pain scores have become a standard tool in the assessment of postoperative patients
regarding blood pressure or heart rate measurements. The satisfaction rate of
nurses, surgeons, anaesthesiologists, and especially patients with the APS is very
high. Further improvement in early feeding, decreased use of gastric tubes, and
very early mobilisation are warranted, although these are mainly a problem of
insufficient manpower.

To conclude, the postoperative recovery progress is basically dependent on the
provision of efficient pain relief programs, primarily accomplished by Acute Pain
Services. Sufficient postoperative care requires the implementation of ‘periopera-
tive care teams’; however, due to restricted financial resources, this remains a
challenge for the next decade.
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Pain management and patient satisfaction

D. CARISTI, L. MIOTTO, M. PIVA

Effective pain relief is very important not only for humanitarian and ethical
reasons, but also in order to avoid several postoperative complications and to
obtain a faster recovery from surgery and an earlier discharge from hospital. Good
pain management in the peri- and postoperative periods helps to ensure the best
outcome for the patient [1]. Pain relief per se does not significantly improve the
postoperative outcome, with the exception of patient satisfaction and pulmonary
complications. Instead, postoperative morbidity and hospital stays are dependent
on many factors, including preoperative information, quality of analgesia, and
existing programs for postoperative care and rehabilitation, including orders for
mobilisation, oral nutrition, and discharge criteria [2]. In recent years, the tech-
niques for pain management in patients undergoing surgery have substantially
improved. The choice of analgesic and the route and technique of administration
can be tailored to the individual’s need to optimise pain control and to avoid
postoperative discomfort and suffering.

The recognition that unrelieved pain contributes to preoperative morbidity and
mortality has inspired many institutions to develop an Acute Pain Service (APS)
in an attempt to provide effective postoperative relief. The immediate and sustai-
ned formal support and authoritative recommendations of various medical and
healthcare organisations have promoted the widespread introduction of APS
[3–13]. This, in turn, has led to successful and safe implementation of multi-modal
pain management strategies [14], and an increase in the use of specialised pain relief
methods, such as patient-controlled analgesia (PCA) and epidural infusions of local
anaesthetics/opioid mixtures, in surgical wards. Implementation of these methods
represent real advances in improving patient well-being and in reducing post-
operative morbidity [15]. However, although there is no reason why a patient
should not receive appropriate analgesia, recent surveys have revealed that the
incidence of moderate or even severe postoperative pain may be as high as 30–70%
[16, 17].

Most patients, physicians, surgeons, and nurses still consider moderate to
severe pain to be an acceptable consequence of surgical interventions. In spite of
this fact, however, studies including assessment of patient satisfaction with post-
operative pain management have repeatedly indicated that most patients still seem
satisfied with their postoperative care. Recent studies carried out in accordance
with the recommendations of the American Pain Society and the Agency for Health
Care Policy and Research (AHCPR, 1992) indicated that this paradoxical relation-
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ship between experienced pain and patient satisfaction still exists. Satisfaction is a
subjective appraisal of personal care, while a number of factors seem to influence
satisfaction with hospital care. Studies have shown that pain is a particularly
important determinant of patient satisfaction. It is now recognised that many
patients have been greatly under-treated for their postoperative pain in the past.
Under-treatment of pain has been determined to have a negative impact on
short-term recovery and may even have a detrimental long-term effect on health.
Three reasons accounting for under-treatment of pain relate to fear of narcotic
addiction, poor communication among staff, and perceptions by patients that pain
medications are neither necessary nor good.

Most patients do not receive any information on pain and its possible methods
of treatment, although information about the predictability and controllability of
the painful stimulus is a major influence in pain expectation. The manipulation of
patients’ expectancies regarding the onset, duration, intensity, and sensory quali-
ties of the stressful events by the provision of accurate preparatory information has
been shown to minimise the distress of patients undergoing stressful invasive
medical procedures [18]. Despite the results of studies showing that the amount of
information requested by patients can vary considerably and that the introduction
of pamphlets does not improve patient satisfaction [19], information leaflets should
be formally assessed to ensure that patient knowledge is increased. The aim of the
present study was to assess any association between different pre- and postopera-
tive factors, particularly patient information, expected pain, and actual pain expe-
rienced, and overall patient satisfaction with pain management. A patient satisfac-
tion questionnaire was developed for this study and administered postoperatively
to two samples of postsurgical patients, one routinely informed and the second
given maximum information about postoperative pain care.

Methods

After informed consent, and in accordance with accepted ethical requirements, a
sample of 100 consecutive patients scheduled for major elective surgery was recrui-
ted in the order of their admission to the APS for postoperative pain management.
The exclusion criteria were severe psychosis and dementia. During the preopera-
tive anaesthesiologist’s visit, the patients received routine verbal information plus
maximum information via leaflets about postoperative pain management. This
group (group B) was compared to a previous sample of 100 consecutive patients
(group A) who had received only routine information. All of the postoperative
patients were managed by a nurse-based, anaesthesiologist-supervised APS.

Routine postoperative analgesia, based on standard protocols, was commenced
with intravenous boluses or continuous intravenous infusions of opioids combined
or not with anti-inflammatory drugs (NSAID), or continuous epidural infusions of
opioids and local anaesthetics. PCA was not used for pain relief in the present study.
A visual analogue scale (VAS) was used for the collection of data on pain intensity,
every hour during the first 3 h and four times daily during the first 3 days. Demo-
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graphic data, type of surgery, route of administration of analgesic drugs, and side
effects were collected by APS staff during pain treatment. At the end of the analgesic
postoperative treatment, and before discharge from hospital, patients were admi-
nistered a satisfaction questionnaire containing 17 items about fields of importance
in pain management: patient’s information, quality of analgesia (including adequa-
cy of pain relief provided and side effects), actual pain experienced (intensity and
frequency of pain perceived), patient’s preoperative expectations, patient’s satis-
faction, and suggestions. To decrease the risk that patients would not respond
honestly to the questions, the questionnaire was administered orally, by a specifi-
cally trained interviewer, not directly involved in the care or pain treatment of the
patient. In spite of these precautions to avoid bias, it was still not possible to exclude
completely the influence of a ‘staff pleasing-factor.’ No patient refused to complete
the questionnaire. Four items pertained to patient information (informed or not,
when informed, who informed, and understanding of the information), six items
concerned the quality of analgesia (helpfulness of preoperative information when
requesting medications; long waiting time for pain medication once requested; side
effects, such as itching, numbness, sedation, and nausea or vomiting), and four
items were about pain intensity (the worst pain, and milder pain experienced on a
0 to 10 pain scale; the frequency of peaks of perceived moderate to severe pain; the
pre-operative expected pain on a verbal rating scale). The last three items explored
overall satisfaction with pain management given in the postoperative phase, as
assessed on a 5-category scale (very satisfied, satisfied, slightly satisfied, slightly
dissatisfied, very dissatisfied), the patient’s agreement, and suggestions on how to
improve analgesic management.

Statistical analyses

Testing for trend in contingency tables was used to assess the correlation between
pre-operative expectation and experienced pain. Hypergeometric distribution was
used to study the association between age, sex, expected pain, information, and
high level of satisfaction.

Results

Demographic data, kind of surgery, and postoperative analgesia are presented in
Table 1. No significant difference was observed in either group regarding mean age
and type of surgery. The epidural technique was used more often in group B.

There was more information prior to surgery in group B (98%) than in group
A (46%), and it was given by the anaesthesiologist, before surgery in 89% of the
patients in group B and in 23% of the patients in group A. No patient was informed
by nurses and only 6% by surgeons. The vast majority of patients in group B
understood the information received (96%), compared to only 42% in group A
(Table 2).

Pre-operatively expected and postoperatively experienced overall pain intensi-

Pain management and patient satisfaction 821



ty in groups A and B is summarised in Tables 3 and 4. In group A, more patients
expected moderate to unbearable pain intensity (80%) than in group B (70%). The
pain intensity experienced by patients in this group was lower than expected in the
postoperative phase, whereas group B patients expected a lower intensity of pain
than in group A, but reported that they experienced more pain than expected. The
number of patients experiencing no or mild pain was considerably higher in group
A (37%) than in group B (21%).

Table 1. Demographic data, type of surgery, and postoperative analgesia

Variable Group A Group B

Age 63.59 ± 15.5 63.74 ± 15.26
Sex (% female) 42% 52%
Type of surgery
Abdominal 43% 43%
Urological 25% 18%
Chest surgery 6% 15%
Vascular 9% 11%
Orthopaedic 13% 6%
Plastic 2% 2%
Neurosurgical 2% 2%
Ears-nose-throat surgery 0% 3%
Route of administration of analgesic drugs
Intravenous (boluses) 19% 12%
Continuous epidural (elastic pump) 9% 23%
Continuous intravenous (elastic pump) 72% 65%
Pain levels (mean, 0–10)
Worst postoperative pain VAS:3.74±2.68 VAS : 5.27 ± 2.04
Lowest postoperative pain VAS:0.73 ± 1.22 VAS:1.09 ± 1.17

Table 2. Patient’s information

Group A Group B

Did you have any information about
postoperative treatment of pain in hospital?
Yes 46% 98%
No 54% 2%
When did you have such information?
Before surgery 41% 90%
After surgery 3% 3%
Before and after 2% 3%
I don’t know 54% 4%
Who gave you this information?
The anaesthetist 23% 93%
The surgeon 6% 0%
I don’t know 71% 7%
Did you understand it?
Yes 42% 96%
No 2% 0%
No answer 56% 4%
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Table 3. Expected and experienced pain in group A

Expected pain Experienced pain

No pain 8 12
Mild pain 12 25
Moderate pain 31 36
Severe pain 41 25
Unbearable pain 8 2

Table 4. Expected and experienced pain in group B

Expected pain Experienced pain

No pain 24 4
Mild pain 6 17
Moderate pain 28 32
Severe pain 39 46
Unbearable pain 3 0

It is interesting to note that 15% of patients in group A often experienced a peak
of moderate to severe pain and 16% had to wait for a long time (> 15 min) for
medications, while in group B only 2% often experienced such pain and 6% felt
that they had waited a long time (Tables 5 and 6). Furthermore, 39% patients in
group A and 64% of patients in group B answered they had never experienced
moderate to severe pain.

Table 5. Quality of analgesia

Group A Group B

1. Have you been informed to ask for
medications in case of pain?
Yes 84% 94%
No 16% 6%
2. When you asked for pain medication,
did you have to wait a long time
(more than 15 minutes) for it?
Yes 16% 6%
No 84% 94%
3. Did you have itch?
Yes 1% 5%
No 99% 95%
4. Did you have numbness in the legs?
Yes 6% 11%
No 94% 89%
5. Were you too sedated?
Yes 11% 22%
No 89% 78%
6. Did you have nausea or vomiting?
Yes 11% 19%
No 89% 81%
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Table 6. Intensity and frequency of pain

Group A Group B

1. On this scale, please circle the number Mean VAS: Mean VAS: 5.27±2.04
that describes the worst pain you have 3.73±2.68
had since the surgical procedure?
0 1 2 3 4 5 6 7 8 9 10 no pain the worst pain
2. On this scale, please circle the number Mean VAS: Mean VAS: 1.09±1.17
that describes the lowest pain you have 0.73±1.22
had since the surgical procedure?
0 1 2 3 4 5 6 7 8 9 10 no pain the worst pain
3. How many times have you had moderate
to severe pain?
Always 0% 0%
Nearly always 2% 0%
Often 15% 2%
Sometimes 44% 34%
Never 39% 64%
4. Prior to your surgery, how much
postoperative pain did you expect?
No pain 8% 24%
Mild pain 12% 6%
Moderate pain 31% 28%
Severe pain 41% 39%
Unbearable pain 8% 3%

VAS, Visual analogue scale

From a test of trends, a low correlation between preoperative expectation and
postoperative pain experience was determined: Pearson product moment was
0.106 in group A and 0.132 in group B. It was found that the vast majority of group
B patients was very satisfied with its postoperative pain treatment B (Fig. 1), despite

Fig. 1. Patient satisfaction with pain management

Group A

Group B
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the fact that this group reported a mean postoperative pain intensity score that was
higher than that of group A patients (mean worst pain of 5.27 ± 2.04 vs 3.73 ± 2.68).

The majority of patients, 93% in group A and 100% in group B, wanted to be
treated in the same way if they were to undergo another procedure in the future.
When asked how their postoperative pain management could be improved, 29%
of patients in group B requested more information about the available analgesic
methods, compared to only 9% in group A; 6% of group A patients requested better
analgesia, compared to 5% in group B (Table 7).

Table 7. Satisfaction and suggestions

Group A Group B

1. Circle the phrase that indicates how
satisfied you are with the way your
nurses and doctors treated you pain:
Very dissatisfied 0% 0%
Slightly dissatisfied 4% 0%
Slightly satisfied 4% 2%
Satisfied 41% 7%
Very satisfied 51% 91%
2. Would you like to have the same
treatment if you should undergo
another intervention in the future?
Yes 93% 100%
No 7% 0%
3. Tell us please, how your postoperative
pain should be improved?
Improving information about available 9% 29%
analgesic methods
Improving and increasing the doses 6% 5%
of analgesic drugs
It’s OK 80% 53%
Other 5% 13%

By hypergeometric distribution, used for problems with finite populations, in
which each observation is either a success or a failure, the correlation between age,
sex, expected pain intensity, information, and high level of satisfaction with the
pain management was examined in patients of group A (Table 8).

Table 8. Multivariate influencing high satisfaction with postoperative pain management (group A)

Variable P

Age (18–40 years) 0.1032
Age (60–84 years) 0.2235
Sex (females) 0.1435
Sex (males) 0.1762
Preoperative expectation of pain
Severe to unbearable 0.0331*
Mild to moderate 0.4688
Information 0.0634

*P < 0.05
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Discussion

It is usually considered that patient satisfaction is one of the most important
endpoints in clinical practice and quality assurance [20]. A number of factors seem
to influence satisfaction with hospital care. With difficulty, patients can assess the
different factors involved in pain management; this becomes particularly evident
by the provision of a questionnaire that allows patients to make suggestions or
comments about the analgesia received. Several studies showed that female sex,
high pre-operative pain intensity, high anxiety about postoperative risks and
problems, relatively young age, and willingness to report pain correlated with low
satisfaction; younger patients and females need different and more efficient pain
management in order to achieve the same level of satisfaction with the therapy as
experienced by elderly patients and males [21]. In the present study, age and sex
were not significantly correlated with the patient’s degree of satisfaction.

A question of clinical importance concerning the predictive relationship of pain
expectancies in the experience of postoperative pain is: ‘Does the manipulation of
expectancies (by the provision of information regarding intensity, pattern, and
duration of the pain and symptoms) reduce patients’ experience of trauma, or does
it sensitise them to the negative aspects of surgery?’ According to De Groot et al.
[22], patients who expect to feel pain will report greater pain intensity than patients
who did not hold these expectations. The greater the discrepancy between expected
and actual pain, the greater the experience of postoperative distress. Those patients
who expect pain to be more intense than it actually is will report being less
distressed [23]. The positive correlations between expected and reported pain and
emotional variables suggest that manipulation of the patient’s emotional responses
may be as effective as manipulating pain expectancies in controlling the pain and
the distress of surgery. Such a finding stresses the importance of pre-operative
intervention strategies aimed at diminishing stress prior to surgical procedures.

A preliminary assessment by APS staff of the patient’s capacity to cope, and
how much analgesia is wanted would also be expected to lead to a greater satisfac-
tion, as would a cognitive–behavioural reduction of anxiety. In the present study,
expected severe to unbearable pain seemed to be significantly correlated to a high
degree of satisfaction (P = 0.0331) in group A. The number of patients who
experienced such pain was lower than the number of patients who expected it
preoperatively; this may be the main determinant of high satisfaction in group
A. In group B, an inverse correlation was observed, but, surprisingly, those
patients who suffered from severe to unbearable pain were all very satisfied.
Some studies have suggested that a more accurate picture of treatment can be
built up if patients not only receive information about the procedure, but also
sensory and temporal information about the physical impact of the procedure.
This is supported by the finding that patients who receive accurate preparatory
information about their surgery, compared to those who had no additional
information, reported lower pain intensity but did not differ on expected pain
intensity before the operation. Other authors showed that patients who received
preparatory information reported lower pain intensity and lower expected pain
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intensity, and that patients who expected more pain had less transient anxiety after
surgery [24].

In our study, most patients expected to experience pain in the postoperative
phase. No or only mild pain was expected by 20% in group A and by 30% in group
B. The actual pain, however, was far less, i.e. no or only mild pain was experienced
by 37% of patients in group A, but this was less the case (21%) in group B. The
number of patients who expected moderate to unbearable pain in group A was
higher (80%) than the number of patients who experienced it (63%), and in group
B it was lower (Table 3 and 4). Paradoxically, patients who experienced higher pain
than they had expected were more satisfied with their pain care than those who
experienced less pain than expected. The observed discrepancy between actually
experienced pain and patient satisfaction indicates that, from the patient’s point
of view, clinical pain management may not be as poor as pain intensity measure-
ment suggests—and achieving satisfaction is not simply a matter of lots of analgesia
and keeping pain levels low. It could also be that the pattern of relief [25], rather
than the pain severity as such, may be a critical determinant in satisfaction. Our
experience agrees with that of researchers who contend that high patient satisfac-
tion commonly reflects both the low expectations of the patient and a positive
interaction between patients and carers, and has a little relevance to successful relief
of pain. Patients are commonly satisfied when they believe staff are caring and
‘doing their best,’ even if unsuccessfully. Conversely, most probably patients who
were dissatisfied did not discriminate between pain management and problems
with other aspects of their care, such as disagreement with a ward staff member or
a dislike for hospital food.

In this study, the role of patient information was investigated as a determinant
of high satisfaction. In group A, the number of ‘very satisfied’ was higher, but not
statistically significant (P = 0.0634), in those who claimed to have received some
information about postoperative pain management (46%), while all of the ‘slightly
satisfied’ and ‘slightly dissatisfied’ patients belonged to the group who did not
receive any information. A higher level of satisfaction (98% vs 92%) and a larger
number of patients who were very satisfied with their pain management (91% vs
51%) was observed in group B. Several factors, not only improved information, may
have contributed to this success, i.e. the lower incidence ofside effects and a relatively
short wait for medications. It was surprising to note that a degree of satisfaction as
high as 98% was achieved in spite of the fact that most patients claimed to have
experienced moderate or even severe pain in the postoperative period. One reason
may be that the level of pain they experienced was acceptable to them, perhaps
because the pattern of what they experienced matched their expectation or their
previous experiences. Expectation about pain pattern, not about pain severity, may
be the most important explanatory factor.

In the present study, the actual experience of inadequate postoperative pain
relief was a significant factor influencing low satisfaction in group A (8%), as might
have been expected. Many factors may have contributed to the lack of information
(100%), a long waiting time for pain relief (50%), the incidence of side effects such
as nausea and vomiting (100%), and actual pain intensity greater than expected
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(50%). Unfortunately, none of the demographic variables were useful in predicting
which persons were more prone to dissatisfaction: young age and female sex were
not invariables in increasing the probability of being dissatisfied. Only 2% of
patients were dissatisfied with their pain management in group B. These patients
did not refer to long waits for pain relief, side effects, or frequent peaks of moderate
to severe pain, nor did they expect severe and unbearable pain; they experienced
pain that was less severe than expected and they received adequate information.
These patients were probably dissatisfied with all aspects of their hospital care.
However, they were asked to rate their satisfaction with postoperative pain care
only and not to rate the entire hospitalisation episode. Despite their dissatisfaction,
when questioned how to improve pain management they answered that it was fully
adequate.

Finally, any patient satisfaction survey will be enhanced by directly questioning
patients about how pain management might be improved at a given institution, and
patients’ responses to this open-ended question might provide new and innovative
strategies. Surprisingly, in the present study, more informed patients requested greater
information (29%), perhaps due to the patient’s increased awareness about the possi-
bilities to be accurately informed about postoperative pain management.

Another consideration that needs to be addressed when analysing data from a
patient satisfaction survey on pain management is how an organisation determines
the overall quality of the pain management services they provide. In reviewing our
data, several deficiencies were noted, including moderate to severe postoperative
pain intensity scores. Examining only the patient satisfaction scores from this
survey, however, may lead one to draw the erroneous conclusion that there were
no problems with pain management within our hospital.

Conclusions

There has been growing interest in the assessment of patient satisfaction with
health care. Studies have shown that pain is a particularly important determinant
of patient satisfaction. Therefore, an evaluation of patient satisfaction with pain
management is one component of a total quality assurance program on pain
management, as recommended by the American Pain Society.

Our experience suggests that a satisfaction questionnaire provides useful base-
line data for evaluating the quality of an institution’s overall pain management
program. Furthermore it offers additional information that allows organisations
to develop a plan to improve pain management practices more effectively. The
survey is easy to conduct and can be repeated at regular intervals to determine the
progress of its APS.

An awareness of the importance of controlling postoperative pain and about
the presently available options for effective postoperative pain relief (due to accu-
rate preoperative information) should have a positive influence on patient satisfac-
tion, despite postoperative experience with pain severity.

A closer relationship between patients and hospital staff members seems essen-
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tial for a more individualised approach to obtaining optimal pain relief. The
presence of an APS in the hospital can improve both knowledge of pain treatment
options and satisfaction, because patients are satisfied with the efforts that nurses
and physicians make to manage pain, despite the fact that they experience high
levels of pain. Consequently, while patient satisfaction is certainly important, it is
too imprecise a measure to be used as a routine indicator of pain management. The
results of this study raise a number of questions: To what extent do predisposing
personality factors contribute to postoperative satisfaction? What are the best ways
to predict patient dissatisfaction? To what extent does perceived satisfaction pre-
dict positive outcome of treatment?

Despite the limitations of this study, the results support the notion that ade-
quate postoperative pain management supported by good information has a posi-
tive impact on patient satisfaction, but it remains unclear whether if evaluated in
the absence of other data, satisfaction ratings could erroneously lead one to believe
that pain management practices are optimal.
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QUALITY OF CARE



Monitoring process quality in intensive care

M. HIESMAYR

Intensive care can be seen as a set of serial and parallel processes with the ultimate
goal to reach an achievable outcome with the largest proportion of admitted
patients. The intensity of the necessary processes can vary from intensive moni-
toring to support and replacement of organ function.

The aim of this investigation is to present and evaluate the difference between
intermittent and continuous methods of process-quality monitoring. In this inves-
tigation we propose to adapt several methods commonly used in the manufacturing
world to medical activities [1]. We think that the application of process-control
methods in medicine should not be delayed further.

Process monitoring

Process monitoring is a concept from the industrial world to make manufacturing
more efficient [2]. The first quality-control methods at the end of the 19th century
were based on judgement inspection. Skilled craftsmen reworked the products at
the end of the production line until they considered them suitable for use. H. Ford
introduced gauge inspection, the comparison with a standard, because he noted
that variability between products impeded a continuous production. This could be
considered as an early form of benchmarking. In the 1930s, Shewhart developed
statistical process control with control charts that allowed detecting by intermittent
sampling whether a process was drifting out of control [3]. The control limits for a
process at 3 standard deviations (SD) from the mean have been widely used. This
method is a compromise between detecting drifts and avoiding unnecessary warn-
ings. Because this method is not effective for small drifts, additional methods such
as the cumulative sum chart (CUSUM) have been added.

Actually, very efficient industries have introduced 100% inspection instead of
sampling, together with changing the focus from the result to the inputs and the
mistakes in the process execution. This means that instead of observing non-
conformities/deviations, their prevention is applied. Although this is no longer a
monitoring technique, we have to keep in mind that there are further methods to
improve quality that are available in case of failure of the previous methods. This
alternative method of source inspection and mistake proofing is applicable to rare
events, such as may occur in intensive care, e.g. medication errors [4], infections,
failed extubations, death. This method is widely applied in medicine with checklists
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that have greatly increased patient safety [5]. The evaluation of their efficiency has
rarely been done in a formal way. This latter method has been reported to be most
efficient in order to reduce non-conformity and necessitated relatively low in-
vestments in quality control. The major goal was prevention, not observation.

In the intensive care environment, a large amount of data is documented and
collected continuously. Thus, intensive care is an attractive area in which to develop
and refine the various methods of process monitoring. Special attention has to be
given to the fact that events may be relatively infrequent and that it is highly
desirable to detect deviations early [6]. A typical intensive care unit (ICU) has
between 8 and 12 beds and admits 350–700 ICU patients a year.

Definition of a process

A process is a defined activity to transform a given input, typically in medicine the
patient with his or her clinical condition, into a desired state. This desired state may
be a better health status or a higher degree of knowledge about the current state.
Thus a process can be defined by the task to perform, the various inputs such as
patients, human resources and capital and the output of the process, including its
side-effects (Fig. 1).

Any process has a goal and the degree of fulfillment of the expected goal by the
result is traditionally considered to be quality. In this sense, quality is related to
hitting the target. A more advanced view includes the resources needed and the
waste produced in the concept of quality. Thus a more advanced view adds the
observation of deviations/errors/mistakes. A simple image could be the number of

Fig. 1. Structure of a process and intermittent output monitoring . The dashed line represents
the standard (Std.), the dotted line the 2 s limits and the continuous line the 3 s limits (3 s).
An optional important feature is to include risk adjustment in the comparison between
output and standard. Risk adjustment helps to define input and to assess output
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arrows needed to hit the target and the injuries caused by arrows outside of the
target.

Typically, a process is mostly evaluated by comparison of the actual result with
the expected result. In the field of intensive care, the inputs should also be moni-
tored. It is not rare that a given performance can only be achieved with given inputs.
A well-known example is the relation between accepted mortality and physiological
derangement early after admission to an ICU as defined by several scoring systems
(SAPS II, SAPS III, MPM). Some inputs cannot easily be controlled and thus a
risk-adjusted evaluation of the process may be desirable.

Traditional quality assessment compares the result with the goal, a task called
benchmarking, whereas a more advanced assessment would integrate the variabi-
lity of the process over time in the assessment. Variability can be observed in
output, resources and waste. In the advanced view, quality is inversely related to
variability (Fig. 2). Thus quality is typically assessed by a minimum of two compa-
risons [7].

First, the actual result is compared with a standard or similar process in other

Fig. 2. Continuous and integrated process control
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environments, a procedure called benchmarking, and second, the variability of the
process about the target is determined, one of the tasks achieved by statistical
quality control. In a competitive world, the actual target and thus the standard has
to be challenged as well. In the more technical disciplines of medicine, technology
may be introduced before systematic evaluation of its effectiveness.

Monitoring of process quality

Two elements define quality: the difference of the mean value from the target and
the variability of this mean. With measurements, the variability can be assessed
with the use of the SD, range or moving range, but for proportions a repeated
determination is necessary (Fig. 3).

It has to be noted that deviations from the standard are not symmetrical in their
effect on the process in many instances. An infection in the ICU necessitates a lot
of resources that are not compensated by patients without infections. Losses have
an irreversible character in medicine. In this sense many medical processes cannot
be simply assimilated to stock exchange processes where losses can be compen-
sated by gains.

Fig. 3. Compliance with the standard and degree of process control as two dimensions of
process monitoring
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How to monitor a process

The information about a process is either a measurement or a count. Examples may
be length of stay, duration of intubation, proportion of patients with nosocomial
infections, proportion of patients with sufficient nutritional therapy, proportion
of patients dying in hospital.

The process-quality monitoring is based on a comparison. The comparison can
be either done with a given or known standard or a baseline determination obtained
locally. A measurement or proportion in itself does not mean very much.

Intermittent method

Yearly intervals are the typical feature of many reports. An example is shown for
the deep-wound infection rate (Fig. 4).

The different possible scenarios that are easily imagined for one identical
infection rate points towards the need for more detailed insight into the process
over time. This can only be done by analysis of time series continuously (Fig. 5).

Fig. 4. Deep-wound infection rates from one institution. None of the samples deviated
significantly from the mean rate over this 4-year period. SEM was calculated as � (rate x
(1–rate)/n)
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Continuous method

Control chart

The control chart is constructed from the mean of a measurement or the observed
proportion of events. Typically, confidence limits are added to the chart at 3 SD
from the centre line. In certain cases it may be helpful to introduce an early-warning
limit at 2 SD (Fig. 6) [3].

Fig. 5. Possible scenarios for the observed infection rate

Fig. 6. Control chart for nutrition care in the ICU. The target for nutrition care was set at 22
kcal/kg/day on the 5th day post-admission in the ICU. The mean amount of nutrition given
was derived from samples of 30 consecutive patients. The range was calculated as the mean
absolute patient-to-patient difference for 30 consecutive patients. In four instances, the
lower 3 sigma limit was reached, often in conjunction with a higher patient-to-patient
moving range. Corrective measures would address the variability first
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CUSUM + risk adjustment

The CUSUM is a sensitive instrument to detect small changes in process mean or
proportions. For measurements, the CUSUM is able to detect shifts in performance
that are smaller than 1 SD of a sample. For proportions, a cumulative number of
events above 20 can be a clear sign of deviation from the original baseline. If a clear
deviation is noted, a redefinition of the baseline should be considered.

Each CUSUM starts with an estimation of the baseline event rate. When the
event of interest (death, infection) does not occur, the difference between the
predicted event rate and the observed event rate is equal to the predicted event rate.
This patient is assigned the event rate. When the event of interest occurs, the
difference between predicted and observed rate is the predicted rate minus one
event. Thus this patient will have assigned a negative value: (event rate –1). These
values now cumulate from one patient to the next (Fig. 7).

The CUSUM also allows risk adjustment to be performed [8, 9]. In this case the
risk derived from an individual score replaces the baseline score derived from local
data. The application is shown in Fig. 8.

Fig. 7. CUSUM for mortality. The baseline mortality rate is set to 0.1. Predicted survival =
1–predicted mortality. Patients 4 and 16 died and thus lost their predicted survival
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This methodology has been applied to follow surgical learning curves and
performance in cardiac surgery [8, 9]. We applied this methodology to postopera-
tive deep-wound infection and could identify a clear disadvantage of one of the
drugs selected for antibiotic prophylaxis (Fig. 9).

Fig. 8. Risk-adjusted CUSUM. The mortality rate is derived from a risk score. Predicted
survival = 1–predicted mortality. Patients 4, 9 and 16 died and thus lost their predicted
survival. Note that patient 9 with a high predicted mortality has less impact on the perfor-
mance than the two other patients with a low predicted mortality

Fig. 9. CUSUM for deep-wound infection with the changes in antibioticprophylaxis. TheCUSUM
is based on the difference between the predicted infection rate of 0.048 and the observed
infections. The orange continuous line represents different choices for antibiotic prophylaxis
over a period of 4 years. Antibiotic B was associated with an increase in observed infections
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This example clearly demonstrates that continuous process evaluation increases
knowledge and also has to be considered as a tool allowing learning from collected
data.

Pitfalls and challenges

To define the correct starting points, I suggest starting from local data series. Select
a series of sufficient length to be able to determine a local standard. Avoid false
alarms and detect deviations early. Two deviations are of primary importance,
deviations to the undesirable indicate poor control or changes that need investiga-
tion and thought, and desirable deviations may give an estimate of the possible
performance of a process. At a first glance a deviation towards more undesired
outcomes is not only a qualitative problem but also a quantitative decrease of the
throughput because a decrease in quality needs ‘reworking’ and if resources are
limited, the quantitative output will also decrease. As a clinical example, nosoco-
mial infections increase suffering and length of stay at an individual level and
decrease the availability of beds for other patients in need.

Conclusions

Continuous process evaluation is a key element to guide improvements in health
care. Continuous process control has the advantage to allow early detection of
deviations and to generate new information about the process, allowing learning
from the actual activity.

The vision is that an evolution from the control of an isolated process to the
integrated control of several processes is possible and that information will be
presented as a common weighted risk-management display, as is used in manufac-
turing and service industries.
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Evaluating quality of life after intensive care

M. CAPUZZO, S. BERTACCHINI, C. CHIANI

Survival after intensive care unit (ICU) admission was the outcome initially used
to demonstrate the efficacy of that highly technological, and costly, environment
[1]. However, mortality is an insufficient measure of ICU outcome, because the real
aim of intensive care is that patients either return to their previous state of health,
if suffering from an acute disease, or improve their state of health, if their illnesses
were suitable for eradication.

With respect to a ‘patient-centred outcome,’ an evaluation of intensive care
should incorporate an assessment of quality of life (QOL) [2]. This can be perfor-
med either focusing only on the patient’s health status [3], or considering ‘QOL as
a uniquely personal perception’ [4]. QOL has been defined as the ‘holistic, self
determined evaluation of satisfaction with issues important to the individual,’ [5]
and it needs to be distinguished from health-related QOL (HRQOL), which has been
defined as the degree to which a patient’s health status affects a patient’s self
determined evaluation of their satisfaction with their life [5]. Heyland et al. [6]
describe a conceptual framework in which HRQOL results from the overlapping of
health status with those non-medical aspects that influence well-being.

The meaning of the different measurements of outcome has been examined by
Black et al. [7]. In a patient suffering chronic obstructive pulmonary disease, for
example, the following different measurements of outcome can be applied: (1)
impairment, which refers to the physiological aspects assessed objectively, such as
FEV1; (2) disability, as measured according to symptoms associated with impair-
ment, such as dyspnoea; (3) HRQOL, referred to the effect of disability, such as the
inability to garden due to dyspnoea. Accordingly, HRQOL should describe the sum
of patients’ physiological and psychological functions, their capacity for meeting
their social needs, and their own perception of their situation [8].

How to measure HRQOL

An instrument to measure HRQOL (questionnaire) has to be suitable for the
purpose of the study to be performed, the patient population being evaluated, and
the circumstance where it has to be applied. An instrument to be used in a general
ICU setting should be generic, sensitive to changes [9], and simple [10]. Most of the
HRQOL questionnaires are made up of several questions (items) in order to reflect
the multidimensionality of QOL [10]. Investigators should select an instrument
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suitable for their objectives and focusing on their patient population. Furthermore,
the instruments should meet the following requisites.

Test-retest reliability

Any questionnaire must produce the same results on repeated use under the same
conditions [7, 10, 11]. This means that an instrument needs a high signal-to-noise
ratio: the variability within patients (noise) has to be lower than the variability
between patients (signal) [12]. In other words, patients who answer the same
questionnaire on two occasions separated by a few days should show more or less
the same results.

Internal reliability

To examine the extent to which individual items in a domain seem to measure the
same underlying concept, the internal reliability (or consistency) of the question-
naire is analysed using Cronbach’s alpha coefficient [13].

Validity

To demonstrate that the instrument is appropriate for a particular application and
that its measurements are meaningful and easily understood (‘face validity’), the
assessment should comprise different kinds of comparisons, according to the
presence or absence of at least one ‘gold standard’ [6, 7, 11, 12]. When a ‘gold
standard’ is not available, as in HRQOL evaluations, the construct validity approach
is applied [12]. This involves comparisons between measures and examines the
logical relations that should exist between the measure being used and the charac-
teristics of the patient group under study [6, 7, 11, 12]. Taking as an example a study
in which HRQOL questionnaires were administered to ICU patients, the validity of
the instruments used was demonstrated by the relationship between the HRQOL
scores and both the classification of functional limitation assigned by the inter-
viewer and the presence of chronic disease [14].

Responsiveness

An instrument should be able to detect clinically meaningful or important changes
(signal) of HRQOL within individuals over time [6, 7, 11, 12]. To validate an HRQOL
questionnaire before application, we administered it to a group of elderly surgical
patients before surgical intervention, and then 7 days after hospital discharge [15].
All the investigated domains changed significantly, with the global score (possible
range 0–24) increasing from 4.3 ± 2.3 to 9.6 ± 2.6. Most of the patients reduced their
best physical activity from ‘going up one floor without trouble’ to ‘doing the
housework’ and their most complex social life from ‘having leisure activities’ to
‘watching television.’
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Available instruments

Hyland et al. [6] identified 19 studies including HRQOL measurements among 1073
articles published in three key ICU journals and found that only three articles met
the methodological criteria predefined by the authors to assess the validity of
HRQOL assessment. A more recent and wider systematic review devoted to out-
come measures [7] identified 764 articles, 144 of which met the following inclusion
criteria: performed in adults (age at least 16 years), including data on outcomes
after ICU discharge, and studying at least 20 patients. Only the following nine
generic HRQOL instruments were used on at least two occasions [7]: Sickness
Impact Profile, Perceived Quality of Life Scale [17], Nottingham Health Profile [18],
Medical Outcome Study Short Form 36, Rosser Disability and Distress Categories,
Spitzer Quality of Life Index, Psychological General Well-being Schedule, Rivera-
Fernandez Questionnaire [19], and Whiston Hospital Questionnaire. Surprisingly,
that review of outcome measures [7] did not mention the EuroQol (EQ) [20], an
instrument recently suggested as being one of the best-suited for measuring QOL
in multicentre critical-care trials [2].

A personal search, performed in PubMed, based on the subject headings ‘qua-
lity of life AND (intensive care OR critical care)’ and restricted to adult (age
19 + years) patients, led to the identification of 72 articles in the period 1992–1995
and 157 in the period 2001–2004, testifying to the growing interest of intensivists in
the field of HRQOL. The large number of papers published mirrors the large
number of instruments used. However, the application of so many different tools
adds variability to the variability of both the patient population and ICU practices,
thereby preventing comparisons.

A similar PubMed search aimed at identifying the tools most frequently used
in the last 10 years (1995–2004) showed that only three instruments were reported
in at least ten articles: Medical Outcome Study Short Form 36 (SF-36) in 23,
Nottingham Health Profile (NHP) in 13, and EuroQol (EQ) in 10.

Medical Outcome Study Short Form 36

The Medical Outcome Study produced a 36-item questionnaire for HRQOL evalua-
tion. It assesses eight dimensions: physical functioning, physical role, bodily pain,
general health, vitality, social functioning, emotional role, and mental health.
According to the most commonly used scoring system (SF-36), two scores can be
computed: physical and mental component summary [21]. The higher the score,
the better the HRQOL. A less frequently used scoring system (RAND-36) differs
slightly in pain and general health dimensions [22]. SF-36 has been well validated
in the UK [23, 24], and an Italian version is available with normative data [25].
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Nottingham Health Profile

The Nottingham Health Profile, which was developed in the UK [18], consists of
two parts. The first part measures subjective functional status by yes/no answers
to 38 questions investigating six domains: physical mobility, pain, sleep, energy,
emotional reactions, and social isolation. The lower the score, the better the
HRQOL. The second part focuses on QOL in seven areas of daily life.

EuroQol

The EQ [20] evaluates the patient’s present condition and consists of two parts. In
the first part, the following five dimensions are considered: mobility, self-care,
usual activities, pain/discomfort, and anxiety/depression. Each dimension is inve-
stigated by a question, which has three possible answers: no problems, some
problems, extreme problems. In the second part, the EQ-VAS, the patient is asked
to rate his/her health status on a scale ranging from 0 (the worst imaginable health
status) to 100 (the best imaginable health status). An index (EQ index) based on
the scoring of each dimension has been used [26]. The higher the score, the better
the HRQOL. A comparison of EQ and RAND-36 in 1099 former ICU patients [27]
showed that the scores correlated strongly, but the EQ was weaker than RAND-36
due to a ceiling effect. The Italian version of the questionnaire can be obtained
electronically (www.euroqol.org).

How to administer the instrument

Any instrument can be administered by interviewer, face-to-face or by phone, or
sent by mail (self-administered). In comparison with self-administered question-
naires, face-to-face and telephone modes of administration decrease errors of
misunderstanding and do not allow missing items [12]. Different methods of
administration of the instruments could influence the reliability of the results; good
reproducibility for telephone/direct interview has been reported for the Rivera
Fernandez questionnaire [19], and the EQ has been administered by telephone in
some studies [28, 29].

Who to interview

Some patients admitted to the ICU cannot answer questions about their QOL, due
to their critical condition. Usually, when the patient cannot co-operate, the inten-
sivist interviews the next-of-kin about the patient’s QOL before ICU admission. In
patients admitted to the ICU, Rivera Fernandez et al. [19], validating their HRQOL
questionnaire, and Badia et al. [30], using the EQ, concluded that the respective
questionnaire could be reliably answered by proxies. Nevertheless, Diaz-Prieto et
al. [31], using the EQ, observed a fair to moderate agreement between patient and
proxy responses, while a study using the SF-36 [32] concluded that relatives are able
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to give a good assessment only of functional aspects of QOL. In a study in which
two HRQOL instruments were administered to 172 adult, co-operative ICU patients
and their relatives [33], concordance was excellent in both questionnaires for the
domains of physical activity and social life, but not in emotional aspects and
perceived QOL. Gender, living together with the patient, and the degree of relation-
ship of relatives did not influence the agreement.

When to measure HRQOL

In the scientific literature devoted to HRQOL, different tools administered to
different patient populations admitted to different ICUs have been applied at
different points in time after ICU discharge. As a consequence, the many differen-
ces preclude meaningful comparison between studies or pooling of the results.

A longitudinal study of 153 medical cardiovascular and pulmonary patients was
carried out to assess HRQOL before, 1 month after, and 9 months after intensive
care [34]. The results showed a worsening of the physical component of SF-36 at
1 month, but no impairment after 9 months. Kvale and Flaatten [35] studied 100
patients 6 months and 2 years after discharge from ICU. They found an improve-
ment in six out of eight dimensions of SF-36 between the first and second asses-
sment. An improvement between 1 and 2 years has been reported also in multiple
trauma patients, whose HRQOL after 2 years appeared to be influenced by age,
severity of illness, and previous QOL [36]. However, for comparative purposes, in
a recent review considering 21 studies of HRQOL in ICU patients [37], the time of
assessment was 6 months in most of the investigations, being lower (3 months) in
three studies and higher (1 or 2 years) in five of the non-longitudinal studies.

Making a comparison

Ideally, discharge from the hospital can be regarded as the time when the acute
illness has resolved and the patient has gradually returned to, or improved, his or
her previous state of health. Based on this assumption, the HRQOL of ICU survivors
discharged from the hospital should be compared with that of the normal popula-
tion of the same gender and age.

Matched general population

Studies comparing the HRQOL of patients before their admission to the ICU with
that of the matched general population [24, 34, 38] demonstrated worse baseline
values in ICU patients. At follow-up, the HRQOL of former ICU patients was still
worse than that of the matched general population [22, 24, 34, 38–40].
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Individuals over time

The evaluation of any therapy should include a comparative study; thus, if intensive
care is considered to be a treatment, the HRQOL of patients before and after ICU
admission should be measured. When patients’ pre-ICU HRQOL is rated retro-
spectively, a recall bias may be present [41]. However, it has been demonstrated
that assessment of pre-hospitalisation health status during the 3 months following
a hospital stay is similar [42].

What we know now

The results of the most recent systematic review of HRQOL studies in ICU patients
[37], analysing 7320 survivors, can be summarised as follows: (1) the HRQOL before
ICU admission was worse than that of the matched general population; (2) general-
ly, the HRQOL after hospital discharge was worse with respect to the physical
dimension than that of the matched general population, or, at best, clinically similar
in some subgroups (i.e. elective surgical, less seriously ill); (3) the HRQOL 1 month
after discharge from the ICU showed a clinically meaningful worsening of the
physical component, followed by a clinically meaningful improvement over time
(with final assessment between 6 and 12 months).

Older patients, compared with younger patients, did not show a significantly
worse change in HRQOL [39]. Patients who suffered acute pathologies reported
significant decreases in HRQOL whilst those with pre-existing illness reported
significant improvement [3, 24]. Accordingly, compared with the pre-ICU level,
trauma patients have worse HRQOL 1 year after hospitalisation, while scheduled
surgical patients improve their HRQOL during that time [28]. Moreover, the percei-
ved HRQOL did not appear to change compared with the pre-ICU level [15, 22].

A look into the future

While HRQOL is increasingly being taken into account by intensivists, other
outcome measures should also be considered in order to obtain a complete picture
of the other aspects comprising QOL. The development of post-traumatic stress
disorder (PTSD) was reported in 27.5% of 80 German survivors of acute respiratory
distress syndrome [43]. Jones et al. [44] recorded a high incidence of PTSD-related
symptoms in 45 UK patients, and we found PTSD-related symptoms at 3 months
follow-up in 5% of an Italian population of ICU patients [45]. Clearly, our under-
standing of the HRQOL of former ICU patients seems to be just beginning and
certainly needs to be improved.
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313, 496, 603, 767

Cardiopulmonary resuscitation, 205, 229,
247, 249, 251, 253-255, 272-273, 341, 348,
461, 484, 491, 799

Cardiovascular
medicine, 221, 272, 552
system, 277, 284, 311, 314, 317, 459, 498, 505

Cardioversion, 109, 222-223, 226-228, 231, 234,
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ischaemia, 70-71, 190-191, 199, 479, 576-
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803, 805-806

Chlamydia, 142, 149
Chloramphenicol, 145, 147-148, 150, 161
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607
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Doppler echocardiography, 316-317, 320, 605
Down’s syndrome, 767
Drotrecogin alfa, 525, 530-531
Drug

design, 124
interactions, 585-587, 589-592, 594
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Eyes, 195, 210-214, 611, 613, 771

Factor VII, 328, 688-689, 693, 756
Family physicians, 555
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Gentamicin, 141, 145, 153-155, 159, 161, 184, 593
Ginger, 590, 593
Ginkgo biloba, 590
Ginseng, 590
Glossoptosis, 764
Gluconate, 456
Glucose, 53-54, 64, 66-71, 73-74, 76, 271, 437-

438, 441-442, 444, 457, 522, 527, 529, 531,
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Glycopeptides, 135-136, 144-145, 148, 151, 156,

159, 179-181, 183
Glycopyrrolate, 234
Glycosaminoglycans, 11, 17, 19, 383-384
Glycosuria, 441, 443
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486-487, 589-590
Hypoperfusion, 57, 60, 259, 266, 313, 450-451,
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Hypoxaemia, 369-370, 373, 375, 377, 419-420,
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795-797

Hypoxia, 80, 91, 274, 309, 311, 381, 395, 436,
438, 442, 453, 461, 521, 562, 574, 580,
634, 638, 672, 697, 702, 710, 716, 732,
756, 763

Hypoxic pulmonary vasoconstriction, 364-
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768, 770, 783, 800-801, 804, 810, 836-
840

Information, 12, 21-22, 30, 65, 71, 79-80, 83, 85,
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574, 582, 635-636, 717, 759, 784, 786,
795-796, 805, 834, 841-843, 849-850
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665-666

pressure, 68, 72, 76-77, 483, 632, 635, 641,
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Juxtacrine, 9

Ketamine, 354-355, 358, 577, 579, 583, 617-625,
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460, 462, 464, 478, 497, 527, 531, 574,
632, 666, 712, 717

Lactic acidosis, 312, 441, 447, 450-453, 458,
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Laser Doppler technique, 89, 93
Lateral position, 612, 781
Left ventricular

diastolic dysfunction, 605
function, 111, 257, 297, 544-545, 559
hypertrophy, 542, 546, 604

Legionella, 149, 175
Levobupivacaine, 637, 679
Levosimendan, 328, 330, 606, 608
Lidocaine, 228, 230, 577, 588, 674-676
Life science research, 125, 127, 129, 131
Lincosamides, 149
Linezolid, 136, 144-145, 152, 159, 180-181, 184
Linocosamides, 589
Lipopolysaccharides, 75, 598
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Liquorice, 590
Listeria, 149
Liver

dysfunction, 146, 465, 687
transplantation, 69, 76, 464, 560-561, 563,

569, 687
Locked-in syndrome, 213, 217-218
Lordosis, 613
Low

ejection fraction, 104, 606
tidal volumes, 3, 373

Lower respiratory tract, 158, 763
Lung

collapse, 369-375, 377, 379
compliance, 369-370, 375, 381, 405, 796
contusions, 252, 733
function, 3, 17, 357, 376, 411, 699
injury, 3, 13-16, 18, 324, 361, 364, 366-367,

371, 373, 377-378, 380-381, 385, 390-403,
405-406, 409-410, 413-419, 422, 430-
431, 437, 453, 459, 462, 467, 732-733,
740-742, 754-755, 760, 782, 784-786, 795

parenchyma, 3, 369, 371-374, 381, 383, 385,
397, 405, 413, 417

Macroglossia, 766, 772-773, 777
Macrolides, 135-136, 144-145, 149, 180-181, 587
Macrophages, 11, 15-16, 27, 323, 372, 379, 385,

389, 401, 406, 409, 420, 435, 504, 669
Malignant hyperthermia, 765
Mannitol, 579, 643
Marijuana, 590
Mass casualties, 751, 757-760
Matrix proteins, 43, 381, 385, 397
Mechanical

circulatory support, 100, 228, 295
hyperventilation, 483
stress, 3, 5, 7, 9, 11, 13, 15-19
ventilation, 3, 14-15, 27, 159, 167, 213, 282,

305, 311, 317, 361, 363, 365-367, 369-370,
372-373, 375, 377, 379, 399, 411, 414, 419,
423-424, 466, 469, 479, 482-484, 489,
496, 498, 509, 512, 517, 525, 527-528, 531,
561, 653, 709, 741, 743, 775, 779, 783-784,
787, 797, 800-801, 805

Mechanosensors, 5, 10
Medical

data, 123, 127
imaging, 124

Meningitis, 75, 144, 152, 159, 161, 164, 171-172,
175, 177-178, 499

Metabolic
acidosis, 59, 308, 328, 441-442, 444, 447-

453, 455-458, 460-462, 465, 469-470,
478-480, 484-486, 488

alkalosis, 444, 456, 463-469, 476, 479-480,
483, 486

Methiamine, 579
Methoxyflurane, 234
Methylprednisolone, 398, 407-408, 410, 415-

417
Metronidazole, 136, 144-145, 147-148, 153
Microcirculation perfusion, 92
Microdialysis, 61-63, 65-77, 629, 632, 638, 658
Micrognathia, 764
Microstomia, 765-766
Microthrombi, 92
Microthrombosis, 419
Midazolam, 586-588, 592, 622, 645, 648, 665
Mild hypothermia, 199-201, 203, 205-206,

576-577, 582, 655-656, 659
Mind, 209-210, 217, 376, 433, 466, 489, 537,

614, 677, 712, 718, 722, 833
Mitochondria, 65, 271, 310, 619, 671, 675
Mitochondrial dysfunction, 91, 269, 313, 323,

336, 673, 675
Molecular

biology, 21-24, 26, 28, 30, 284, 592, 675
modelling, 124
sequence analysis, 124

Monoamine oxidase inhibitors, 588
monophosphoryl lipid, 598
Morbid obesity, 378, 547
Morbidity, 41, 113-114, 122, 167, 171, 183, 188,

190, 254, 257, 261, 264, 305, 308, 343,
348, 412, 495, 512, 515, 537-539, 546-548,
553-555, 558, 563, 565-567, 570, 573-574,
595, 599-600, 677, 682, 692, 697, 699,
701-703, 715, 722, 730, 763, 793, 797, 809,
819

Moricizine, 228, 230
Morphine, 75, 556, 558, 580, 605, 674, 679, 812,

816
Mortality, 3, 14, 41-42, 56, 58, 67, 96, 99-100,

106, 108, 110, 112, 122, 143, 156, 164-178,
183, 200, 202, 228, 230, 254, 257, 261,
264-265, 269, 305, 307-308, 344-345,
349, 381, 390-391, 397, 406-416, 423, 427,
432-433, 441, 447, 450-453, 458, 462,
484, 495-496, 499-501, 503, 505-507,
512, 515-516, 519-522, 524-528, 532-533,
537-539, 546-548, 554-556, 558, 560, 562-
567, 570, 573-574, 595, 599-600, 604,
607, 682, 687, 689-690, 692, 697, 699,
701-703, 708, 713, 715, 717, 722, 724, 729-
730, 733, 735-736, 738, 740-741, 752-754,
763, 783-784, 786, 797-798, 819, 835,
839-840, 842-843

Motor evoked potential, 192, 196, 645
Mycobacteria, 149
Mycobacterium tuberculosis, 26, 32
Mycoplasma, 149
Myocardial

blood flow, 604
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contractility, 333, 459, 695, 697, 702, 722
contusions, 728
infarction, 38, 45-47, 206, 228, 230, 238,

240, 247, 249, 253-255, 269, 274, 441,
462, 515, 518, 537, 539-540, 542-543, 545-
546, 548, 554, 558, 595, 598-599, 601,
608, 703, 736

ischaemia, 38, 227, 238, 240, 245, 268, 272,
275, 313, 539-540, 545, 551, 553-555, 595-
599, 601, 603-605, 608, 658, 690

perfusion, 37-38, 40, 42, 44-46, 240
protection, 267, 271, 597, 600
stiffness, 604-605
stunning, 273, 598, 604

Myocardium, 37-38, 40, 43-47, 101, 223, 226,
257-258, 267, 272, 274-275, 287, 316, 324,
330, 598-600, 603-604, 606-607, 721

Myocytes, 15, 18, 43, 45, 273-274, 606, 608
Myofibroblasts, 382-383, 394, 396, 400, 413

Nafcillin, 142, 147
Nausea, 224, 372, 379, 557, 642, 665, 678, 681,

813, 815, 821, 823, 827
Neonates, 353, 489, 780-782, 785, 788, 792-793,

796, 798
Nephrotoxicity, 153-154, 160, 183
Network, 9, 11, 43, 110, 123-125, 127, 132, 217-

218, 265, 410, 412, 495, 521, 619, 628,
696, 715, 793

Neuraxial blocking, 510
Neuroanaesthesia, 641, 661, 663, 665, 667
Neuroendoscopy, 661, 667
Neurogenic pulmonary oedema, 731-732, 741
Neuromuscular block, 589, 593
Neuroprotection, 199-201, 203, 205-207, 573,

575-581, 583, 623, 627-630, 632-633, 635-
637, 647, 653-655, 658-659

Neuropsychological dysfunction, 575
Neurosurgery, 75, 196-197, 199, 206, 216, 496,

499, 566, 574, 582, 636, 643, 648, 660-
661, 667, 712

Neurovascular procedures, 629
Nicorandil, 597-598
Nimodipine, 577, 579, 583
Nitric oxide, 23, 31, 50, 92, 95-96, 324, 334, 338-

339, 395, 419-420, 428-430, 459, 574,
598, 654, 695, 756

Nitroglycerin, 87, 93, 97, 605
NMDA antagonists, 577, 579, 583, 619, 621,

624, 627-630
Nocturnal hypoxaemia, 597, 599, 606
Non-invasive ventilation, 792
Noradrenaline, 441, 508, 514, 588-589, 596-

597, 638
Nosocomial infections, 163-164, 168, 174-176,

800, 837, 841
Nottingham Health Profile, 845-846, 849

Nuclear factor, 5, 8, 385
Nurse, 123, 343, 345-347, 682, 791, 799-800, 811

Obese patients, 371, 611
Oedema, 4, 51-53, 73, 181-182, 280, 324, 382,

389, 391, 393-394, 419, 431-437, 442-443,
481, 483, 506, 516, 541, 578-579, 604-605,
612, 689, 729, 731-732, 735-737, 739, 741,
763, 768, 771, 775-776, 795, 805

Oesophageal
cardiac pacing, 231
defibrillation, 243

Oliguria, 147, 201, 467
Oncotic pressure, 51, 432-433
Operating room, 122, 195-196, 243, 299, 645,

652, 655-656, 679, 719, 734, 754
Operative period, 810
Opioids, 518, 588, 598, 606, 674, 677, 738, 820
Oropharyngeal airway, 115, 764
Osmolal gaps, 455
Osteomyelitis, 144
Ototoxicity, 154, 160
Oxacillin, 180-181
Oxazolidinones, 179
Oxidative radicals, 521
Oxygen

consumption, 199, 205, 305, 307, 310-311,
324, 362, 366, 452, 458, 509, 562, 570,
574, 576, 578, 651, 696, 698-699, 703,
774-775

demand, 79, 323, 545, 576, 597, 634, 696-
699, 701

supply, 52, 79, 353, 545, 552, 569, 578, 596,
634, 700-702

uptake, 107, 355, 539, 696-697
Oxygenation, 52, 65, 79, 87, 92, 96, 353, 355,

358, 364, 369-371, 373-377, 380, 405, 407,
410, 419, 421, 423-427, 429-430, 433,
436, 442, 452, 460, 462, 487, 489, 510,
518, 561-563, 574, 643, 695, 697-698,
700, 703, 708, 710, 741, 755-756, 790,
796-797

Oxyhaemoglobin dissociation curve, 464,
696

Paediatric
anaesthesia, 622, 778
catheterisation, 566

Pain
intensity, 812, 820-822, 825-828
management, 554, 556, 683, 743, 809, 811-

812, 816-817, 819-821, 823, 825-830
pattern, 827
relief, 518, 682, 809-811, 813, 815-816, 819-

821, 827-829
Palatoschisis, 767
Pancuronium, 585, 593, 674-676
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Paracetamol, 328, 683, 812
Paracrine, 9, 274, 395
Patient

controlled analgesia, 812
satisfaction, 552-553, 557, 812, 819-821, 823-

830
Paxilin, 7-8
Peak inspiratory pressure, 364, 375
Penetrating

injury, 716, 730, 753
trauma, 720, 729, 739, 741, 771

Penicillins, 137, 144, 148, 180
Percutaneous cricothyroidotomy, 776
Pericardiocentesis, 728
Perioperative

bleeding, 677, 687, 692
medicine, 535, 609, 611, 613, 615, 661, 663,

665, 667
myocardial ischaemia, 551, 554-555, 595,

597-598
Peripheral

circulation, 305, 323, 334
nerve stimulation, 191
systolic pressure, 296
vascular

resistance, 695
surgery, 539, 545, 547, 558, 566, 570, 599

vasoconstriction, 67, 90, 316, 553, 603
Peritoneum, 504, 516
Peritonitis, 91, 160-161, 164, 170-171, 175, 177,

181, 390, 503-510, 512-518
Peroxidase, 27, 65
Peroxynitrite, 395, 425
Pharmaceutical interactions, 585
Pharmacodynamic, 136-143, 146, 157-158, 160,

179-180, 182-184, 585, 589
Pharmacokinetic interactions, 586, 589
Pharmacology, 183, 221, 229, 274, 415, 428, 491,

576, 582, 592, 633, 636
Phenytoin, 577, 587, 589-590, 593, 657
Phosphate, 22, 199, 441, 444, 449-450, 455-456,

460
Phospholipase C, 422, 598
Phrenic nerve, 235-236, 262, 354-355, 358, 779
Phylogeny reconstruction, 124
Physicians, 123, 126, 181, 213, 217, 222, 300, 305,

338, 342, 526, 530, 532, 541-542, 547-548,
555, 560, 564, 567, 569, 708-709, 713,
728-729, 758-759, 776, 805, 811-812, 819,
829

Pinacidil, 225
Piper methysticum, 591, 594
Piperacillin, 139, 141-142, 145, 151, 155, 158, 162,

180
Plasminogen activator inhibitor, 554
Platelet activating factor, 419
Pneumonectomy, 728

Pneumonia, 24, 27, 32, 139, 152-153, 156, 159-
160, 164, 166-168, 170-171, 173, 175-176,
178, 183, 201, 224, 329, 334, 361, 373,
380, 400, 407, 409, 411, 414, 416, 418,
524, 733, 737-739, 771, 783, 796, 800-
801, 804

Pneumothorax, 481, 560, 643, 709, 727, 753,
755

Polymerase chain reaction, 24
Polymixins, 135, 589
Positioning, 61-62, 71, 189, 371, 557, 609-611,

613-615, 711, 716, 723, 732-733, 737-739,
754, 765, 772-773, 776, 778, 791

Positive
end-expiratory pressure, 3, 14-15, 328, 354,

363, 366-367, 380, 419, 707, 741, 775,
780, 782, 788

inotropes, 100, 228
pressure ventilation, 15, 153, 305, 728, 732,

742, 782, 784-785, 793, 805
Post-resuscitation myocardial dysfunction,

267-268, 271
Postoperative

acute left ventricular failure, 606
hypoxaemia, 595, 599, 608
morbidity, 190, 548, 565-566, 677, 809, 819
pain, 677-679, 683, 809-813, 815-817, 819-

820, 822, 824-830
period, 358, 370, 372, 553, 575, 644, 656, 673,

678, 698, 810, 827
pulmonary infections, 377

Preconditioning, 271, 275, 580, 583, 600-601
Preload, 225, 311, 313-315, 317-318, 321, 337, 362,

365-366, 563-564, 603, 605, 722
Preoperative

expectation, 824-825
Preterm infants, 96, 787, 790, 792-793, 799,

805
Procainamide, 224, 226, 228
Procollagen expression, 13
Prone position, 516, 612-613, 733, 741, 781
Propafenone, 239-240, 245
Propofol, 577, 583, 587, 606, 608, 617-620, 623-

624, 641-649, 654-655, 657, 659, 665-
666, 674-676

Propranolol, 588
Prostacyclin, 12, 18, 421, 429, 593, 608
Prostaglandin inhibitors, 577
Proteases, 13, 384-385, 392, 521, 523, 670
Protective ventilation, 366, 373
Protein

C, 93-94, 97, 328, 392, 400, 497, 506, 517,
519, 521-523, 532

kinase C, 6, 270, 275, 598
kinases, 5, 7-8, 275, 459
structures, 124

Proteoglycans, 12-13, 383-384
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Pseudomonas aeruginosa, 22, 139-140, 156-
157, 159-160, 804

Pulmonary
arterial pressure, 422
artery

pressure, 325, 337, 362, 407, 426, 570
capillary wedge pressure, 104, 325, 337,

437, 559
circulation, 54, 316, 324, 361-362, 367, 420,

433, 735
compliance, 369, 374, 380-381, 467, 481
damage, 753
embolism, 32, 247, 253-254, 515, 560
fibrosis, 22, 226, 383, 385, 389, 391, 397-402,

415-416
flow, 362-363
gas exchange, 369, 421, 428, 698
hypertension, 238, 313, 338, 367, 376, 382,

402, 419, 421-425, 427-430, 560, 563,
596, 785

oedema, 51, 280, 391, 393-394, 419, 431-437,
541, 604-605, 689, 729, 731-732, 737, 739,
741, 795, 805

vascular resistance, 361, 366, 422, 427
Pulsatility index, 296
Pulse

oximetry, 309, 311, 488-489, 781
power index, 296
pressure variation, 305, 325
wave analysis, 296, 298, 300, 302, 306-307,

311, 339
Pulseless electrical activity, 201, 222, 251, 254
Purkinje fibres, 273
Pyrimidine, 22
Pyruvate, 64-65, 69-71, 76-77, 453, 456, 

458-459

QT prolongation, 223, 225
Quality

assessment, 835
of

analgesia, 509, 819, 821, 823
life, 30, 101, 106-109, 112, 260, 510, 518,
713, 843, 845, 847, 849-851

Radial
artery, 297-299, 301, 306, 333
nerve, 612

Radiation, 210, 402, 753
Radiologists, 126
Radionuclide angiography, 102, 544, 548, 608
Randomised trials, 103, 105-106, 202, 252, 254,

263, 266, 409, 411, 526, 565, 682, 701,
720, 805

Recombinant
activated factor VIIa, 756, 760
human activated protein C, 97, 519, 523, 532

tissue plasminogen activator, 248, 254
Recruitment manoeuvre, 365, 372, 375-376,

741
Regional anaesthesia, 553, 595, 677-678, 681
Rehabilitation, 201, 212-213, 217, 678-679, 683,

752, 819, 829
Remifentanil, 510, 645-646
Remodelling, 3, 9, 13-14, 225, 260, 264, 381-385,

387, 389-399, 401, 403, 417, 419, 603-604
Renal

acidosis, 478, 485-486
failure, 147, 182, 424, 444, 447, 449, 506,

515, 590, 604, 729
Reperfusion injury, 90-91, 238, 251, 267-271,

273-275, 598
Repolarisation, 223, 651
Research, 24, 38, 59, 73, 75, 83, 87, 112, 114, 123-

127, 129-131, 163, 190, 195-196, 221-222,
264, 277, 287, 359, 369, 379, 403, 407,
417, 427, 501, 525, 530, 548, 552, 558, 566-
567, 576, 581-582, 591, 623-624, 627, 630,
632, 634, 673, 715, 717, 746, 748, 758,
760, 777, 796, 798, 819, 829, 849

Residual anion acidosis, 485
Resistance, 26, 32, 55, 135, 140-141, 151-154, 156-

157, 159-160, 163-165, 169, 175-176, 183,
200, 202, 278-280, 301, 315-316, 323, 326,
333, 361, 366, 373, 412, 417, 420-422, 424,
426-427, 437, 459-460, 481, 507, 561,
589, 593, 604, 633, 695, 736, 763, 775,
780-781, 785, 798, 810, 817

Respiratory
acidosis, 447, 463, 476, 481, 483-484, 488,

795-797
alkalosis, 483-484
distress syndrome, 3, 14-16, 324, 364, 366,

378, 380-381, 396-403, 405, 407, 410,
415-420, 429-431, 437, 452, 560, 563,
698, 719, 741, 755, 771, 783, 785, 787, 795-
796, 848-849, 851

mechanics, 367, 375-376, 380, 398, 414, 417,
779, 782, 784, 796-797, 800, 804

obstruction, 764, 770
pump, 781
system, 213, 369, 374, 471, 498, 779-782,

796-797, 805
Resuscitation, 49-50, 53, 55, 59-60, 70-71, 87,

92, 96-97, 114, 199, 201, 203-207, 229-
230, 247-255, 267-274, 305, 341-343, 347-
349, 443-445, 449-451, 461-462, 479,
484, 491, 506-507, 514, 519, 522-523, 526-
527, 530-531, 562-564, 569-570, 574, 577,
665, 688, 710-714, 717-719, 722, 724, 729-
731, 733-734, 737, 741-742, 750, 799

Retropharyngeal abscess, 770
Retroviruses, 23, 29
Rifampicin resistance, 32
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Right ventricular afterload, 361, 363-365, 367,
722

Risk stratification, 178, 307, 505, 537, 539, 541,
543-547, 549

Ropivacaine, 678-681, 683-684
Rubella, 770

S-mephenytoin, 588, 592
Salmonella, 149
Saphenous vein, 735
Sciatic nerve, 192, 557, 612-613, 679
Scoliosis, 187, 190, 195-196, 611, 648, 765
Sedation, 189, 202, 236, 328, 503, 509-510, 516,

531, 590-591, 617, 625, 633, 635, 638, 666,
677-678, 699, 701, 774-775, 783, 797, 815,
821

Seizures, 147, 344, 466, 469, 580, 657, 664
Sensory evoked potentials, 189, 196, 648
Sepsis, 52, 59-60, 79, 83, 86-87, 89-97, 143, 158,

165-166, 174-175, 181-182, 184, 309, 317,
321, 323-325, 327-328, 331, 333-339, 361,
399, 408, 410, 416, 436-437, 451, 453-454,
462, 465, 493, 495, 497, 499-501, 503,
506-508, 510, 513-514, 516-533, 559-560,
562-563, 565, 698, 701-703, 756, 800,
804, 849

Septic shock, 52, 60, 87, 91-97, 165-166, 170,
175, 305, 321, 324, 327-329, 334, 336, 338-
339, 407-408, 416, 453-454, 462, 490,
497, 499-501, 507, 513-514, 516, 518-521,
523-532, 562-563, 565, 569-570, 675-676,
800

Serum osmolality, 457
Severe

bleeding, 252, 687-690, 693, 720-721, 724
sepsis, 89, 91-92, 94, 97, 158, 165, 174-175,

321, 323, 327-328, 333-334, 336, 338-339,
454, 462, 497, 499-501, 503, 507, 513, 516,
518-520, 523, 525-532, 800, 804

Sevoflurane, 235, 577, 582, 598, 600-601, 617,
638, 642, 644, 653, 659, 666, 674-676

Shock, 16, 49-55, 57-60, 70, 77, 87-97, 143, 164-
166, 170, 175, 177, 205, 207, 234, 244, 275,
287-294, 298, 305, 308, 313, 317, 321, 324,
327-329, 334, 336, 338-339, 347, 376, 407-
408, 416, 436, 438, 442-444, 452-454,
459-460, 462, 479, 489-490, 497, 499-
501, 507, 513-514, 516, 518-521, 523-532,
559-560, 562-563, 565, 569-570, 574, 580,
675-676, 687, 690, 714, 716-719, 721, 736,
742, 756, 800

Silent
ischaemia, 599, 606
myocardial ischaemia, 540, 595, 599, 608

Sinus
bradycardia, 222, 234-235, 245

rhythm, 104, 108, 227, 238-240, 242-243,
245-246, 261, 605

Skin, 80, 93, 96, 270, 277, 338, 402, 511, 560,
609, 611-612, 615, 661, 696, 755, 771, 783,
798, 804

Sleep, 209, 216, 223, 496, 765-767, 777, 781-782,
785, 846

Social healthcare, 124
Sodium

bicarbonate, 460, 462, 476, 478-479, 484
thiopentone, 585
valproate, 589

Software, 28, 39-40, 80, 83, 85-86, 123, 126,
380, 497, 747, 793

Somatosensory evoked potentials, 190, 196,
644, 648

Source control, 503, 507-508, 510, 516
Spinal injuries, 610, 732, 738
Standard

base excess, 449, 473, 477
bicarbonate, 476-477, 490-491

Staphylococcus aureus, 22, 142, 152, 156-157,
159-160, 175, 804

Statins, 597
Stereotactic neurosurgery, 661
Steroids, 409-412, 416, 463, 522-523, 527, 531,

577, 579, 590, 665, 667, 799
Streptogramins, 135-136
Streptokinase, 191, 248-250, 253
Stress wall, 316
Stroke volume, 101, 279, 298, 301, 305-306, 311,

314-316, 325-326, 552, 563, 610, 695
Subarachnoid haemorrhage, 190, 309, 329,

574, 579, 583, 627, 629, 656
Subclavian vein, 734
Subdural haematomas, 642
Subglottis stenosis, 768
Sublingual microcirculation, 88, 90-94, 97
Sudden

cardiac arrest, 199, 247, 251, 268, 273
death, 101, 223, 229, 537

Sulfate, 159, 162, 456
Supercomputers, 125
Supine position, 39, 371, 610-612, 614, 754
Surfactant system, 371-372
Surgeon, 193, 221, 508, 537, 614, 661, 666, 682,

731, 754, 809, 822
Surgery, 37-41, 44-45, 49, 57, 60, 66, 69-70, 77,

79-80, 87, 95, 99, 161, 175, 177, 187, 190-
197, 199, 204, 207, 221, 227, 232, 234-236,
252, 269-270, 274, 302-303, 308-309, 311,
317, 322, 326, 339, 353, 356, 364-365, 367,
369-373, 375-378, 413, 450, 454, 461, 495-
496, 498, 503, 506, 518, 537-542, 545-549,
552, 554-560, 563, 565-568, 570-571, 574-
577, 581-582, 585, 590-591, 593, 595-597,
599-601, 603-604, 606-608, 610, 614-
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615, 627, 630, 641, 643, 645-649, 651,
655, 657-659, 661, 664-665, 673, 676-
679, 681-684, 687-690, 692-693, 695,
697, 699, 701, 703, 708, 714, 717-718,
720, 728-731, 736, 738-740, 743, 754, 756,
758, 768, 799, 809-812, 816-817, 819-822,
824, 826-827, 830, 840, 842

Surgical
field, 193, 609, 613, 647-648, 664, 712
myocardial revascularisation, 42
procedure, 538, 556, 581, 609, 663, 665-666,

687, 689, 824
simulations, 747
stress, 551, 554, 673, 676-677, 681

Suspended animation, 203-204, 206-207
Sympathetic

activation, 603
nervous system, 603

Systolic
dysfunction, 108, 268, 603-604
function, 100-101, 103-104, 107, 112, 258,

263-264, 366, 596, 604, 607

Tachycardias, 222-223, 232-233, 237, 239, 
241, 245

Talin, 7-8
Teicoplanin, 141, 145, 148, 155, 159, 161, 180,

182, 184
Tenecteplase, 249, 251, 254
Terrorism, 751, 759
Tetracyclines, 181, 589
Thalamus, 75, 191, 211, 216, 622
Therapeutic hypothermia, 199-202, 206, 253,

582
Thiopental, 582, 624, 653, 658-659, 665-666
Thiopentone, 585, 606
Thoracic

aorta, 282, 546, 733, 738, 741, 743
computed tomography, 369
surgery, 371, 413
wall, 39

Thoracotomy, 231-232, 373, 709, 728, 731, 733-
735, 738, 742

Thrombocytopenia, 328
Thrombolysis in cardiac arrest, 251, 254
Thrombomodulin, 391-392, 400
Thromboxane, 12, 419, 590, 593
Thymine, 22, 24
Tidal volume, 12, 14-15, 18, 283, 332, 356, 364-

366, 375-376, 438, 781
Tissue

dysoxia, 79, 87
oxygen delivery, 695-696, 701-702, 716-717
oxygenation, 52, 65, 79, 87, 510, 518, 562,

695, 697, 700, 703, 710
Toll-like receptors, 521

Total
artificial heart, 109
hip replacement, 678
knee arthroplasty, 677-679, 682

Toxic heart failure, 603
Trachea, 730, 763-764, 767, 769-771, 773-777
Tracheal intubation, 122, 213, 282, 707, 713,

764-768, 772-776, 778, 783
Tracheostomy, 730, 737, 767-768, 776
Tramadol, 680, 683
Tranexamic acid, 688, 692
Transfusion, 52, 59, 92, 96, 252, 415, 498, 685,

688-690, 692-693, 695, 697, 699-703,
720, 724

Transoesophageal
cardioversion, 242
echocardiography, 56, 236, 298, 314, 320,

363, 551-552, 558, 613, 736
Transpulmonary pressure, 371, 374, 378, 434
Trauma system, 715, 723
Traumatic brain injury, 68, 481, 576, 628, 630-

632, 642, 724
Treacher Collins syndrome, 777
Trendelenburg position, 315, 611, 613, 615
Triage, 719, 748, 751, 754, 757, 759
Triglycerides, 64-65
Troponin

I, 724, 736, 742
T, 721, 736

Tumour necrosis factor, 5, 92, 406, 520, 670
Tuohy needle, 677

Ulcer prevention, 531
Unstable angina, 240, 537, 546, 554-555, 575,

595
Upper

airway, 732, 737, 769, 771-772, 776, 778, 783,
797, 805

respiratory tract, 763, 771
Urocortin, 271

Valvular heart disease, 603
Vancomycin, 141-142, 145, 148, 150, 152, 155,

157, 159, 180, 182, 184
Vascular

surgery, 309, 538-539, 545-548, 554-556,
558, 565-566, 570-571, 595, 599-600,
608, 690

tone, 50, 314, 336, 420, 422, 603
Vasopressin, 93, 97, 227, 273
Vasospasm, 191, 199, 574, 579
Vecuronium, 585, 593, 645
Vegetative state, 172, 210, 212, 214-218
Venous

air embolism, 613
lymphatic malformations, 769

866



Ventilation, 3-4, 12, 14-15, 27, 117, 119-120, 122,
153, 159, 167, 213, 282-283, 285, 305, 311,
315-317, 328, 331-332, 338, 341-342, 348,
355, 357-358, 361, 363-367, 369-370, 372-
373, 375-377, 379-380, 399, 411, 414, 419,
423-425, 431, 433-434, 438, 452, 455, 462,
464, 466, 469, 479, 482-484, 487, 489,
496, 498, 509, 512, 517, 525, 527-528, 531,
561, 613, 643, 645, 653, 699, 703, 707,
709, 728-733, 737-743, 755, 760, 763-767,
772-773, 775-777, 779, 781-787, 791-793,
795-797, 799-801, 804-806

Ventilator-induced lung injury, 3, 15, 18, 361,
364, 380, 419, 437

Ventilatory-metabolic monitoring, 305, 307-
309

Ventricular
assist

device, 109, 300, 302
system, 295, 302

dysfunction, 47, 110, 269, 376, 540, 603,
607, 742

fibrillation, 200-202, 204, 222, 230-232,
237-238, 243, 245, 250-251, 253, 267, 272-
274, 287, 348, 735

function, 111, 225, 227, 257-259, 297, 315-
316, 321, 544-545, 552, 559-560, 635

systolic function, 263-264, 366, 604, 607
tachycardia, 41, 201-202, 223, 226-227, 230,

232, 238, 251, 308, 342, 560
Verapamil, 5, 587-588, 592
Videoconferencing, 123
Videomicroscopy, 90

Vinculin, 7-8, 382
Viral myocarditis, 603
Visual

analogue scale, 820, 824
disturbance, 642
evoked potentials, 194-195, 197

Vitamin
C, 755
E, 755

Volatile
agents, 642-647, 653-654
anaesthetics, 235, 577-578, 580, 588, 619,

622, 644, 646, 653, 655, 657
Volume

of distribution, 145-147, 159, 181
resuscitation, 49, 55, 87, 97, 450, 711-712

Volutrauma, 3, 359, 373
Vomiting, 241, 372, 379, 465, 479-480, 557,

642, 665, 681, 773, 813, 815, 821, 823, 827
Von Willebrand factor, 688

Wakefulness, 64, 74, 209-211
Wall motion, 39, 100, 102, 596, 736
Warfarin, 146, 588, 590
Water retention, 469, 603
Weaning, 227, 297, 317, 421, 466, 469, 489, 512,

516, 525, 532, 737, 800
Work of breathing, 459, 779, 783, 785, 787,

790, 792-793, 796-798

Xenon, 578, 583, 606, 608, 617, 623

Zoniporide, 269, 274
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