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Preface

This book intends to provide its readers with the fundamentals and applications of
experimental techniques commonly used in semiconductor research. Each chapter
describes the physics concepts underlying a specific technique and its latest devel-
opments in the investigation of novel semiconductor materials and heterostructures,
including InN, dilute nitride III-N-V alloys, InAs/GaSb heterostructures and self-
assembled quantum dots.

Chapter 1 focuses on the investigation of semiconductor surfaces by reflection
high-energy electron diffraction (RHEED) and low-energy electron diffraction
(LEED). These diffraction-based techniques give access to the structural properties
of crystalline layers and junctions, which represent the core of modern devices. Sev-
eral examples of LEED and RHEED patterns are described and provide the reader
with the basic tools for interpreting RHEED and LEED data. Chapter 2 describes
transmission electron microscopy (TEM) and high resolution electron microscopy
techniques. These are based on the analysis of a transmitted electron beam through
an electron-transparent sample. Operation principles of TEM and examples of
spatial mapping of composition and strain at the nanoscale and atomic resolution are
the focus of this chapter. Chapter 3 reviews common techniques used to investigate
the energy and momentum relaxation rates of hot carriers in semiconductors where
the carrier heating is achieved by either the application of an electrical field or
by an optical excitation. This condition is frequently met in optical and electronic
device. Also, this chapter reviews steady-state spectral and transient measurement
techniques. Chapter 4 describes the principles, experimental setups, and theoretical
approaches used in optical modulation spectroscopy studies. Particular attention is
dedicated to contactless electroreflectance (CER) and photoreflectance (PR). These
are non-destructive techniques, which are widely applied to study the band structure
properties of semiconductor materials and devices. The complementary technique
of photoluminescence (PL) and its relation to absorption and photoluminescence
excitation (PLE) spectroscopy are described in Chap. 5. Typical experimental setups
for optical studies, with and without an applied magnetic field, are discussed
and examples of their application to study electronic properties, disorder effects
and carrier thermalization in III–V semiconductor alloys and heterostructures
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are provided. High pressure is one of the most valuable characterization tools
available in semiconductor research. Chapter 6 describes how it can be used
to investigate several important physical phenomena in semiconductor materials
and devices such as the Gunn effect and avalanche breakdown. It also considers
laser devices and the interesting changes that take place when a semiconductor
material is subject to high pressures. Chapter 7 describes the principles and
instrumentation of techniques used in spatially resolved spectroscopy, including
micro-photoluminescence (�-PL), scanning near-field optical microscopy (SNOM),
and spatially resolved cathodoluminescence (CL). Since the spatial resolution is
often limited not only by instrumental capabilities but also by the spreading of
the photoexcited carriers outside the photoexcited volume, the mechanisms of
diffusion, photon recycling, phonon wind, and Fermi pressure are reviewed. The
availability of ultrashort laser pulses has offered a new investigation tool to the
optical spectroscopy field, giving access not only to the spectral features of luminous
phenomena, but also directly to their dynamics. Chapter 8 presents an overview
of the most popular ultra-fast time resolved optical spectroscopy techniques used
in semiconductor physics in the picosecond and sub-picosecond time range. For
each of these techniques, which include time resolved PL (TRPL), pump and probe
time resolved spectroscopy, and time-correlated single photon counting (TCSPC),
the operating principles and the fundamental concepts are introduced together with
typical experimental setups and applications. The development of a new generation
of Raman spectroscopy systems in recent years has contributed to the widespread
of Raman spectroscopy in materials science. The aim of Chap. 9 is to offer an
up-to-date overview of the fundamentals and use of Raman spectroscopy. The
chapter is restricted to standard spontaneous Raman spectroscopy. It discusses the
basic concepts of inelastic light scattering and its application to study phonon
and impurity modes, crystal quality, and strain effects in semiconductors. High
magnetic fields have played a key role in elucidating the electronic properties of
semiconductors. The cyclotron resonance (CR) and the Hall effects are perhaps the
most celebrated examples of the use of magnetic fields in semiconductor physics.
Cyclotron resonance is the focus of Chap. 10, which describes the basic theory
of CR and discusses experimental setups and applications of CR to unravel the
determination of the electron mass in various materials. Chapter 11 examines
instead the physics of electron motion in the presence of a magnetic field, with
particular reference to recent applications in which high magnetic fields have been
used to elucidate the electronic and quantum properties of novel heterostructures
and nanostructures. Also, it describes how magneto-tunnelling spectroscopy (MTS)
can be used to measure the band structure of semiconductors and to investigate
and manipulate the energy eigenvalues and eigenfunctions of electrons confined in
low-dimensional systems. Finally, photoconductivity (PC), photo-induced transient
spectroscopy (PITS), and deep level transient spectroscopy (DLTS) are presented in
Chap. 12. These techniques provide powerful tools to investigate the intrinsic and
extrinsic energy levels of a semiconductor, time constants associated with carrier
recombination, activation energies, carrier capture cross-section and densities of
energy traps.
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CNRS-UPS, LPCNO, 135, Av. de Rangueil, 31077 Toulouse, France, marie@
insa-toulouse.fr

J. Misiewicz Institute of Physics, Wrocław University of Technology, Wybrzeże
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Chapter 1
Surface Studies by Low-Energy Electron
Diffraction and Reflection
High-Energy-Electron Diffraction

P. Laukkanen, J. Sadowski, and M. Guina

Abstract In this chapter, we present the basic concepts of the low-energy elec-
tron diffraction (LEED) and reflection high-energy electron diffraction (RHEED)
experiments. The main goal is to provide an overview of the exploitation of these
instrumental methods for analyzing the surfaces of technologically important III–V
compound semiconductors. In particular, the interpretation of LEED and RHEED
patterns is discussed for the most representative reconstructions of GaAs(100),
GaInAsN(100), and Bi-stabilized III–V(100) surfaces. Other application examples
concern the use of RHEED for optimizing the growth conditions and growth rates
used in molecular beam epitaxy of III–V device heterostructures.

1.1 Basics of RHEED and LEED

The ability to synthesize novel semiconductor compounds and to study their crys-
talline properties and interfaces is essential for the development of new electronic
and optoelectronic devices. Nobel laureate Herbert Kroemer has described the
importance of device interfaces as follows: “Often, it may be said that the interface
is the device” [1]. However, the controlled fabrication of high-quality interfaces
is not straightforward because the surface of a crystal forming the interface is
usually the most defective part of the material. In addition, the atomic structures of
semiconductor surfaces often differ from the structures of the corresponding planes
deeper in the crystal (bulk) because on many semiconductor surfaces, the bulk-plane
structure is not energetically favored. This indeed affects the properties of the
semiconductor surfaces and the interface formation. In general, any improvement in
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the crystal ordering at the interface or in the film will decrease the density of harmful
interface defects. Crystalline interfaces and thin films are also essential for investi-
gating the fundamental properties of these materials because the interpretation of
measured data from an amorphous (not well-defined) material is often challenging.
The diffraction-based analysis techniques are very useful for understanding and
engineering the properties of crystalline layers and junctions. This chapter deals
with the characterization of several technologically relevant semiconductor surface
layers by means of two surface-sensitive measurements: reflection high-energy
electron diffraction (RHEED) and low-energy electron diffraction (LEED), which
visualize the reciprocal lattice of a surface layer studied. RHEED is the standard
equipment in the epitaxial growth chambers providing a great opportunity to
monitor surface properties during the growth process. This real-time in-situ method
makes it possible to control the growth with atomic layer precision. In contrast,
the LEED characterization is usually done in a separate vacuum chamber that is
connected to an epitaxial growth chamber. LEED measurements are particularly
useful in determining the surface geometry of the starting substrate used for
interface growth, such as an insulator–semiconductor interface. Both RHEED
and LEED analyses are also excellent methods to solve detailed surface atomic
structures via the comparison of angle or electron-energy dependent diffraction
intensity with the corresponding intensity curves calculated and refined with the
potential atomic models. While discussing several examples of LEED and RHEED
patterns, our goal is to provide the reader with the basic tools to interpret own
RHEED and LEED data. For an in-depth study of the instrumental and physical
concepts, we recommend several excellent books and review articles, for example
[2–10] given here.

Generally speaking, the instrumental part of LEED and RHEED consists of an
electron gun and a luminescence screen that detects the electrons diffracted by the
sample under study. Since its discovery in 1927 by Davisson and Germer [11, 12],
LEED has become a widely used method for analyzing surface structures. In a
typical LEED setup, the electrons are accelerated with voltage V of 10–500 V. Then
the de Broglie wavelength of the electrons, �E D h=.2mEVe/

1=2, ranges from 0.87
to 2.75 Å; these values are small enough for electrons to experience diffraction from
semiconductor crystals. Here h is the Planck constant, mE is electron rest mass,
and e is the elementary charge. The LEED electron beam impinges on the surface
along the surface-normal direction, and the elastically backscattered electrons give
an intensity pattern which visualizes (or maps) the reciprocal lattice of the surface
layer. On the basis of this information about the reciprocal lattice, the real-space
surface lattice can be constructed. The mathematical relation between the lattice
and reciprocal-lattice vectors can be found for example in [2–5]. The diffraction is
described by the Laue condition: kkDG. Here G is the surface reciprocal lattice
vector, and kk is the parallel component of the change .Kf�Ki/ in which Ki

and Kf are the incident and scattered wave vectors of the electron, as represented
schematically in Fig. 1.1. The Laue equation also provides a physical meaning for
the reciprocal vectors: every diffraction beam corresponds to the reciprocal vector.
Because LEED operates in a low-energy regime, which is close to the minimum of
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Fig. 1.1 The reciprocal Ewald-sphere constructions in (a) RHEED and (b) LEED for the ideal
single plane of atoms, where the plane distance is infinite in the surface-normal direction in
real space, corresponding to the infinitely small distance in reciprocal space; in other words, the
reciprocal rods are formed along the surface normal. These rods intersect at the reciprocal lattice
points (black spots in the plane) determined by the surface reciprocal vector G. The fractional order
spots are due to a surface reconstruction. Ki and Kf are the incident and diffracted wave vectors of
electrons; K0

f represents the specular reflection. The magnitude of the K vector is 2�=�E for the
incident and elastically diffracted electrons. The intersections of the sphere and rods provide the
diffraction directions. Data adapted from [2, 6]

the “universal” curve of electrons mean-free path in solids, the elastic scattering
occurs mainly on the topmost layers. However, we should note that a LEED
diffraction pattern would also include some signal from the bulk planes beneath
the surface, i.e., the intensity for the (1 � 1) reference spots.

In RHEED, electrons are accelerated at much higher voltages (i.e., from about
5 to 50 kV). For a voltage of 10 kV, the de Broglie wavelength of the electrons
is 0.123 Å. The electrons hit the target at a small angle of 1–8ı relative to the
surface plane making the formation of a RHEED pattern extremely sensitive to
the surface geometry. Nevertheless, the incident electron beam penetrates slightly
into the crystal and hence, a RHEED pattern includes also some signal from the
(1� 1) bulk planes. The diffraction is described by the Laue condition as for LEED.
In addition to the change in the electron momentum perpendicular to a surface,
the diffraction process leads to a change of the momentum parallel to the surface.
This gives rise to a set of diffracted beams on either side of the specular reflected
beam. If the incident electron beam is parallel to the rows of surface atoms that
are separated by the lattice vector dS in the direction perpendicular to the beam
direction, then the diffracted electron beams contribute to constructive interference.
The angle of diffracted electrons relative to the incident direction, � , fulfills the
well-known formula: dS sin � D n�E, where n is an integer.
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For fabrication of high-quality semiconductor devices, it is of utmost importance
to start with a substrate having a surface which is structurally well-defined (with a
good crystal structure) and is free from amorphous oxides and carbon contaminants.
LEED and RHEED are very useful tools for checking whether the substrate surface
is clean and well ordered. Nevertheless, it is well known that a substrate surface
exhibiting reasonable LEED and RHEED patterns could still have contaminated
areas with poor crystalline quality. This is because the LEED and RHEED electrons
have a short coherence length, and hence the diameter of the maximum surface area
from which emitted electrons add coherently to the intensity is about 10–50 nm for
LEED and 50–100 nm for RHEED. Based on this estimation, we could also say that
RHEED is somewhat more sensitive to surface defects than LEED. The coherence
length of electrons should not be mixed with macroscopic probe areas of electron
beams which are of an order of a millimeter in diameter. We should note here that
X-ray photoelectron spectroscopy (XPS) and scanning tunneling microscopy (STM)
are routinely used to provide complementary information on the surface quality.
Although LEED and RHEED do not provide chemical information about surfaces,
they are faster to use than, for example STM and XPS, for assessing the surface
quality. The absence of the diffraction spots indicates that a surface layer is amor-
phous (e.g., badly oxidized). If the bulk-plane related (1� 1) pattern appears with a
strong background intensity, the surface must be cleaned to obtain sharp spots with
a low background intensity. Furthermore, clean and well-defined semiconductor
surfaces are usually reconstructed. Thus, the LEED or RHEED pattern from such a
well-ordered substrate surface should include extra “superstructure” intensity spots
in addition to the (1 � 1) spots. In RHEED, narrow and intensive streaks indicate a
smooth surface. It is still worth noting that monitoring LEED or RHEED during the
surface cleaning is also helpful to determine the integer (1�1) spots (or streaks) for
the pattern analysis described below.

In terms of application, RHEED has certain advantages over LEED: it provides
an opportunity for real-time in-situ monitoring of the surface structure during a layer
growth, and can be used to determine the growth rate of epitaxial layers. We should
mention that LEED can also be utilized in real-time in-situ manner for studying
the surface under a heat treatment and/or short time exposure to an adsorbate flux.
LEED observations have been increasingly performed also at low temperatures,
however one should be aware of possible electron beam-induced changes in surface
structures at temperatures below 40 K [13]. The normal features of RHEED and
LEED are summarized in Table 1.1.

1.2 Analysis of LEED and RHEED Patterns

The left column of Fig. 1.2 illustrates the real space lattice cells for an unrecon-
structed cubic bulk (100) plane and some of the reconstructed surfaces whose
superlattices are simply related to the (100)(1 � 1) plane structure. The right
column of Fig. 1.2 illustrates the corresponding LEED patterns that visualize the
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Table 1.1 Comparison of the normal features of RHEED and LEED

RHEED LEED

Electron energy 5–50 keV 10–500 eV
Electron beam diameter �1mm �1mm
Coherence length 50–100 nm 10–50 nm
Electron incidence angle 1–8ı from surface plane About perpendicular to surface
Vacuum condition <10�3 mbar <10�7 mbar
Applicable to monitor

epitaxy in situ
Yes; MBE chamber is usually

equipped with RHEED
No

Use To monitor epitaxy, to deter-
mine surface lattice, to eluci-
date surface atomic structures
by comparing measured and
calculated diffraction inten-
sity curves

To determine surface lattice,
to elucidate surface atomic
structures by comparing mea-
sured and calculated diffrac-
tion intensity curves

Strength Easy and quick probe of surface
lattice, can be employed in
situ in MBE, enables atomic
structure determination even
with accuracy of 1/100 of
atom radius

Easy and quick probe of the
surface lattice from a sin-
gle pattern, different ordered
reconstructions coexisting on
the surface can be read-
ily concluded, enables atomic
structure determination even
with accuracy of 1/100 of
atom radius

Weakness Does not give a 2D picture of
lattice, solution of the atomic
structure requires extensive
calculations

Not sensitive to local surface
defects, solution of the ato-
mic structure requires exten-
sive calculations

reciprocal lattices. On the basis of such information about the reciprocal lattices,
one can determine the lattice vectors and cell of the surface studied by LEED, which
further is essential to solving a structural unit cell of the surface (e.g., those in
Figs. 1.3 and 1.4). The relative change in the reciprocal-lattice vector length (and
cell area) for a surface layer, as illustrated by LEED, is inversely proportional
to the corresponding change in the surface lattice dimensions, as compared to
the bulk plane. The surfaces are often expressed in terms of the Wood notation
[2–5]: S.hkl/.n � m/R� � A, where S (hkl) gives the crystal plane of the material
with the chemical composition of S , n and m are the proportional lengths of the
vectors defining the real-space surface lattice compared to the reference vectors
of the (1 � 1) bulk plane, � is the angle of possible rotation between the lattices
contributing to the reconstruction, and A is the possible adsorbate that induces the
reconstruction. The R� � A term is not marked if the rotation angle is zero and
the surface layer consists of only the substrate elements. The surface lattice may
partially match with the bulk plane lattice; in this case, the surface layer is called
commensurate. If the surface lattice does not match with the bulk structure at all,
the surface is termed incommensurate. An incommensurate structure may form,
for example, on adsorbate-covered surfaces in which the adsorbate layer is weakly
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Fig. 1.2 Schematic lattices
(left column) and reciprocal
lattices (right column), as
visualized by LEED, with
cells for a cubic (100)(1 � 1)
bulk-plane terminated surface
and the reconstructed
(100)(2 � 1), �.1� 2/, and
�c(4� 4) surfaces. The black
dots describe the bulk-plane
lattice [or represent the
integer (1 � 1) LEED spots],
and open circles describe the
surface lattice (or represent
the additional
reconstruction-related LEED
spots)

bonded to a substrate. The Wood’s notation is not always applicable, and a matrix
notation must be used for the surface lattice description [2–5]. The letter “c” is
used in front of the Wood (n � m) term if the surface has a centered lattice cell. A
further note is that it is possible to describe a surface with different cells; equally
well, a III–V(100)c(4 � 4) surface (Fig. 1.2) may be described with a primitive
(2
p
2 � 2p2/R45ı cell of which area is smaller than the c(4 � 4) area.

Figure 1.3 shows examples of RHEED and LEED patterns corresponding to
(2�1)-reconstructed and bulk-terminated (1�1) surfaces of a III–V(100) substrate.
It also shows possible atomic structures causing the patterns. It can be observed as an
essential difference between LEED and RHEED: a single LEED pattern visualizes
the two-dimensional reciprocal lattice, while a RHEED pattern gives the reciprocal
lattice periodicity only in one crystal direction. Therefore, in order to study the
lattice periodicity in the orthogonal direction using RHEED, the sample must be
rotated by 90ı. This particular feature of RHEED makes it sometimes difficult
to decide whether there are two or more surface reconstructions coexisting on a
substrate. The RHEED pattern shown in Fig. 1.3 illustrates the reciprocal lattice
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Fig. 1.3 RHEED and LEED
examples for
III–V(100)(1 � 1) and
�.2� 1/ surfaces, with
possible atomic
arrangements. The reciprocal
lattice of an unreconstructed
III–V(100)(1 � 1) surface is
identical to that of the bulk
plane. The vectors, defined by
the (00) and (10) spots and
the (00) and (01) spots,
represent the reciprocal lattice
vectors for the bulk plane, as
visualized by LEED. For a
reconstructed
III–V(100)(2 � 1) surface, the
two vectors defined by the
(00) and (1/2 0) spots and the
(00) and (01) spots determine
the reciprocal lattice of a
surface layer. The gray square
and rectangle represent the
surface lattice cells

in the [0-11] direction, while the electron beam lies in the [011] direction. If the
electron beam lies in the [0-11] direction, then RHEED patterns from the (1�1) and
(2�1) surfaces resemble that of Fig. 1.3a. For the (2�1)-reconstructed surface, both
the RHEED and LEED patterns reveal the 1/2 fraction spots (or streaks) between the
integer (1 � 1) spots; that is, the length of the reciprocal lattice vector of a surface
layer, defined by the (00) and (1/2 0) spots, is half of the length of the reciprocal
vector for the bulk plane in the [0-11] direction. This means doubling of the lattice
cell length for the surface layer in the same [0-11] direction, as compared to the
bulk (1 � 1) lattice. It should be noted that for the square and rectangle lattices, the
directions of the lattice vectors are identical to the corresponding reciprocal vector
directions [2–5]. In the case of III–V(100) surfaces, the doubling usually means that
surface atoms form new bonds creating new pairs, so-called dimers. All the surface
layers considered in this chapter are simply related to the bulk plane lattices (i.e.,
are the superstructures).
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Fig. 1.4 The LEED patterns from (a) InAs(100)(4�2) and (b) InSb(100)c(8�2) substrate surfaces
(please see the text also). The electron energies were (a) 55 eV and (b) 44 eV. The reciprocal cell
of the bulk plane is illustrated by the white square and the surface cell by the white rectangle.
The InAs and InSb substrate pieces were rotated in the different positions relative to the LEED
equipment. Two most likely (4� 2) structural unit cells, which describe both the InAs(100)(4 � 2)
and InSb(100)c(8 � 2) surfaces, are also shown

1.3 Using LEED to Study III–V Surfaces

1.3.1 The c(8 � 2) Surfaces of InAs(100) and InSb(100)

Figure 1.4 shows typical LEED patterns from InAs(100) and InSb(100) surfaces.
The substrate surfaces were cleaned by argon-ion sputtering (1.5 keV, 10 mA, for
0.5 h) heating the substrate at a temperature of about 300ıC and by subsequent
heating for 0.5 h to 470 and 440ıC, respectively. This cycle was repeated six times
before the patterns shown in Fig. 1.4 were observed. The surface cleanness was
confirmed by STM and XPS measurements.

For the interpretation of LEED patterns, it is helpful to determine the integer
intensity spots (00), (10), (01), and (11) that set and visualize the reciprocal
lattice vectors and cell for a bulk plane, i.e., the reference (1 � 1) reciprocal cell.
Often the intensity of the integer spots is higher than that of other possible spots,
because the integer spots include also the signal from the bulk planes, and does not
depend on the electron energy as strongly as the intensity of the additional spots.
The cubic zinc-blende III–V(100) substrates, predominantly used for fabrication
optoelectronics devices, have the square lattice as well as reciprocal lattice for the
bulk plane as shown in Fig. 1.2. The square areas indicated in Fig. 1.4 represent the
reciprocal cells for the InAs(100) and InSb(100) planes. The side lengths of these
squares can be readily determined with the (1 � 1) spots along the [011] direction.
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Fig. 1.5 (a) The
III–V(100)(1 � 1) and �
.4� 2/ real-space lattice
cells. (b) The arrangement of
the (4� 2) cells that would
cause a clear (4� 2) LEED
pattern. (c) The (4 � 2)-cell
arrangement for the
InSb(100)c(8 � 2) LEED in
Fig. 1.4. (d) A possible
(4� 2)-cell arrangement
which causes the �2 streaks
instead of the �2 spots in the
LEED pattern of the
InAs(100)(4 � 2) in Fig. 1.4

The other, fraction LEED spots in Fig. 1.4, evidence the reconstruction and the
change in the reciprocal lattice (and further in the lattice) of a surface layer for both
the InAs(100) and InSb(100) substrates. The reciprocal cells for these InAs(100)(4�
2) and InSb(100)c(8� 2) surfaces are shown in Fig. 1.4. Two most-likely structural
unit cells for the reconstructions are also shown in Fig. 1.4 indicating a significant
rearrangement of the surface atoms. These atomic models were solved by combining
STM, diffraction measurements, and ab initio calculations [14–17]. The (4 � 2)
lattice cell arrangement that causes the c(8 � 2) periodicity is illustrated in Fig. 1.5;
both surfaces can be described by the (4 � 2) cells shown in Fig. 1.4. It appears
that the �2 order is more visible on the InSb surface than on the InAs surface
(Fig. 1.4); this can be linked to some stacking disorder in the �2 lattice direction
on the InAs(100)(4� 2) surface. On the basis of the shown LEED pattern, it is not
clear whether the InAs(100) surface layer has the (4�2) or c(8�2) lattice. A possible
reason for the lattice disorder is schematically shown in Fig. 1.5. We also note that
the In-V(100)c(8� 2)/(4� 2) surface is potentially useful as a starting substrate for
producing high-quality III–V heterointerfaces [18] and insulator—III–V interfaces
[19, 20]. These types of insulator interfaces are required for the development of
future metal-oxide-semiconductor field effect transistors (MOSFETs) with reduced
power consumption and prolonged lifetime.

1.3.2 The GaAs(100) Reconstructions

The GaAs(100) is one of the most studied semiconductor surfaces [21–40]. LEED
patterns from the common GaAs(100) reconstructions are shown in Fig. 1.6.
The reconstructions depend on the substrate treatment and are often related to the
amount of arsenic on the surface and the substrate temperature. For example, the
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Fig. 1.6 LEED from the GaAs(100) surface reconstructions with decreasing the As amount in the
surface conditions from (a) to (e). The white squares represent the (1 � 1) bulk-plane reciprocal
cells and the white rectangles represent the reciprocal lattice cells of the surface layers. In pattern
(a), the smaller white square is the c(4�4) cell, in which the white arrow shows the missing spot of
the c(4�4). This spot was seen with different electron energies. The 6� streaks in (c) and (d) arise
most likely from the same type of the disorder as described for the InAs(100)(4 � 2) in Fig. 1.5. In
pattern (d), the (4� 1) cell is drawn instead of the (4� 2) because the �2 streak or spots were not
seen properly. In contrast, in the pattern (e) those �2 spots are clearly seen

GaAs(100)c(4� 4) surface, of which LEED is shown in Fig. 1.6a, was obtained by
heating an arsenic-capped GaAs(100) substrate in UHV overnight at 320ıC. The
As-cap layer was deposited by MBE onto a 100-nm GaAs buffer layer that was
grown on n-type GaAs(100). We should note that it is not easy to determine the
absolute temperature of a sample accurately; the errors may be as large as ˙25ıC,
partly due to variations of the temperature across the substrate. Anyway, an increase
of the substrate temperature to 530ıC changed the GaAs(100)c(4� 4) surface to the
GaAs(100)c(2� 8) or �.2� 4/ one (Fig. 1.6b). The most likely atomic structures of
the III-As(100)c(2� 8) or (2 � 4) surfaces, which often appear during the epitaxial
growth of III-As alloys, are the “2 and ’2 [26, 32, 34, 38, 39]. When the GaAs(100)
substrate is further heated to 580ıC, a (6 � 6) LEED pattern appears as shown in
Fig. 1.6c. Prolonged heating leads to the coexistence of two different lattices: (6�6)
and 4� spots as reveled in Fig. 1.6d. Sometimes, this phenomenon complicates
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the interpretation of LEED patterns. STM graphs confirmed the presence of areas
exhibiting the (6�6) reconstruction as well as of areas with the 4� row structure. We
note here that the areas with a �2 order might be too small to produce the (4 � 2)
or c(8 � 2) LEED periodicity in Fig. 1.6d. Further heating did not yield the pure
(4 � 2) or c(8 � 2) pattern; this might be due to the presence of residual arsenic in
the chamber and partial adsorption of arsenic back to the GaAs surface during its
cooling. In a separate experiment, the sputtering cleaning and subsequent heating
to 580ıC resulted in a pure c(8 � 2) pattern as shown in Fig. 1.6e. The c(8 � 2)
pattern corresponds to the atomic structure labeled � in Fig. 1.4 [14]. According to
ab initio calculations [40], the GaAs(100)(6 � 6) surface is energetically unstable
and represents an exceptional case since all the other phases, i.e., c(4 � 4), (2 � 4),
and c(8 � 2) are stable.

The information gained by analyzing the series of patterns (LEED or RHEED)
can be used to identify the crystal orientations. For example, one might not readily
conclude whether a pattern is (2 � 4) or (4 � 2) when measuring a substrate piece
cut from the full wafer, but the surface directions can be unambiguously determined
by monitoring the change of the patterns. For the InAs(100), the reconstructions
follow a change from c(4� 4) to (2� 4)/c(2� 8) and then c(8� 2) when decreasing
the amount of As on the surface [28, 31, 33, 41–46]. For the InSb(100), the pattern
changes from (4 � 4) through c(2 � 6) and (1 � 3) to c(8 � 2) when the Sb content
on the surface decreases [46–50]. The GaSb(100) exhibits c(2 � 10), c(2 � 6), and
(1� 3) reconstructions [50–55] while the InP(100) surfaces are characterized by the
c(4 � 4) and (2 � 4) reconstructions [56–64]. Thus, the GaSb(100) and InP(100)
do not show the intrinsic c(8 � 2) and (4 � 2) patterns. It is worth noticing that the
InP(100) produces the (2 � 4) pattern for a large range of the surface conditions,
making a RHEED optimization of the InP growth with this reconstruction difficult.
The occurrence of the c(8 � 2) pattern for the InP(100) substrate usually indicates
that a thin InAs(100) layer has been formed during arsenic exposure.

1.3.3 The Bi-Induced Reconstructions on III–V(100)

Understanding the Bi-induced surface reconstructions is essential for advancing
the epitaxy of relatively unexplored III–V–Bi compounds and the Bi-surfactant-
mediated epitaxy. This section is focused on discussing the Bi-induced reconstruc-
tions observed so far.

As a surfactant, Bi floats on the growth front with little incorporation into the
crystal. The Bi surfactant has been reported to smoothen the growth of an III–
V overlayer [65–69] and to improve the photoluminescence (PL) of dilute nitride
GaInAsN quantum wells (QWs) [66]. It also enhances nitrogen incorporation into
GaAsN [68,70] and removes a CuPt-like order of GaInP layers [71,72]. Sometimes,
it is hard to detect the presence of Bi on a substrate surface by LEED or RHEED
because Bi induces the reconstructions quite similar to those induced by the other
group-V elements. Nevertheless, there are “fingerprint patterns” associated with
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Bi. Such an example is a Bi-induced (1 � 3) on the GaAs(100) [65–67]. This
reconstruction can be observed, for example, when depositing Bi by MBE onto the
GaAs(100)(2 � 4) substrate while keeping the arsenic valve closed and decreasing
the substrate temperature. When further decreasing the substrate temperature after
observing the (1�3) pattern, the GaAs(100)c(4�4)-Bi surface is formed under a Bi
flux. Another “fingerprint” of Bi is an appearance of a (2 � 1) pattern [67, 73]. This
GaAs(100)(2� 1)-Bi reconstruction is unusual due to its metallic character [73,74]
and might improve the atomic diffusion on the growth front [73]. The (2�1) pattern
corresponds to the less As-rich surface [73,74] in contrast to the GaAs(100)(1�3)-Bi
surface which is more As rich. Apparently, there is no report so far in the literature
concerning the structural study of the GaAs(100)(1� 3)-Bi.

Other fingerprint reconstructions induced by Bi include a (2 � 8) phase on the
InAs and InP(100) substrates, a c(2 � 10) pattern on the InSb(100) substrate, and a
very interesting c(2�12) structure on the InAs(100) surface. For the latter, the LEED
pattern indicates the dimer-row separation in the [011] direction to be 6 � a.1�1/,
where a.1�1/ D 4:3 Å is the length of the (1�1) square lattice of the InAs(100) bulk
plane. On the other hand, STM reveals that the dimer row separation is 10 � a.1�1/
and that twisting of the dimer rows leads to a c(2 � 12) pattern [75]. Indeed, it was
observed that the heating of the c(2 � 12) surface straightened the dimer rows and
led to a (2� 10) pattern. This large lattice cell causes a very dense row of the LEED
spots and complicates the determination of the spot separation.

The Bi-induced reconstructions found so far can be summarized as follows. The
addition of Bi on the GaAs(100)c(8� 2) surface and the subsequent heating induce
the (2�4) pattern, if the maximum Bi coverage is 0.5 ML, and the (2�1) pattern for
the Bi coverage between 0.5 and 1.0 ML. If the substrate has the GaAs(100)(2� 4)
or �c(4 � 4) starting surface, Bi induces the (1 � 3) pattern, which changes to the
c(4�4) one at lower temperatures. Bismuth desorbs strongly from the GaAs(100) at
about 450ıC. The corresponding desorption temperature for the InAs(100) is about
350ıC. When starting with the InAs(100)c(8�2) surface, Bi produces (2�4), (2�8),
and (2� 1) patterns, for up to 1 ML coverage, and further the (2� 10) and c(2� 12)
reconstructions for a coverage of 1–1.5 MLs. Except for the c(2 � 12) and (2 � 10),
the same series of reconstructions has been observed on the InP(100)(2 � 4); here,
Bi desorbs at about 400ıC. When starting with the InSb(100)c(8 � 2) surface and
increasing the Bi coverage to 1 ML, the reconstruction evolves from (1�3) to c(2�6)
and finally to (2 � 5); the strong desorption takes place at about 300ıC.

1.4 Using RHEED to Study III–Vs

1.4.1 Optimizing the Growth Conditions of GaAs/AlAs
Heterostructures

Although the GaAs/AlAs interfaces have been studied for several decades, it has
remained somewhat unclear what it is the optimum As/group-III flux ratio for
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the growth of low-dimensional structures, such as multiquantum wells (MQWs).
This issue was recently addressed by combining RHEED observations and pho-
toluminescence measurements for GaAs/AlAs MQWs [76]. The results show that
an optimum flux ratio is near the conditions corresponding to a change in the
GaAs(100) reconstruction from (2 � 4) to (4 � 2). The main findings of this study
are presented in Fig. 1.7 and serve as an example of how RHEED can be utilized
to control and understand the epitaxial growth. The RHEED patterns were obtained
during the growth of the GaAs and AlAs layers at different substrate temperatures
while decreasing the As flux. The (2 � 4) pattern changed first to a (1 � 1) and then
to (4 � 2). The growth time in the (1 � 1) and (4 � 2) conditions was minimized
because they are known to result in poor quality of the crystal.

1.4.2 The GaAs(100) Reconstructions

Figure 1.8 shows the RHEED patterns for three different reconstructions on the
GaAs(100) substrate. The more intense streaks of the GaAs(100)(4 � 6) are the
integer diffractions, and their distance provides the reference reciprocal vector
length of the bulk plane while the less intense streaks are the fraction diffractions.
The streaky and sharp patterns indicate smooth GaAs(100) surfaces. The (4 � 6)
and (2� 4) patterns were obtained at the substrate temperature of about 550ıC, i.e.,
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Fig. 1.7 A diagram showing how the GaAs(100) and AlAs(100) surface structures change by
tuning the substrate temperature and As flux during the epitaxial growth. The 100-mil As flux
corresponds to the As/Ga flux ratio of 5 and to the As/Al flux ratio of 18 approximately
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Fig. 1.8 RHEED patterns for
different GaAs(100)
reconstructions in different
surface directions. The more
intense streaks of the
GaAs(100)(4 � 6) are the
integer diffractions and
visualize the (1 � 1)
reciprocal cell side while the
less intense streaks are the
fraction diffractions. For the
GaAs(100)c(4 � 4), it is also
shown the diffraction along
the [010] direction, i.e., the
45ı rotation relative to the
[011]. Its integer streak
distance is smaller than that
along the [011] or [0-11]
direction and is divided in the
four equal parts (some of the
fraction streaks are weaker
than the other ones), please
see also Fig. 1.2

30ıC higher than the temperature at which the transition from (2 � 4) to c(4 � 4)
occurs under the 1�10�7 mbar As flux. The (4�6) pattern was obtained by closing
the As shutter and exposing the surface to Ga flux. Most likely, this RHEED pattern
corresponds to a Ga-rich surface as reported recently [37], but it cannot be excluded
from the possibility that the surface included both the (4 � 1) and (6 � 6) areas, as
shown by the LEED images of Fig. 1.6d. The c(4 � 4) pattern was observed at the
substrate temperature of 480ıC for an As2 flux corresponding to a partial pressure
of 1� 10�7 mbar. This c(4� 4) reconstruction remained stable after the As flux was
closed and the substrate temperature was decreased.

1.4.3 The GaAs(111) Reconstructions

The GaAs(111)A substrate surface exhibits only (2 � 2) reconstruction while
GaAs(111)B surface reveals also a more complicated .

p
19 � p19/R23:4ı recon-

struction [77–81]. The (2� 2) and (
p
19�p19/R23:4ı patterns were found on the

GaAs(111)B substrate at the temperatures of 480 and 520ıC, respectively and an As
pressure of about 1� 10�7 mbar. The GaAs(111)A surface exhibits a (2� 2) pattern
for a wide range of the surface conditions. For example, for the same As pressure
of about 1 � 10�7 mbar, the (2 � 2) RHEED pattern is maintained for substrate
temperatures ranging from 350 to 590ıC, and it does not change visually at all.
Therefore, it might be difficult to optimize the growth parameters of these surfaces
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using with the (2 � 2) RHEED. It is worth noting that the (
p
19 � p19/R23:4ı

reconstruction on the GaAs(111)B surface is an exception because it appears to be
a metallic surface with partially filled dangling bonds. The metallic character of the
III–V surface might be a useful growth front [82].

1.4.4 Probing Surface Reconstructions in GaInAsN(100)

In this section, we discuss the reconstructions of dilute nitride (GaInAsN) lattice
matched to the GaAs(100) and having a N content of about 3%. The RHEED
patterns were monitored as a function of the substrate temperature and the As flux.
For the growth temperatures within 300–400ıC, only a (1 � 3) reconstruction was
observed (Fig. 1.9). Heating the GaInAsN film and supplying As flux modified the
reconstruction from a c(4 � 4) pattern at temperatures below 300ıC to the (1 � 3)
pattern for temperatures within 300–450ıC. Further change to a (2 � 4) pattern
occurred for a temperature range of 500–570ıC. Closing the As flux at 570ıC
produced a (3 � 1) pattern. The GaInAsN(100)(1� 3) reconstruction is interesting
because usually it is not seen on the III-As(100) surfaces. The observation agrees
with recent calculations proving that the (4�3) reconstructions are almost stable on
the GaAs(100) and are likely important in kinetically limited growth conditions as
well as for strain-stabilized III–V alloy surfaces [83]. Thus the (1 � 3) RHEED
observation provides an experimental evidence for the calculated results; the
surfaces producing a (1�3) pattern are, in fact, composed of (4�3) building blocks
[50,55]. We would like to remind the reader that depending on the measurement by
which the lattice periodicity has been determined (e.g., RHEED or STM), the same
surface may be called (1 � 3) or c(2 � 6). Actually, more recent measurements and
calculations have revealed that the real unit cell is (4 � 3) and not (1 � 3), although
it is sometimes referred as the (1 � 3) reconstruction. The (1 � 3), c(2 � 6), and
(4 � 3) reconstructions are similar to each other because these surfaces consist of
dimer rows with the �3 separation.

The (3�1) reconstruction found on the GaInAsN(100) in less As-rich conditions
is also rather exceptional; to our knowledge it appears only on the AlAs(100) in the
less As-rich concentrations, as shown in the diagram of Fig. 1.7. LEED and XPS
experiments showed that the heating of the GaInAsN in UHV yielded a (3 � 1)
surface structure and concomitantly led to indium segregation toward the surface.

1.4.5 In-Situ Calibrations of Growth Rate and Composition of
Multinary Compounds

RHEED has been instrumental for the development of MBE technology and is
nowadays a standard part of MBE growth chambers. Besides its use for obtaining
real-time information on the growth modes and surface morphology, it provides
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Fig. 1.9 RHEED patterns of
GaInAsN films (N content
around 3%) lattice matched to
the GaAs(100) substrate
during growth stops under the
As flux in two perpendicular
directions

also an easy way to calibrate the growth rates of binary alloys with atomic layer
precision [84]. The growth rate can be determined by measuring the time required
to complete the deposition of an atomic layer. This is done by monitoring the
intensity variation of the specular RHEED spot, which depends on the surface
roughness: the maximum intensity is obtained when an atomic layer is completed,
while a minimum is obtained for an incomplete layer with a maximum disorder [a
growth front is still reconstructed during the growth, e.g., the (2 � 4)-reconstructed
GaAs]. The intensity oscillations are analyzed with an image processing software,
which plots the oscillation as a function of time. An example of such intensity
oscillations is shown in Fig. 1.10. In order to avoid errors due to the fluctuations
of the growth conditions, the growth rate is determined by measuring the time
required to complete several oscillations. The procedure is repeated several times by
closing and opening the shutter controlling the flux of the material that determines
the growth rate (e.g., Ga in the case of GaAs).

The variation of RHEED intensity oscillations and their amplitude damping
behavior could reveal other important aspects regarding the growth kinetics [84,85]
and can be used for the composition calibration of ternary (or multinary) alloys,
as discussed next. Usually, the MBE growth is performed in excess flux of one of
the components (e.g., As in the case of arsenides and Ga in the case of GaN). When
growing a ternary compound, i.e., adding a third element, the growth rate of the layer
increases proportionally to the additional flux. Knowing the sticking coefficient for
the given flux (usually equal to one for the III elements in the MBE growth), one
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Fig. 1.10 An example of possible intensity oscillation of the specular RHEED beam from a
GaAs(100) surface. The period corresponds to the growth rate of a GaAs monolayer

may calibrate the composition of the ternary compound in a simple way. Next we
show how this method can be applied for calibrating the growth rate of InGaAs and
GaSbAs ternary alloys.

In the case of the InxGa1�xAs, by measuring the growth rates of GaAs, rGaAs,
and InGaAs, rInGaAs, we can determine the In content (x), as being equal to x D
.rInGaAs � rGaAs/=rInGaAs. For a concrete example, Fig. 1.11 shows the oscillation of
the RHEED specular spot during deposition of GaAs and subsequent deposition
of InGaAs. The growth was performed on the GaAs(100) using the substrate
temperature of 480ıC. The oscillations have been recorded with the RHEED beam
parallel to the [010] azimuth. The estimated composition of In was �14%.

We should note that applicability of this method for composition evaluation is
dependent on the lattice mismatch between the compound grown for the calibration
purposes (InGaAs in this case) and the substrate/buffer layer. For example, it is
not possible to grow several ML-thick InAs binary alloy on GaAs(100) because
the critical thickness for growing two-dimensional layer-by-layer InAs is below
two MLs. For an InGaAs ternary alloy, the critical thickness for growth on the
GaAs(100) substrate depends on the In content; for the In content exceeding
30%, it drops below 7 nm rendering difficult the use of RHEED for composition
calibration. In this case, higher Ga flux is used to test the InGaAs growth rate
and In composition while for the final target structure, the Ga flux is decreased.
In the case of quaternary alloy, such as AlxInyGa1�x�yAs, the Al contents (x) and
In contents (y) can be estimated by measuring the growth rates of AlAs, GaAs,
and InGaAs and rGaAs, rInGaAs, and rAlAs, respectively. Then the composition of
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Fig. 1.11 RHEED intensity
oscillations (specular spot in
the [010] azimuth) recorded
for GaAs (upper panel) and
subsequently grown InGaAs
(lower panel). The In
contents calculated from the
increase of the InGaAs
growth rate with respect to
GaAs is equal to 14%

the quaternary alloy can be estimated as being xD rAlAs=.rInGaAs C rAlAs/ and
y D .rInGaAs � rGaAs/=.rInGaAs C rAlAs/.

The applicability of this method is limited to the multinary alloys with the
intermixed III elements (e.g., InGaAs and AlGaAs). For alloys with the mixed
V elements, like GaAsSb, GaAsP, and GaAsN, the use of this method is much
more difficult, or sometimes impossible, because the growth rates are limited by
the elements of the group III (i.e., they do not depend on the group V fluxes).
In some special cases, this problem can be overcome. For example, reducing the
group-V flux and depositing 2–3 MLs of the III element (Ga in the case of GaAs),
one gets a group III-rich surface (e.g., Ga). Exposing this Ga-rich surface to the flux
of V element will result in 2–3 RHEED intensity oscillations. Then the growth rate
determined from the period of these oscillations is proportional to the impinging V
element flux.

1.5 Concluding Remarks

Crystalline interfaces and thin films are the building blocks of many advanced
semiconductor devices as well as devices not existing currently. Any improvement
in the ordering at the junction will decrease the defect density, having clear
implications on the device lifetime and energy consumption. These well-defined
materials also make it possible to elucidate their fundamental atomic and electronic
structures with detailed measurements and calculations. The engineering of the
well-defined growth fronts has a key role in the manufacturing of crystalline
interfaces and films. This chapter introduced the LEED and RHEED methods which
are routinely used by crystal growers to monitor the surfaces of crystalline films.
The LEED and RHEED patterns visualize the reciprocal lattice of the surface layer
studied, from which the surface lattice can be readily constructed. The examples
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discussed dealt with the III–V semiconductor surfaces, which exhibit various
reconstructions as a function of the substrate temperature and III/V atom ratio. The
literature abounds in many results showing how the starting surface reconstructions
are linked to the quality of the III–V interfaces and grown films. Here we have
presented a series of diffraction patterns for a few technologically important
III–V(100) substrate surfaces. Knowing the type of reconstruction required one
could identify adequate growth conditions for the fabrication of novel crystalline
films and related device structures.
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Chapter 2
High-Resolution Electron Microscopy
of Semiconductor Heterostructures
and Nanostructures

David L. Sales, Ana M. Beltrán, Juan G. Lozano, José M. Mánuel,
M. Paz Guerrero-Lebrero, Teresa Ben, Miriam Herrera, Francisco M.
Morales, Joaquı́n Pizarro, Ana M. Sánchez, Pedro L. Galindo, David
González, Rafael Garcı́a, and Sergio I. Molina

Abstract This chapter briefly describes the fundamentals of high-resolution elec-
tron microscopy techniques. In particular, the Peak Pairs approach for strain
mapping with atomic column resolution, and a quantitative procedure to extract
atomic column compositional information from Z-contrast high-resolution images
are presented. It also reviews the structural, compositional, and strain results
obtained by conventional and advanced transmission electron microscopy methods
on a number of III–V semiconductor nanostructures and heterostructures.

2.1 Introduction

Transmission electron microscopy (TEM) and associated techniques based on the
analysis of a transmitted electron beam through a specimen are basic tools in the
field of Materials Science and Engineering. These techniques give information
on the structure, composition, strain, and even the bonding in materials from
the mesoscale to nanoscale, presently reaching even atomic column resolution as
routine task. Excellent books and reviews exist in the literature on this field [1–3].
Here, we focus on some methodologies mainly based on high-resolution electron
microscopy techniques developed by the authors, as well as the application to
semiconductor materials of these and other methodologies based on the analysis of
an electron beam transmitted through an electron-transparent sample. The studied
semiconductor materials consist of III–V semiconductor nanostructures and het-
erostructures grown by molecular beam epitaxy (MBE).
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Section 2.2 explains a method developed by the authors to map the composition
in III–V materials with atomic column spatial resolution. This and other related
methods have been applied by the authors to a number of semiconductor epitaxial
layers and nanostructures; some examples showing the potential of this approach
are also presented in this section. High-resolution compositional measurements
combined with strain measurements at nanoscale are very helpful to improve the
design of the semiconductor nanostructures and, more generally, of semiconductor
materials. Section 2.3 presents the Peaks Pairs approach, which has been developed
by the authors, to measure with high spatial resolution the strain in materials
from the analysis of high-resolution electron microscopy images. Sections 2.4–2.8
summarize several selected examples where the above-mentioned high-resolution
methodologies and other more conventional electron microscopy methods are
applied to improve the understanding of a number of layers and nanostructures
composed by III–V (antimonides, arsenides, and nitrides) semiconductor materials.

2.1.1 Transmission Electron Microscopy, a Powerful Tool
for Semiconductor Research

TEM is a material characterization technique that is based on irradiating a very
thin sample—thin enough to be transparent to electrons—with a parallel and
uniform electron beam, which passes through the sample generating some sort
of contrast that allows observation of its internal structure. Among the different
signals originated from the electron–matter interaction (shown in Fig. 2.1), the
transmitted direct beam and the elastic and inelastically scattered electrons can be
collected and analyzed when using this technique. Electron diffraction can obtain
accurate information about the materials under study, mainly because of two reasons
(1) electrons, accelerated by several hundred kV potential, have a much smaller
wavelength than the typical interatomic spacing, and (2) the availability of adequate
coherent beams allows parallel and monochromatic irradiation of the sample.

2.1.1.1 High-Resolution Transmission Electron Microscopy

The phase-contrast electron microscopy is the origin of the technique known as
high-resolution transmission electron microscopy (HRTEM). In this technique, the
image is formed by the interference of multiple beams so that both the phase
and amplitude of the diffracted beams contribute to the contrast in the image. For
example, a phase-contrast image formed with any two diffracted beams, separated
by gD 1=d in reciprocal (or diffraction) space, reveals the periodicity of the
crystal, d , due to their interference. This image is the most directly related to the
structure and is linearly related when one of the beams is the directly (not scattered)
transmitted beam and the sample is thin enough. The lattice image formed by the
two beams can be extended to an image that seems to show a complete projection
of the crystal structure when collecting multiple beams in all directions of higher
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Fig. 2.1 Signals generated from the interaction between a high energy electron beam and a
electron transparent (very thin) sample. Most of them are able to be detected by TEM

symmetry, assuming that the imaging and emission systems are adequate. Then,
HRTEM can be exploited to image the atomic structure of thin specimens.

2.1.1.2 Scanning Transmission Electron Microscopy and Z -Contrast
Imaging

This technique also collects information from the transmitted beam to characterize
the micro- and nanostructure of the material, although in this case the incident
beam is concentrated (focused) in a tiny probe which is scanned over the sample.
Thus, each point of the image is obtained sequentially (pixel to pixel), and several
detectors record multiple signals. Therefore, this technique is optimal for extracting
maximum information from a single sample point and detecting multiple signals
simultaneously [4], such as bright field, dark field, or energy loss spectra as shown
in the example configuration in Fig. 2.2.

This basic difference in image acquisition makes scanning transmission electron
microscopy (STEM) settings different with respect to conventional TEM. The most
important differences are as follows:

1. There is no need of post-specimen lenses to form the image, which makes this
technique less sensitive to chromatic aberrations.

2. Scanning coils are needed to move the beam across the sample.
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Fig. 2.2 Schematic of an aberration-corrected STEM with electron energy loss spectrometer.
(1–3) Examples of HAADF and BF images, and EELS spectrum, respectively (adapted from [5])

STEM images can also be bright field or dark field, depending on whether the signal
comes from the direct beam or one or more diffracted beams, respectively. Normally,
these microscopes have installed a central detector to capture the direct beam, and
annular dark field (ADF) detectors, with the hole centered on the optical axis, to
capture diffracted beams.

Probably, the main advantage of the STEM configuration, in addition to the
variety of available signals, is the possibility of Z-contrast imaging, whereZ refers
to the atomic number. A Z-contrast image is formed by collecting high-angle
scattered electrons using an annular dark field detector (HAADF) [6, 7]. Images
acquired in this way very well approximate the convolution of the intensity probe
with the object function representing the sample [8], being considered as incoherent
images—i.e., formed without interaction of the scattered waves from surrounding
atoms or atomic columns. Then, high-resolution images acquired with this detector
are connected in a more direct and simple way to the material structure than a phase-
contrast image, being the last subjected to the complexity of coherent interference
interactions [8, 9]. The underlying physical principle is that atoms with higher



2 High-Resolution Electron Microscopy of Semiconductor 27

atomic number scatter more prominently at higher angles than lighter ones. When
the scattering is Rutherford scattering, this is proportional to Z2, the image contrast
being modified in this ratio. Although the precise contrast depends on experimental
setup, and is affected by several factors such as the channeling effect or the detector
size, it is demonstrated in the next section that this approach is adequate to perform
a quantitative compositional analysis of III–V semiconductors.

2.1.1.3 Aberration-Corrected Electron Microscopes

Magnetic lenses of electron microscopes are far from being perfect. They are still
affected by aberrations, mainly spherical and chromatic ones. The incorporation of
aberration correctors in new generation microscopes has made a breakthrough in the
resolution limit, which seemed to be stacked. These correctors were applied to con-
ventional TEM microscopes (CEOS) and STEM (Nion and CEOS) for correction of
geometric aberrations. One of the most obvious improvement of the incorporation
of aberration correctors in STEM, additionally to the increased resolution [4,10], is
the efficiency of images acquisition with enhanced signal-to-noise ratio.

2.2 Compositional Quantification Column-To-Column
in III–V Semiconductors

Chemical composition is a crucial attribute of functional materials. Specifically in
the case of nanostructured heteroepitaxial lasers, chemical composition of the nano-
objects constituting their active layers strongly influences the emission energy of
the final device. Normally, the real composition differs from the nominal one (i.e.,
from the desired one, for which the growth process is set up) [11]. Segregation
and inter-diffusion occurring during upper confining layer growth are two important
processes in this scenario. Not only real or effective composition is required, but
also the compositional distribution. Shumway et al. show that for InGaAs/GaAs
quantum dots (QDs), a difference of 10% of In content (from 50 to 60%) leads to a
wavelength redshift of around 20–40 meV [12]. This strong effect justifies the effort
on developing new methodologies for compositional analysis at the nanoscale.

Energy dispersive X-ray spectroscopy (EDX) and electron energy loss spec-
troscopy (EELS) are common analytical techniques based on electron–matter inter-
action. Although these techniques have greatly improved in recent years [13, 14],
they still have some limitations, namely (1) the intrinsic electron probe broadening
effect, (2) a poor energy resolution, and (3) the need for high acquisition times,
and hence a high stability (i.e., radiation-resistant materials, extreme stability of the
microscope setup, hydrocarbons free sample surfaces, etc.). It is therefore necessary
to look for another compositional sensitive signal, requiring less acquisition time
with high resolution.
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HAADF images provide significant information on the position of atomic
columns in a crystal with sub-angstrom resolution (when the microscope is equipped
with aberration correctors), requiring a low acquisition time (high-quality images
in less than 16 s). Furthermore, contrast in HAADF images is approximately
proportional to the square of the average atomic number of the atomic column.
Therefore, this technique is also called Z-contrast imaging.

Several works in the literature show qualitative compositional mapping with high
resolution from Z-contrast images of various material systems [15, 16].

In this section, a method to determine quantitatively with atomic column spatial
resolution the composition of a semiconducting ternary alloy is presented. The
method is based on the analysis of local integrated intensities from aberration-
corrected Z-contrast images, and was first presented in [17]. It is necessary to
use a set of reference samples of known composition to quantify the relationship
between theZ-contrast intensity with the thickness and composition of the material
analyzed. This method is applied as an example to an InAsxP1�x alloy. It uses
a series of InAsxP1�x epilayers grown on InP(001) by Molecular Beam Epitaxy
(MBE) as reference samples.

2.2.1 Reference Samples Study

Three MBE samples consisting of InAsxP1�x epilayers grown on InP(001) were
considered. The As molar fraction was precisely measured by high-resolution
X-ray diffraction (XRD), giving xD 0:27, 0.59, and 0.87, respectively, for each
sample. Specimens for Z-contrast imaging were produced for cross-sectional view
by mechanical thinning and ArC ion milling using a precision ion polishing system
(PIPS). The ArC PIPS was used in such a way that the beam always hits the
sample from the same direction, which has been found to produce cleaner surfaces
in the region of interest. A beam energy less than 3.5 kV has been selected to
reduce amorphization of InP. As a final step, the sample was introduced in a
Fischione ion mill at 15 and 0.5 kV to reduce surface damage. The thickness of each
analyzed region was determined from the analysis of the corresponding spatially
resolved low-loss EELS signal, by using the mean free path determined for each x
composition of the three InAsxP1�x /InP reference samples, according to the method
described in [18].

A characterization procedure was defined to ensure (1) the systematicity and
reproducibility of the study, (2) the minimization of radiation damage, and (3) the
minimization of errors by deposition of hydrocarbons during the observation. The
procedure is summarized below:

• Previous checking:

– Although, in principle, the manufacturer asserts that the intensity ratio is
linear, the detector settings (gain and black level) were not changed between
sessions.
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– The objective lens current remains constant through the analysis of the three
samples, which means that the distance from the virtual objective aperture
does not vary.

• Acquisition of images without sample to evaluate the detector black level.
• Astigmatism correction on an amorphous close to the area of interest.
• Acquisition of spectrum image centered at the zero loss peak, for the thickness

determination of the area of interest.
• Acquisition of HAADF images from various points of the sample with different

thicknesses. Images are to be acquired in the interface, and both InP and the
InAsxP1�x layers must always appear.

• Localization of the HAADF images within the thickness map, identifying the
mean specimen thickness for every image.

2.2.2 Image Analysis and Comparative Index

This paragraph describes how to analyze the acquired HAADF images in order
to extract chemical information. The starting point is a HAADF image from the
InAsxP1�x /InP interface with atomic column resolution and known composition (x)
and thickness (t), as the one shown in Fig. 2.3a.

HAADF detectors normally register a background signal even if the sample is not
being imaged. Then, the first step is to subtract the mean value of the detector black
level, which depends on the detector gain and might differ from one microscope
session to another. Next, pixels with the local intensity maxima associated to In
atomic columns (higher Z) are detected on the image. For this, the Peak Finding
tool of the Strain Determination Software is used [19]. Once these maxima intensity

Fig. 2.3 (a) Raw data high-resolution aberration-corrected Z-contrast image taken along [110]
from the InAs0:87P0:13=InP interface. (b) Area selected (blue square of nine pixels) for each group
V column to integrate intensities and calculate R ratios, drawn on the projected unit cell. Projected
positions of In and group V atomic columns are represented with red and green color circles.
(c) Integrated intensities in the area selected in (b) superimposed on the high-resolution Z-contrast
image from which the intensities were determined for each analyzed group V column. Note that
the intensity distribution is very homogeneous throughout the whole analyzed image
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pixels are located, it is straightforward, with the help of image processing software,
to measure the intensities integrated within a selected area of the projected unit cell,
as shown in Fig. 2.3b. In this case, the number of pixels that an InAsxP1�x unit cell
occupies in the 500;000� image is 18 � 13 pixels. Taking into account the crystal
orientation, and dimensions of the unit cell, pixels that correspond to the position
of the anion are localized within the image. These pixels will be, in principle, more
sensitive to the change in x (arsenic molar fraction) in an InAsxP1�x alloy with
variable composition.

The resulting integrated intensities of an InAs0:87P0:13 region are shown super-
imposed on the experimental image in Fig. 2.3c. The integrated intensity for each
pair of In-AsP columns is shown in this figure by a colored circle located in the
brightest pixel, near the center of the projected position of the In atomic column. The
integration area used is the one marked with a blue box in Fig. 2.3b. It is noted that
the dispersion of the value is very low. This process is repeated for an InP area of the
same image. Finally, two integrated intensity mean values, one for the InAs0:87P0:13
(IS0:87) and one for the InP(I0), are determined. Defining the normalized integrated
intensity parameter as given in (2.1), the ratio Re(0.87) is obtained, which defines
the image in Fig. 2.3a.

Re.x/ D Isx

I0
: (2.1)

The error is minimized in this way, as the specimen thickness variations and other
local fluctuations—that may contribute to the intensity values—are small within the
area covered by a single HAADF image.

The selected integration area for the analysis has to be (1) linearly dependent on
the As content, (2) independent of specimen thickness, and (3) independent on the
surrounding atomic columns so that the signal is essentially due to the contribution
of As and P from the selected atomic column. These three aspects were evaluated in
several integration areas, the marked one in Fig. 2.3b resulting the most satisfying.

The same procedure for measuring integrated intensities of hundreds of anion–
cation column pairs was performed in regions of different specimen thickness in
the three reference samples (different x/. Then, the values of Re for certain x
are obtained averaging the normalized integrated intensity values from different
thickness areas of the same reference sample. The maximum observed standard
deviation of Re.x/ due to the specimen thickness was 1.5%. The Re � x plot shows
a clear linear dependency (see Fig. 2 of [17]). A fitting equation with a correlation
coefficient of 0.9974 is obtained.

Thus, measuring the values of Re according to the procedure in a heterogeneous
alloy InAsxP1�x , it is possible to determine the composition, atomic column to
atomic column, simply from the linear regression equation relating Re � x in the
calibration samples.
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2.2.3 Simulation of Integrated Intensities

Image simulation would help to corroborate the conclusions of experimental anal-
ysis when a good correlation between calculated and experimental images exists.
However, quantitative matching between experimental and simulated aberration-
corrected Z-contrast images has not been reached up to now. The inclusion of
spatial incoherence has been shown to give quantitative agreement between non-
aberration-corrected HAADF-STEM images and theoretical simulations [20, 21].
It is shown here that, using the same approach, a significant improvement in the
correlation between calculated and experimental normalized integrated intensities is
obtained in the InAsxP1�x ternary semiconductor alloy, but residual discrepancies
still remain [22].

An important difference between aberration-corrected and non-corrected
Z-contrast images is the dependence of normalized intensities on the thickness of
the electron-transparent specimen. This dependence is significant for non-corrected
images, whereas it is very low for a range of specimen thicknesses in aberration-
corrected images. As shown in Fig. 2.4, the R values calculated without including
the effect of spatial incoherence clearly overestimate the experimentalR values. On
the contrary, experimental and calculatedR values are much closer when a Gaussian
is used to take into account the effect of spatial incoherence. In order to determine

Fig. 2.4 Experimental and simulated R ratios vs. As atomic content (x), with and without
introducing the effect of spatial incoherence, for three compositions of the InAsxP1�x alloy
(reproduced from [22])
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the optimum value of the width (standard deviation) of the Gaussian function that
gives the best fit between experimental and calculated images, an error function
defined as the sum of squared differences between simulated and experimental
Z-contrast images is considered. The minimum value of the error function occurs
when the optimum width of the Gaussian function is 0.06 nm, which corresponds to
a source size with a full width at half maximum (FWHM) of 0.14 nm.

Integrated intensities in aberration-corrected HAADF-STEM images have been
simulated by including the effect of spatial incoherence. In this way, intensities in
both simulated and experimental images acquired in InAsxP1�x thin layers with
calibrated compositions show improved correlation. A residual error of �10%,
however, cannot be accounted for, and the most obvious origin of this error would
be the effect of non-round aberrations that were not recorded when the experimental
data were obtained. These non-round aberrations are expected to be quite dependent
on the exact tuning of the aberration corrector, and further work is required to
determine whether they could quantitatively account for the residual discrepancy.
The calculated normalized intensities are found to be almost independent of the
specimen thickness in a practical range of useful thickness values, in good agree-
ment with the experimental results, and in contrast with the observed behavior in
non-aberration-corrected images. Based on dynamical simulations of the channeling
process that electron beams suffer after propagating along an atomic column, our
findings are explained and predicted to be valid for a wide range of materials studied
by aberration-corrected Z-contrast imaging. Our results pave the way for a direct
interpretation of aberration-corrected high-resolution Z-contrast images, in terms
of elemental compositions with atomic column spatial resolution.

2.3 Strain Measurements from High-Resolution Electron
Microscopy Images

Recent advances in digital imaging have offered the possibility of locally deter-
mining the elastic strain of materials from HRTEM images very precisely. Strain
mapping can be used to analyze materials at the atomic column level, measur-
ing local displacements and so revealing lattice translations, dislocations, and/or
rotations.

2.3.1 Techniques

Algorithms to map elastic strains from HRTEM images may be classified into two
broad categories: real space methods (also called peak-finding techniques) based
on the detection of peaks of intensity in real space, and Fourier methods based on
Takeda’s technique for phase retrieval [23].
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Peak-finding techniques were first described by Bierwolf et al. [24] and further
developed by Jouneau et al. [25], Seitz et al. [26], Kilaas et al. [27], Robertson et al.
[28], and Rosenauer et al. [29]. All these techniques were based on superimposing a
two-dimensional reference lattice extrapolated from a non-distorted region of the
material to the experimental one, built up from the set of intensity maxima in
the HRTEM image, and calculating the local discrete displacement field at each
node [30]. Subsequently, the strain field is calculated as the derivative of the dis-
placement field. Peak pairs [19] can be considered an improved version of previous
peak-finding techniques in the sense that the reference lattice is not extrapolated,
but calculated at each pair of neighboring peaks. The neighborhood function is
calculated in the affine-transformed space described by the reference basis vectors.
This transformation greatly reduces potential errors in the determination of pairs and
allows the proper calculation of the displacement and strain fields in the presence of
defects.

Geometric phase [31] makes use of the Fourier transform fringe analysis method.
The method was first introduced by Takeda et al. [23] and adapted by Bone et al.
[32], who provided a full 2D version. This technique was applied a decade later
to lattice-distortion measurement in crystallography [31, 33], achieving excellent
results [34]. It consists of applying an asymmetric filter at the chosen peak (Bragg
spot) of the Fourier transform of a HRTEM lattice image and performing an inverse
Fourier transform. The resulting complex image holds the phase information which
can be calculated by the logarithm of an inverse tangent calculation. The spatial
resolution of the phase map in the Fourier transform fringe analysis method is
determined by the size of the filter’s window. Let us note that a larger window
provides a better frequency resolution but a poorer spatial resolution, and vice
versa. Hence a suitable window size must be selected for a compromise between the
two resolutions. When noisy strain maps are obtained, researchers should resist the
temptation to produce smoother maps by decreasing window size, because spatial
resolution (which is directly linked to window size) could be, in this case, too small,
and accuracy of strain results would be seriously affected.

2.3.2 Methodology

In order to determine strain from a HRTEM image, the first step is image filtering,
a critical issue in peak-finding methods. All techniques work by first determining a
base vector in an unstrained region and calculating the corresponding displacement
map with respect to this reference. It is important to note that the reference area
should be taken on the same image, but outside deformed regions, because strain is
determined from the distortions in the image compared to the reference (unstrained)
vectors. By calculating the displacement map across two non-collinear directions, it
is possible to determine the displacement field to derive the strain field easily.
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2.3.2.1 Basis Vectors Determination

In real space, image filtering is usually needed not only to reduce noise in the image,
but also to smooth the image around the peaks. Special attention should be paid
to the filtering stage in order to avoid loss of significant information. Currently,
different techniques are frequently used, such as low-pass, Wiener, and/or Bragg
filtering. Once the image has been filtered, the direction of a basis vector is obtained
by selecting two neighboring peaks in the desired direction within the reference
area. The coordinates of the vector connecting both peaks define the basis vector.
Two basis vectors are needed in order to be able to calculate the displacement map in
any direction. In order to improve the accuracy, the average base vector in a desired
region of the reference area is calculated.

In Fourier space, the direction is obtained by selecting a peak of intensity in the
power spectra of the image. Once the peak location has been chosen, its position
determines the coordinates of the base vector. In order to improve the accuracy,
Takeda’s technique is used to calculate the 2D phase. A slight error in the location of
the peak will produce a flat but non-constant phase in the reference area, assuming
it is unstrained. Discrete character of images, where the maximum resolution is
limited by pixel size, usually generates a non-constant phase because of the limited
resolution of the power spectra. However, it is possible to improve the accuracy
by fitting a plane to the phase and using its coefficients accordingly to modify
the coordinates of the base vector so that the refined phase is constant in the
chosen region (reference area). In doing this, subpixel resolution is achieved for
the coordinates of the base vector.

2.3.2.2 Displacement Field Calculation

Once the basis vectors have been obtained with subpixel resolution, the displace-
ment field can be calculated using different approaches.

In the peak pairs approach, all the intensity peaks are automatically located using
eight-neighborhood maxima detection at the pixel level. In order to get sub-pixel
resolution, a 2D quadratic function is fitted by using gray levels in the neighborhood
of each peak and solving the resulting equations for the maxima. Using all pairs of
peaks, the displacement field is calculated at the positions of atomic columns using
the difference between local peak pairs and basis vectors.

In the geometric phase approach, the phase is calculated using Takeda’s approach
to determine the displacement field directly.

2.3.2.3 Strain Field Calculation

The strain field components can be easily calculated by solving the following set of
linear equations:
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where (ax , ay ) and (bx, by/ are the coordinates of the basis vectors; (ux, uy/ and
(�x, �y/ are the coordinates of the displacement field in the direction defined by
each basis vector, respectively; and exx, eyy , exy , and eyx are defined as follows:
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2.3.2.4 Alternative Applications

Strain mapping is often used not only to determine strain and identify defects
and/or distortions in the image, but also to rectify distorted images. It is well
known that CTEM projector lens systems, STEM scanning systems, and CCD
cameras or scanners often have distortions that affect the images they form. When
these distortions are systematic, it is possible to eliminate them by measuring the
displacement map of an unstrained specimen and using it to define a warp function
to restore any distorted image taken in the same conditions [35].

2.3.2.5 Problems

Strain determination from HRTEM images depends upon the assumption that
the intensity maxima in the image and the position of atomic columns in the
sample are directly related. There are many situations where this assumption is
violated, and image conditions should be carefully optimized. The most important
rule to determine optimal conditions is choosing, when possible, thickness and
defocus values where its variation does not modify the location of the intensity
peaks in the image. These values should be determined by image simulation.
Other practical rules are choosing thickness and defocus conditions where fringe
contrast is high, and avoiding regions where the fringe contrast changes rapidly.
Let us note that frequently, Scherzer defocus might not be the optimal choice.
Error quantification in strain mapping methods has shown reduced accuracy near
abrupt interfaces, independently of the strain mapping technique [36]. Therefore,
depending on the chosen imaging conditions, strain profiles may contain severe
artifacts. Nevertheless, average strain can be determined with sufficient accuracy on
experimental micrographs of thicker layers [37]. The reliability of strain mapping
from HRTEM images is also affected by thin foil relaxation and lattice fringes
shifting due to variations in composition in the sample. In order to take into account
all these effects, accurate simulation using Molecular Dynamics or Finite Element
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Method is often a requirement to corroborate the measured strain from HRTEM
images. Only when these factors are taken into account, the method offers a reliable
way of extracting quantitative strain information at the atomic scale [38, 39].

2.3.3 Applications

Strain mapping has been used in different fields during the last few decades. Some
recent applications of peak pairs include the analysis of confinement potential
of III–V quantum dots [40], the determination of surface-induced disorder in
magnetic FeCoPd nanoparticles [41], the determination of precise atomic-resolution
compositional distribution in HAADF [42], the control of growth directions of InAs
nanowires on Si substrate [43], the determination of composition of InxGa1�xN
from strain measurements [44], etc. Geometric phase has also been applied to
a number of different problems, including the measurement of strain in silicon
devices [45], the mapping of strain in MOSFETs at the nanometer scale [46], the
measurement of strain in strained-silicon MOSFETs [47], and the measurement
of strain in aberration-corrected HAADF-STEM images of InAs/GaAs dot-in-well
heterostructures [35].

Different plug-ins for DigitalMicrographTM implementing strain mapping algo-
rithms have been developed by HREM Research [48], including peak pairs analysis
(PPA) and geometric phase analysis (GPA). Its features include high-resolution
peak detection (only available in PPA), image filtering, displacement and strain
map calculation, atomic column (only available in PPA) and/or continuous strain
maps, histogram and lattice point’s analysis (only available in PPA), and geometric
distortion determination and correction.

2.4 Results on III-Sb Hetero- and Nanostructures

Fiber-optic systems require preferably uncooled high-speed lasers and detectors
which are matched to the 1.55-�m fiber transmission window. So far, data rates
in telecommunication applications at 1:55 �m are limited by the use of costly
InP-based high-speed devices [49]. Huge research efforts have been made to
develop improved and lower cost optoelectronic devices on inexpensive large-
area GaAs substrates. Thus, GaSb/InAs/GaAs heterostructures—with or without
the growth of an intermediate GaAs barrier layer—are emerging technologies
to lower costs and increase broadband and network speeds. Currently, there is
an increasing interest in combining the electronic properties of more than two
semiconductor compounds. More specifically, heterostructures which combine InAs
with antimonides offer outstanding band-gap engineering possibilities which are
not available in the more traditional InAs/GaAs system. Of particular interest are
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GaSb/InAs/GaAs and GaSb/GaAs quantum dot heterostructures due to the type-II
band alignment expected between arsenides and antimonides [50].

The semiconductor-based optoelectronic devices face significant challenges in
material quality and fabrication routes which must be solved to realize commer-
cially viable technologies. One of the main barriers is the effect of the surface
segregation, which can impede the achievement of abrupt heterointerfaces. It has
been demonstrated that a competitive incorporation between As and Sb atoms
occurs during the growth of GaSb on GaAs [51]. Furthermore, in GaSb/InAs/GaAs
heterostructures, both cation and anion segregation can occur. A clear blocking of
indium incorporation by antimony has recently been reported in the literature [52].
These effects can degrade interface sharpness considerably, and therefore alter band
offsets.

Significant difficulties could arise in systems where quantitative compositional
measurements at the nanometer scale or below are required. The use of a very
thin specimen (tens of nm or less) in TEM means that large-scale interface
roughness does not affect compositional analysis, but the interpretation of images
and analytical spectra is not straightforward. An exhaustive compositional analysis
requires the combination of different techniques, such as EELS, HAADF images
collected by STEM, and conventional dark-field imaging. This section focuses
on the compositional determination of GaSb/InAs/GaAs and GaSb/GaAs systems,
mainly using spatially resolved EELS and aberration-corrected HAADF-STEM.

The combination of low-loss EELS and high-resolution HAADF-STEM can
clearly demonstrates Sb incorporation inside GaSb-capped InAs QDs grown on
GaAs substrates by MBE. These techniques show the presence of the four elements
(Ga, In, Sb, and As) in the QDs, presumably as a result of an intermixing process
during the growth of the QDs and the GaSb capping layer. In this sense, the more
intense contrast in the HAADF-STEM image of Fig. 2.5a is associated with high
Z-number, depicting the presence of In-rich cationic columns and/or Sb anionic
columns inside the observed quantum dot. For a statistical analysis of the integrated
intensities associated with anionic and cationic columns, the process described
in Sect. 2.2 was followed. The intensity profile along the growth direction shows
a well-defined maximum which supports the data obtained by EELS (see [52]).
The intensity maxima of anionic and cationic columns are located in the same
areas where EELS measurements showed maximum In and Sb concentration.
The analysis also demonstrated a tendency of the Sb to extend toward the apex of
the QDs. Although no clear GaSb capping layer was observed in the heterostructure,
the analytical results showed a GaAsySb1�y on top of the GaxIn1�xAsySb1�y core.

A possible route to optimize the luminescence properties of GaSb-capped
InAs/GaAs quantum dot heterostructures is through the incorporation of a GaAs bar-
rier layer between the InAs QDs and the GaSb capping layer. Composition profiles
were obtained in heterostructures containing a GaAs barrier using EELS, HAADF-
STEM, and dark-field 002 diffraction contrast TEM. Figure 2.6b shows EELS maps
of elemental distribution for Ga, In, and Sb. The measured scenario—two In-
containing layers separated by a thin Sb-containing layer—does not correspond
to the desired (nominal) structure. This striking difference gives insight into the
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Fig. 2.5 (a) High-resolution
HAADF-STEM image of an
InAs QD capped by a GaSb
layer. The approximate
location of interface with the
GaAs capping layer is
indicated on the image with
dotted lines. (b) Intensity
profile taken along [001]
across the central part of the
HAADF-STEM image of (a)
(reproduced from [52])

complex interplay between segregation and desorption. Two conclusions are evident
(1) surface-segregated Sb competes strongly with In, and effectively blocks In
incorporation into the lattice, and (2) when the Sb concentration falls below a
certain threshold, In incorporation into the lattice resumes [53]. This is the first
clear evidence of a strong influence of Sb on the incorporation of In—which
occurs despite the fact that In is incorporated only on group III sites, while Sb is
incorporated on group V sites.

Finally, GaSb QDs grown directly on GaAs substrate were analyzed by high-
resolution HAADF-STEM images, resolving the atomic columns and obtaining a Sb
distribution map. Figure 2.7 corresponds to integrated HAADF-STEM intensities
for each projected unit cell superimposed on the original HAADF image, where
a higher intensity corresponds to unit cells with higher Sb content. This type of
analysis is very helpful to determine the lateral size and height of a nano-object.
In this case, it demonstrates the formation of a discontinuous layer composed
of GaAsxSb1�x nanostructures with a lateral size in the region of 1–10 nm and
heights of around 1 nm [54]. These measured dimensions mean that there has been
a volume reduction of the nanostructure by three orders of magnitude during the
GaAs capping process. This proves the strong Sb segregation occurring during the
growth of the GaAs capping layer.
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Fig. 2.6 (a) HAADF-STEM image of a nominal GaSb/6 ML GaAs/InAs/GaAs heterostructure
viewed along [110]. The rectangle indicates the region analyzed by EELS. (b) EELS-Independent
Component Analysis images of Ga, In, and Sb distribution of the marked area. (c) Composition
profiles taken from (b). Note that two In-containing layers are registered in (b) and (c), showing
the reduction of In incorporation by Sb (reproduced from [53])

Fig. 2.7 Integrated intensities for each projected unit cell, superimposed on a high-resolution
HAADF-STEM image of the GaSb/GaAs layer (adapted from [54])

In summary, these studies show the formation of GaxIn1�xAsySb1�y in the core
of QDs, likely to be a strain-driven process. A clear influence of Sb on the In
incorporation in heterostructures containing a GaAs barrier layer is revealed, as
well as Sb segregation during the capping process of GaSb QDs grown directly
on a GaAs substrate. In all cases, the difference between the nominal structure and
the one observed experimentally is very clear, thus demonstrating the need for high-
resolution analysis in the development of these semiconductor systems.
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2.5 Results on InAs Quantum Wires

This section summarizes our contribution to the understanding of the growth of InAs
self-assembled stacked quantum wires on InP(001) substrate by MBE using differ-
ent techniques. Morphological and compositional changes from the initial stages
have been characterized. Experimental and simulated results of the inhomogeneous
strain field in the structures have proved it as the driving force for the heterogeneous
morphology and As distribution, and for their nucleation on preferential sites on
each stacked layer and with them, their vertical distribution along the stacked
heteroepitaxial layers.

To manufacture improved three-dimensional (3D) semiconductor nanostructures
for telecommunication devices which has to respond to increasing requirements
of data transmission speed and stability, the self-assembly, through the Stranski–
Krastanov (SK) growth mode, is recognized as one of the most remarkable approach
to be followed. For the heteroepitaxial system InAs/InP grown by MBE, the strong
stress anisotropy at the InAs/InP interface along<110> directions [55,56] can lead,
under particular growth conditions, to the formation of horizontal quantum wires
(QWRs) instead of QDs. Due to its potential applications for telecommunication
technologies, an intensive research has been carried out on this type of nanostruc-
tures during the last years. In fact, it is well demonstrated that QWR emission
properties can be tailored from 1.2 to 1:9 �m [57] by controlling several parameters
such as the substrate temperature, the distribution of the different layers during the
vertical arrangement, or their density [58–60].

In this context, the control of the shape, size, position, compositional informa-
tion, and strain of the semiconductor nano-objects constituting these nanostructures
is crucial to improve their design and functionality [61]. The development and
implementation of methods to extract this information at the nanoscale, and in
some cases at the atomic scale, should help us to be able to know and relate their
characteristics with their functional properties.

Results obtained by high-resolution phase-contrast and Z-contrast electron
microscopy techniques, in coordination with peak-finding methods, finite elements
analysis (FEA), and EELS, are reviewed next. They are applied to measure the
above-mentioned structural properties at the nano- and atomic scale, to predict
the preferential nucleation sites of single and stacked layers, and to contribute to
understand the growth of single and stacked layers of QWRs.

2.5.1 Nucleation and Initial Growth Stages of InAs/InP(001)
QWRs

With the aim of evaluating the wires’ growth at their initial stages, samples with
2.3, 2.5, and 2.7 InAs monolayers (ML) grown on InP(001) were analyzed. The
first sample corresponds to the onset of the elastic relaxation process due to the
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Fig. 2.8 Color low pass-filtered high-resolution Z-contrast image obtained from a magnified
region of the central part of the InAs(P)/InP wire interface. The existence of a diatomic step is
clearly visible on the dotted line (reproduced from [52])

spontaneous self-assembling of QWRs, and the last sample to the well-developed
QWRs. The growth conditions are reported in [58, 62].

The analysis of atomic force microscopy images [52] and high-resolution
Z-contrast micrographs of capped and uncapped nanowires reveal that atomic
steps located at the surfaces of substrates or buffer layers play a central role in
controlling the growth mechanism. In fact, they show that most of the nanowires
are positioned on the upper terraces of the growth surface steps close to the step
edge. In particular, Fig. 2.8 shows a high-resolution aberration-correctedZ-contrast
image of a capped nanowire located just on InAs(P)/InP(001) interfacial steps. In
this case, InAs-rich regions are demonstrated to be situated on the region described
below. The strain at the growth surface on the upper and lower terraces of diatomic
steps during the very initial stage (2D) of InAs deposition is calculated by FEA,
using anisotropic elasticity theory. Larger positive strains are found at the upper
terrace surface, which explains the lower chemical potential for further growth on
the upper terrace of the diatomic step, and therefore, the preferential nucleation for
the nanowires.

Regarding the morphological evolution of the initial QWRs, maps of the
integrated intensity around As–P columns (Fig. 2.9b, d) determined from the high-
resolutionZ-contrast images in Fig. 2.9a, c—as described in Sect. 2.2—display that
(001) is the main facet of the nano-objects at their very initial stage of formation;
however, it is gradually reduced in favor of f114g or f118g. It is clearly observable
from this analysis the compositional asymmetry of the nanowires since their initial
steps of growth, which has a strong effect on the final arrangement, composition,
and strain of the nanowires.

Three-dimensional models built by FEA explain the facets’ evolution in terms of
variation of the elastic energy. These calculations locate energy minima on (001)
facets and maxima around the QWR perimeter where it joins the wetting layer
(WL), favoring diffusion of arsenic atoms from these edges toward the QWR top
(to increase its height) and outside (for the nucleation of new wires).
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Fig. 2.9 Z-contrast images and their maps of integrated intensities around As–P columns of
samples with 2.5 ML (a–c) and 2.7 ML (b–d) of InAs. Higher values of integrated intensity denote
higher As content (reproduced from [62])

2.5.2 Simulated and Experimental Determination of Strain
Map and Prediction of Nucleation Sites for the Growth
of the Stacked Structures

For self-assembled nanostructures, the size, homogeneity, density, and spatial
organization degree can be improved by stacking several layers. The InP-capped
InAsxP1�x nanowires of each layer underneath each new stacked layer of nanowires
produce inhomogeneous strain fields that propagate toward the capping layer surface
where the next nanostructures will be formed, controlling the distribution of the
strain at the InP growth surface.

By combining in situ stress measurements and TEM, the effect of this strain
field has been reported and the wire growth explained by considering stress-driven
mass transport and P/As exchanges [60]. The thickness and the growth temperature
for layers capping nanowires are critical parameters that permit the control of the
heterogeneous strain field associated with the buried nanowires and the nucleation
sites on each stacked layer at the growth surface.

The understanding of the wires growth can be completed following two
approaches: (1) Measuring the strain field by applying peak-finding methods
[19, 30] (see Sect. 2.3) to HRTEM images of stacked nano-objects. (2) Calculating
the strain field by solving the anisotropic elastic theory equations by FEA using a
compositional model of the studied nano-objects. This method has been proven to
be one of the most efficient procedures to model the strain associated with these
buried nanostructures [63–66]. Inputs for this compositional model are given by
both spatially resolved EELS and aberration-corrected high-resolution Z-contrast
images. Figure 2.10 depicts the process followed to find the preferential nucleation
sites of stacked epitaxial nanowires.
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Fig. 2.10 Scheme of the sequential process to predict preferential nucleation sites of stacked
InAs/InP nanowires by the analysis of high-resolution HAADF-STEM images (adapted from [67])

Both approaches have been applied to InAs/InP single and stacked nanowires for
two different growth temperatures (380 and 515ıC) and thicknesses (between 3 and
20 nm) of the capping layer (see growth details in [59] and [60]).

Compositionally sensitive TEM images of low capping temperature (380ıC)
samples show nanowires randomly distributed for 20-nm-thick spacer layers. On
the contrary, for 5-nm-thick layers, they are displayed well ordered, and arranged
along a direction that forms 9ı with the [001] vertical direction. For high capping
temperatures (515ıC), a similar arrangement is only found in the sample with 3-nm-
thick capping layer, resulting in a stacking angle of about 16ı.

The location of the minimum chemical potential at the growth surface (preferen-
tial nucleation sites) corresponds approximately to the positions of minimum strain
energy calculated by FEA. Since experimental and simulated values are in good
agreement, one can conclude that this estimate allows the successful prediction of
the stacking angles of the studied nanowires [67, 68].

Strain from HRTEM images has also been mapped in the same stacked layers
of nanowires. The InAs(P) strained area related to the wire decreases as the growth
temperature of the capping layer is risen. This is due to As/P exchange process
during wire capping, which is enhanced at higher temperatures. In general, the
maximum strain is not in the wire center, which is associated with the existence
of an inhomogeneous composition distribution in the wires. This effect confers an
asymmetric profile to the strain spreading on the InP surface that explains the shifted
nucleation sites found by FEA. Moreover, quantitative agreement between the strain
values based on simulated maps and experimental ones is found (see Fig. 2.11) [69].

In summary, high-resolution phase-contrast and Z-contrast electron microscopy
techniques, complemented by peak-finding methods, FEA, and EELS, have led to
a better understanding of the horizontal InAs/InP quantum wires’ growth process
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Fig. 2.11 Simulated [001] strain component of nanowires buried under 5 nm of spacer layer grown
at 380ıC (a), and the same strain component determined from the analysis of HRTEM images of a
single layer of nanowires (b). Experimental contour plots of the [001] strain component measured
for both samples with different growth temperatures show similar strain maxima (5.7%)

since its initial stages. They can be successfully applied to measure the structural
characteristics of the wires at the atomic scale and to predict the preferential
nucleation sites of single and stacked layers.

2.6 Analysis of the N Distribution in GaAsN

Recently, there has been great interest in extending the possibilities for band-
structure engineering for GaAs-based materials by alloying with N. The addition of
a small amount of N (lower than 5%) to Ga(In)As produces a substantial extension
of the emission wavelength [70], allowing operation at the transmission windows
of optical fibers. However, point defects such as the N–N split interstitials [71] and
the AsGa antisites [72] have been identified as electron traps in Ga(In)NAs, and the
local clustering of N atoms has been suggested to create a range of defect states
within the energy gap [73]. Therefore, the characterization at the atomic scale of the
behavior of N at the few percent level in GaAs is critical to understand and optimize
the performance of this system.

In order to shed light on the behavior of N in GaAs, Ga(AsN) quantum wells with
different N compositions (0.1, 0.4, 1, and 2.5%) grown between GaAs barriers by
MBE were analyzed. The N composition was controlled by monitoring the optical
intensity of the atomic N plasma emission. The high-resolution HAADF-STEM
study was performed using an aberration-corrected VGHB501 dedicated STEM
operated at 100 kV; the low magnification analysis was carried out in a JEOL 2500
(S)TEM, operated at 200 kV.

Initial HAADF-STEM analysis of the Ga(AsN) QWs at low magnification led to
an interesting result. As can be observed in the inset in Fig. 2.12a, the Ga(AsN)
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Fig. 2.12 (a) Plot of the
evolution of the contrast
(IGaAsN � IGaAs/=IGaAs vs. N
content from the low
magnification images of
Ga(AsN) QWs. The inset
shows a micrograph of a QW
with N D 2:5%;
(b) high-resolution
HAADF-STEM image of a
QW with N D 2:5%; plot of
the contrast measured from
the high-resolution images
separately from the valley
between the atomic columns
(b) and from the atomic
columns (c) vs. N content;
(d) plot of the experimental
average dumbbell spacing
ratio vs. N content
(reproduced from [74])
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QWs with N D 2:5% appear brighter than the GaAs barriers when imaged in
HAADF-STEM despite the reduced average atomic number. As pointed by early
studies by Perovic et al. [75] and Treacy et al. [76] and more recently by Grillo
et al. [77], the local distortion of the lattice plays a major role in HAADF-STEM
imaging of non-perfect crystals. Thus, the origin of the observed contrast may
rely on the local distortion of the lattice due to the introduction of nitrogen, as
pointed by Wu et al. [78]. Figure 2.12a shows a plot of the contrast GaAsN–GaAs
[C D .IGaAsN � IGaAs/=IGaAs] vs. the N content. It is observed that the evolution
of contrast with the N content does not follow a linear behavior: the slope of the
curve for low N concentration is relatively large and for the higher N content, the
curve levels off. The origin of this dependence is not immediately clear for what is
supposed to be a random substitutional alloy.

To investigate the origin of the observed evolution of contrast with increasing N
content, the QWs were analyzed by high-resolution HAADF-STEM with aberration
corrector, as can be observed in Fig. 2.12b for N D 2:5%. The contrast from the
valley between atomic columns and that from the atomic columns were separately
measured and plotted vs. the N content in Fig. 2.12c, d, respectively. The intensity
valley/peak was measured individually for each dumbbell in each image for up
to six images per concentration; the error bars correspond to the standard error
over all these measurements. It is clear that the contrast from the valleys between
columns shows a strong increase and then flattens off for higher N concentration,
similar to the behavior obtained from the low magnification images, whereas
the increase in contrast from the atomic columns is negligible. This reveals that
the increased intensity found in Ga(AsN) originates specifically from the valleys
between atomic columns rather than from the columns themselves. Additionally,
the average dumbbell spacing ratio was also measured from individual dumbbells,
finding a nonlinear reduction when increasing the N content (Fig. 2.12e). This
behavior is likely caused by the introduction of an additional strain component due
to the incorporation of N in the lattice.

In order to explain the origin of these results, simulations of the HAADF-
STEM images were performed for different likely N configurations in diluted nitride
Ga(AsN). Thus, the existence of N–N split interstitials, N–As split interstitials, or
(AsGa–NAs)nn pairs in Ga(AsN) has been suggested theoretically [79] and verified
experimentally [80,81]. Also, the low solubility of N in GaAs [82] has been reported
to induce the clustering of N atoms [83] in the alloy. Both interstitial N and N
clustering could produce a change in the thermal diffuse scattering (TDS) from
the Ga(AsN) region. According to this, the simulation of Ga(AsN) structures was
performed, N atoms being incorporated in the group-V lattice sites (substitutional N)
both randomly and in incipient clusters (2N cluster), and also in the form of
the above interstitial N complexes (a schematic of these complexes is shown in
Fig. 2.13).

The equilibrium lattice positions of the atoms in fully relaxed Ga(AsN) com-
plexes used as input in the HAADF-STEM simulations were calculated using
density functional theory within the local density approximation, as implemented in
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Fig. 2.13 (a) Plot of the contrast vs. nitrogen content from the simulated images of the different N-
complexes. Open symbols correspond to the valley between the columns and solid symbols to the
atomic columns; a schematic picture of each complex is included where the dark atoms represent
N, the dark gray represent Ga and the light gray represent As; (b) averaged dumbbell spacing
ratio measured from the simulated images for the different complexes vs. N content (reproduced
from [74])

VASP [84]. All the calculations were performed using 64-atom cubic cells. All the
atoms were relaxed to minimize the Feynman–Hellmann forces to below 0.02 eV/Å.

HAADF-STEM images were computed using the simulation software SICSTEM
[85]. Elastic scattering was implemented following Kirkland’s approach, while
TDS was included using a local TDS absorptive potential approach. Images
corresponding to 70-nm-thick structures (which is the thickness of the sample
foil where the experimental images were acquired) for the different complexes
were simulated, where the N complexes were located in random positions in three
dimensions. The dumbbells’ spacing and intensity valley/peak have been measured
individually for each dumbbell in each image, and then averaged. It is worth noting
that a mismatch of 2–4 times between STEM images and simulations [86] has been
reported previously, associated with an overestimation of the degree of coherence
in the electron source [87]. Because of this, the comparison of the experimental and
simulated images will be based on the evolution of contrast with composition, not
aiming to compare absolute values of intensity between theory and experiment.

The simulated images for substitutional N have shown an increased intensity
coming from the N containing area, presumably due to the local distortion of
the lattice. In order to separate the effect of the Z number from that due to the
deformation of the structure, the simulation of a GaAs cell mimicking the local
distortion of substitutional N was performed, where the N atom of a relaxed
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Ga(AsN) structure was substituted by As without changing the position of the
atoms. The simulation of such a structure exhibited exactly the same intensity as
the simulated substitutional N in Ga(AsN). This result shows the strong effect of the
static atomic displacements in HAADF-STEM images. This distortion of the lattice
has an effect similar to freezing in lattice vibrations, enhancing the effective Debye–
Waller factor of the host lattice [88] and, in some cases as shown in this work, it can
dominate over the Rutherford-scattering component.

Figure 2.13 shows the plots of the contrast Ga(AsN)–GaAs (a) and the average
dumbbell spacing ratio (b) vs. N content derived from the simulated images. As can
be observed, the contrast for substitutional N shows an increasing slope for higher
N contents, whereas the experimental study showed saturation for increasing N. The
dumbbell spacing ratio also follows the opposite tendency with respect to the exper-
imental study, increasing with N content. This different behavior reveals the exis-
tence of alternative N configurations in the alloy besides random substitutional N.

According to Fig. 2.13a, both the N–As split interstitial and the (AsGa–NAs/nn
pair complexes show a pronounced increase in contrast for the higher N composi-
tions, whereas the experimental results show the opposite. Moreover, the evolution
of dumbbell spacing ratio with the N content does not agree with the experimental
observations for any of these complexes. For the N–N split interstitial, both the
Ga(AsN)–GaAs contrast and the dumbbell spacing ratio stay very stable with
increasing N content because of the small local distortion when substituting As for
two N. Consequently, the existence of this complex in the alloy cannot explain the
experimental results.

The 2N substitutional complex is the only one for which the simulations agree
with the experimental results. Thus, as can be observed, the evolution of contrast
with composition increases with N content, with a reduction in the slope for higher
N contents. The dumbbell spacing ratio, on the contrary, decreases for higher N
contents with the same tendency as in the experimental curve in Fig. 2.12e. These
results clearly point to the absence of interstitials in the alloy and to the onset of
N clustering. Substitutional N pairing up to four neighbor position in GaAs1�xNx

alloys with x < 0:025 has been reported previously [89], in good agreement with
our experimental observations.

2.7 Review on InN Nanostructures

Despite being traditionally a material discriminated against the rest of the family
of III-nitrides, the interest in InN started growing after the re-establishment in
2002 of its band gap to a value close to 0.7 eV [90–93] from the 1.9 eV that was
assumed before [94]. This observation opened a new field of possibilities, since the
combination of InN with GaN and/or AlN to form ternary or quaternary alloys could
lead to high-efficiency optoelectronic devices covering a wide range of wavelengths,
from the infrared to the ultraviolet including the whole visible spectral range [95].
In the same way, the gradual improvement of the different growth techniques led to
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the fabrication of high-quality crystalline InN layers that presented largely improved
electrical properties compared with the past [96,97]. The attempt to join the promis-
ing properties of InN with those derived from quantum confinement effects made the
fabrication of InN-based nanostructures the next challenge. Unlike some other sys-
tems such as InAs, (InGa)As, or GaN, results about the development of InN nanos-
tructures have emerged only during the last few years. It was not until 2003 when
Briot et al. [98] first achieved the growth of InN QDs grown on GaN by metalorganic
vapor phase epitaxy, and later in the same group, also on AlN and Si substrates [99].
In the same year, Cao et al. reported the growth of InN QDs and their shape and size
dependence on the MBE deposition conditions [100]. After this, important improve-
ments were achieved regarding smaller sizes and higher densities [101–107], and
recently the emission, even very poor, of InN QDs [108,109] and growth and optical
properties of cubic InN dots [110] have been reported. Other types of InN nanostruc-
tures fabricated so far include single [111] and multiple [112–115] quantum wells,
nanocolumns [116, 117], and nanowires [118–120]. However, even if the number
of publications related to these nanomaterials has increased considerably during the
last years, the number of them including characterization by HRTEM still remains
scarce. Some of the results that will be described later in this section correspond to
the first ones reported in the literature about structural and chemical characterization
by (HR)TEM of InN QDs. This technique was also used to analyze the crystalline
structure and quality [117], or the Si/InN and Si/AlN/InN interfaces in InN
nanocolumns [116]; to confirm the cubic structure of the QDs [110] and the exis-
tence of oxide precipitates in InN nanostructures [121]; or to investigate the relax-
ation mechanisms of InN nanowires on GaN [120]. Our main contribution to the
field is related to the characterization by means of electron beam-related techniques
of uncapped and GaN-capped InN QD heterostructures grown on GaN/Sapphire
substrates by metalorganic vapor phase epitaxy [98]. Even though a wider number
of techniques were employed and an extensive work has been carried out, here we
will mainly concentrate on the results derived from the HRTEM analysis.

The investigated InN/GaN quantum dots present a well-defined flat hexagonal
shape with an average height of 12 nm and diameters of 72 and 120 nm for uncapped
and capped QDs, respectively [122]. When observed in plan-view TEM (PVTEM)
geometry, the presence of three-directional moire fringes patterns is revealed in
all the uncapped QDs. These patterns were used to estimate the average degree
of plastic relaxation of InN in the heterostructure, showing that it is close to a
full relaxation, which was confirmed later by HRTEM [123]. As in other cases of
highly mismatched heterostructures, this high degree of relaxation is related to the
presence of a dense misfit dislocation (MD) network at the interface between the
two materials. The application of conventional diffraction contrast TEM in plain
view orientation to study the MD network is not feasible due to the large number
of dislocations and their associated strain fields. However, these problems were
overcome after the application of the GPA method [31] to high-resolution PVTEM
micrographs, which allowed us to obtain strain maps at the atomic scale of the
heterostructure and successfully perform a complete characterization of this MD
network [124]. Figure 2.14a displays a HR-PVTEM micrograph of an uncapped
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Fig. 2.14 (a) Planar view HRTEM micrograph of an uncapped InN QD and (b) the corresponding
strain map calculated using the GPA method; (c–e) calculated stress components from the strain
map in the area marked with a white square

InN QD, and Fig. 2.14b the associated strain map. In the latter, three families
of MDs (red lines) are distinguished, without interaction between them or node
generation, but forming a sort of “stars of David” network. Moreover, these maps
also revealed the behavior of the MDs when they are close to the edge of the QD.
From the strain maps and the corresponding elastic constants, stress maps were built
in areas containing the boundary of the QD, as the one marked with a white square
in Fig. 2.14a. The results, displayed in Fig. 2.14c–e, turned out to be in perfect
agreement with the stress distribution around an edge threading dislocation. This
means that not only a dense network of MDs exists at the interface InN/GaN, but
there is also another network of threading dislocations surrounding the system, as a
consequence of the bending of the MDs when they are close to the edge of the QDs
due to the free surface forces.

Additionally, the above-mentioned Moiré fringes revealed extra information
about the system: the interruption of the Moiré lines in the region close to the center
of the QD (see arrow in Fig. 2.15a) is a consequence of the presence of a threading
dislocation in that area. To assess if that TD is located in the GaN, the QD, or
both, inverse fast Fourier transform of the area marked with an orange square in
Fig. 2.14a was built considering the reflections that correspond to GaN and InN
separately, and drew for both cases a Burgers circuit around the area of interest.
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Fig. 2.15 (a) PVTEM micrograph of an uncapped InN QD showing one family of Moiré fringes.
The arrow indicates a discontinuity of one of these lines. (b and d) Inverse fast Fourier transforms
of the area containing the discontinuity marked with an orange square in Fig. 2.14a for InN and
GaN, respectively

Figure 2.15b, c shows the results: for InN the circuit closes perfectly, whereas for
GaN the same closure fails. This means that the TD is located in the GaN, does
not propagate into the InN QD, and has at least an edge component of the Burgers
vector. Finally, applying the invisibility criterion to conventional diffraction contrast
micrographs confirms that the dislocation is pure edge type. This was not an isolated
observation, but a general rule for every dot observed in large areas of the sample,
so these pure edge-type TDs in GaN are assumed to be related to the nucleation
mechanism of the InN QDs [125]. None of the classical nucleation models found in
the bibliography (Volmer–Weber, Stranski–Krastanow, and Burton–Cabrera–Frank)
fulfilled our observations, so even though the basic interactions that lead to the
nucleation of the InN QDs on top of pure edge-type dislocations in GaN are still
not clear, our observations suggest a new mechanism never reported before.

Finally, HRTEM was also used to investigate the aging process of the uncapped
InN QDs after 36 months of exposure to environmental conditions [126,127]. While
the GaN capping layer prevented the capped QDs from interacting with air and then
no structural changes are observed, the uncapped dots suffered a transformation
from the hcp structure to cubic phases in the more external layers, while the core of
the dot remained as wurtzite InN. These cubic phases turned out to be composed of
indium oxide, and highly oxygen-doped cubic InN was proposed as an intermediate
phase between the original wurtzite InN and the final product, In2O3.

2.8 Crystalline, Compositional, and Strain TEM
Assessments of High-Quality Epilayers of Ternary
and Quaternary III-N Alloys

Semiconductor stoichiometric solid solutions composed of half of N atoms and
half of a single element or a random mix of specific elements of the group
III of the periodic table (i.e., Al, Ga, and/or In) energetically tend to stabilize
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in the hexagonal wurtzite-type phase (2H-polytype) and constitute the base of
numerous recent and foreseen advantageous technological applications. These new
materials have mainly been developed through the last 15 years and were commonly
fabricated as thick deposits on different substrates or pseudosubstrates such as
bare or modified sapphire, silicon carbide, gallium arsenide, or silicon wafer
surfaces since no technique for obtaining single crystals existed. Due to many
deleterious effects for their growth, such as lattice mismatch-induced stress and
other thermodynamical restrictions, these materials develop and suffer from the
formation of extended defects and crystalline or compositional phase separations.
Nevertheless, the use of MBE and other techniques is starting to allow epitaxial
depositions of III-N binary compounds (AlN, GaN, and InN) and their ternary
and quaternary alloys (AlGaN, InAlN, InGaN, and InAlGaN) in the form of
single crystals. The current trend on semiconductors downscaling to get device
miniaturization—and hence improvements by quantum confinement and/or electron
accumulation effects—compels to obtain nano-sized motifs with high quality and
controlled size and shape of layers, wires, or dots depending on the desired
performance. In the described context, any heteroepitaxial volume of III-N under
a critical thickness, even unfaulted, is subjected to a tetragonal-like distortion.
The amount of this deformation can be calculated through the elastic theory, and
its determination depends on the fine fourfold knowledge of material features,
namely, lattice mismatch, surface orientation, chemical composition, and directional
anisotropic stiffness constants. TEM-related techniques permit to collect important
structural and chemical information to solve these problems. This section focuses
on the importance of these aspects and describes some examples of how TEM
can contribute to characterize heterosystems consisting of mismatched and nearly
lattice-matched thin films of hexagonal InGaN, InAlN, AlGaN, and InAlGaN grown
on the basal plane of unstrained GaN buffer thick layers grown on sapphire.

2.8.1 Previous Considerations

Films based on a hexagonal III-N compound or alloy, InxAlyGazN (xCyC z D 1),
with a definite composition (x, y, z/, are often subjected to biaxial stresses. On
polar surfaces, these stresses promote a strain parallel to the basal plane ("a)
which is opposite and related to the perpendicular strain to this (0001) plane ("c).
Provided that the quality of the layer is high enough (single phased with crystalline
and compositional homogeneity and stoichiometry), the anisotropic elastic theory
assumes that the experimental lateral strain coefficient RS.x; y; z/ D "c="a should
be equal to the biaxial strain relaxation coefficient RB.x; y; z/, which is dependent
on the ratio of the crystal elastic constants, Cij .x; y; z/. Lattice and elastic constants
of ternaries and quaternaries can be calculated for any composition within contour
conditions which correspond to the different binary III-N, using Vegard’s law
(d0InxAlyGaz D x d0InN C y d0AlN C z d0GaN). Table 2.1 lists reliable elastic
constants statistically calculated as far as recently claimed accurate lattice constants
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Table 2.1 Reference material parameters used in this work

InN AlN GaN

2H- a0 (Å) 3.53774 3.11197 3.18840
2H- c0 (Å) 5.70374 4.98089 5.18500
C11 (GPa) 237˙ 7 395˙ 5 374˙ 4

C12 (GPa) 106˙ 4 137˙ 3 138˙ 4

C13 (GPa) 85˙ 3 107˙ 3 101˙ 4

C33 (GPa) 236˙ 6 404˙ 6 395˙ 5

C44 (GPa) 53˙ 3 117˙ 2 98˙ 3

Reference [44] [128] [44]

Fig. 2.16 Values of
RB.x; y; z/ for the whole
InxAlyGazN compositional
range. These values should
theoretically be coincident
with the experimental ratio of
lateral strains,
RS.x; y; z/ D "c="a

for hexagonal binaries: InN (y D 0 and z D 0), AlN (x D 0 and z D 0), and GaN
(x D 0 and y D 0).

Figure 2.16 shows the expected values of RB for any perpendicularly strained
polar wurtzite InxAlyGazN. This plot and further calculations have been obtained
by using the data in Table 2.1 and that RB.x; y; z/ D �2C13.x; y; z/=C33.x; y; z/.
It is very important to note that the assumption of a linear trend for Cij .x; y; z/
among binaries implies a bowing behavior for RB.x; y; z/. From the assumption
that RB.x; y; z/ D RS.x; y; z/, compositions can be indirectly calculated by the
use of the lattice parameters of the films. However, the erroneous applications of
Vegard’s rule have led to big underestimations and overestimations of sets of x; y
(InAlN); x; z (InGaN); y; z (AlGaN); or x; y; z (InAlGaN) values in the past.

2.8.2 Briefly, a Complete (S)TEM Study

In a first stage, careful analyses of conventional diffraction contrast micrographs
(DCTEM) and selected area electron diffraction (SAED) patterns might be enough
to know if the analyzed III-N materials are of a sufficient crystalline quality and
worth to deserve a deeper insight [44, 128–130]. In this case, being the nitride
layers of good quality, sharp diffraction spots associated with the substrate materials
together with a unique set coming from a single crystalline ternary or quaternary
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Fig. 2.17 XTEM micrograph
of a good quality
InAlGaN=GaN=Al2O3

heterostructure (left) and
corresponding SAED pattern
with indexed reflections
(right)

Fig. 2.18 BF (top left) and
DF DCXTEM micrographs
of ternary and quaternary
III-N epilayers grown on GaN

III-N layer are only expected to be present in an electron diffraction pattern.
Figure 2.17 presents a cross-section (XTEM) panoramic image representative of
an InAlGaN/GaN/sapphire heterostructure, and its respective SAED pattern with
reflections indexed into the inset.

It is well known that the low miscibility of binary compounds, especially when
using InN, often leads to phase separation effects. Contrasts associated with these
effects have been reported by means of DCTEM and SAED for ternary and
quaternary alloys, for example, in extensive studies made by Prof. Mahajan’s group
in the last decade [131–137].

The only defects that are still acceptable in III-Ns for their adequate performance
are the threading dislocations (TDs). It is not easy to get rid of them in film
fabrications mainly due to the involved misfit strains among layers. Although some
scientists found that they are electronically beneficial, the main goal is to have the
lower possible densities; and a study of their null, occasional or common presence
is feasible by DCTEM. If the semiconductor material is properly oriented in the
electron microscope, the reflections 000N or 011N could be used on bright-field
(BF), dark-field (DF), or weak-beam (WB) modes, and imaging is acquired for
screw component (their Burger vectors are “c” or “a C c”) or for edge plus mixed
(“a” or “aCc”) TDs, respectively. Figure 2.18 shows DC-XTEM images (g D 0002
near the [1120] zone axis) representative of non-defective alloys in InAlN/GaN and
InAlGaN/GaN heterostructures, and of a horizontally phase-separated quaternary
alloy (top right image). Screw component TDs presenting different behaviors, when
stopping at or crossing the interfaces, are also visible.
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Fig. 2.19 HRTEM (top left)
and HAADF images of
III-N/GaN interfaces

HRTEM and STEM techniques are applied to demonstrate the quality of the
material. While HRTEM images permit a structural comprehension of layers’
sequence and their interfaces at an atomic level, to analyze the chemical homo-
geneity in layers, a combination of nano-probe energy dispersive X-ray (EDX)
spectra and HAADF images, both in STEM mode, is useful and needed. EELS
or energy-filtered TEM can also be helpful for this purpose. The 2D arranged
atomic columns in the HRTEM detail of Fig. 2.19 illustrate an example of sharp
interfaces among single crystals. The nano-interlayers labeled as “spacer” served as
a buffer between the epilayer and the GaN in these cases. See in the same figure
HAADF micrographs of various alloys with constant compositions [deduced from
smooth and invariable atomic mass (Z/-contrasts], except for the one horizontally
phase-separated InAlGaN bilayer. Note that for any of the epilayers claimed as
homogeneous, for 10–20 EDX-STEM spectra taken for nano-sized regions of every
ternary and quaternary alloy in different positions, the measured compositions
spread less that 2% of the average for each film. This spread is on the level of the
absolute error of the technique, giving this fact another hint on the uniformity of the
composition.

Nevertheless, these examples of high homogeneity are still unusual in thin
III-N epilayers and similar good qualities as those presented here have been rarely
claimed, as, for example, in InAlN [138] or in InGaN [139], but for a very rough
surface in the latter case. Some representative examples in the recent literature
can be found for the state-of-the-art, but defective, ternary and quaternary III-Ns
studied by some combination of HRTEM, HAADF, EDX, and EELS analyses.
In this way, for InAlN nearly lattice matched to GaN, there are reports on
horizontal composition separation [128,129], or on In segregation to vertical domain
boundaries [140, 141] or to surface V-defects [142, 143]. For AlGaN, composition
modulation [136], phase-separated domains [144] sometimes having tunnel defects
and associated dislocations with erratic behaviors [145] have also been measured.
On the other hand, surface-grown InGaN thin films showed bilayered structures
of In- and Ga-rich InGaN parallel to the growth plane [146]. For InGaN/GaN and
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AlGaN/GaN, most of these kinds of studies focused on the presence of V-defects,
atomic fluctuations or clustering, and electron beam damage in multi-quantum wells
[147, 148]. Only a few advanced TEM studies begin to consider InAlGaN alloys, a
system where the control of composition is less well understood during the growth.
Nano-scale In clustering in InAlGaN was observed by HRTEM [149], and a high-
quality InAlGaN layer was elsewhere claimed [150]. However, the contents of both
In and Al in the latter cases are in practice very low, with a lower probability of
defects promoted by the lack of affinities among In, Ga, and Al atoms.

2.8.3 Analyses of Lateral Strains

Once the high compositional homogeneity is confirmed, the combination of chemi-
cal and lattice measurements can facilitate a complete analysis of the perpendicular
deformations in the layers, assuming they behaved biaxially strained as expected by
the elastic theory. Accurate measurements of lattice parameters are often supplied
by high-resolution XRD analyses, but they can also be estimated by TEM with
precisions and accuracies below 1% [151]. In this way, the comparison of the
positions of sharp spots corresponding to nitrides with respect to those of a present
unstrained internal standard in the same SAED pattern is needed for claiming such
accuracies. In the example shown in Fig. 2.20 for an InGaN/GaN/AlN/sapphire
heterostructure, having one pixel resolution for InGaN- and Al2O3-related far
reflections, lattice measurements of the ternary alloy with an error of ˙0:001 Å are
possible [44]. In the case of phase-separated films or for those having small solid
solution inhomogeneities, the variation in the composition can create a distribution
of d -spacing for a crystallographic plane and this approach becomes complex,
although multi-peak-finding retrieval methods can be applied as it is well accepted
in XRD theory.

Fig. 2.20 Brightness profile for specific diffraction spots from a SAED pattern taken for a
InGaN=GaN=AlN=Al2O3 heterostructure (adapted from [44])
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To determine the compositions x, y, z, the general (2.4) can be built from the
considerations given in Sect. 2.8.1. The only required parameters to solve (2.4)
are those listed in Table 2.1 together with measured c and a lattice parameters.
Moreover, a second input is needed for solving a system of two equations, which is
straightforward for the ternary alloys being x D 0 if AlGaN; y D 0 if InGaN; or
z D 0 if InAlN. In the case of a quaternary alloy, the value of any x=y, x=z, or y=z
experimental ratio can be used

c � .xcInN
0 C ycAlN

0 C zcGaN
0 /

xcInN
0 C ycAlN

0 C zcGaN
0

� xaInN
0 C yaAlN

0 C zaGaN
0

a � .xaInN
0 C yaAlN

0 C zaGaN
0 /

D �2xC
InN
13 C yCAlN

13 C zCGaN
13

xC InN
33 C yCAlN

33 C zCGaN
33

: (2.4)

When an agreement is found among calculated and experimental compositions,
the high quality of the layers are confirmed since the expected elastic response
is fulfilled. Then, a derivation of lateral strains is further comprehensible. Note
that the lack of agreement between experimental and calculated compositions, even
for single crystals, may indicate an absence of perfect stoichiometry of the layers
[128]. A collection of the EDX-measured compositions of ternary and quaternary
alloys, together with their thicknesses and strains are listed in Table 2.2. The utilized
measured lattice parameters to make the composition calculations come from the
best quality samples of our own research, and except for the micrographs related to
the bilayers (inhomogeneous layers), the images shown in this section come from
any of these listed samples [44,128–130]. Note the agreement inside the EDX error
as a proof of their good quality (i.e., expected elastic response).

Let us notice to finish that the solutions of compositions calculated with other
well-accepted but simpler approaches for quaternaries [152] lead to unrealistic
values, sometimes very far away from those demonstrated in this work. In con-
clusion, the application of Vegard’s rule among binaries without any modification

Table 2.2 Composition and strain of the best quality InGaN and InAlGaN alloys
from own studies with their reference source

Composition Thick (nm) "c (%) "a (%) Reference

In0:42Ga0:58N 25 0.81 �1:75 [44]
	In0:51Ga0:49N 25 0.21 �0:65 [44]
In0:62Ga0:38N 25 0.75 �1:07 [44]
In0:70Ga0:30N 25 0.33 �0:55 [44]
In0:81Ga0:19N 25 0.08 �0:14 [44]
In0:18Al0:82N 48 �0:01 0.01 [128]
Al0:42Ga0:58N 20 �0:43 0.81 [129]
In0:10Al0:67Ga0:23N 50 �0:01 0.36 [129]
In0:01Al0:42Ga0:57N 45 �0:36 0.67 [129]
In0:04Al0:39Ga0:57N 45 �0:22 0.57 [129]
In0:08Al0:37Ga0:55N 20 0.006 �0:04 [129]
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should be the only method for calculating ternary and quaternary lattice and elastic
constants.
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129. J.M. Mánuel, F.M. Morales, R. Garcı́a, R. Lim, L. Kirste, R. Aidam, O. Ambacher, Cryst.

Growth and Design 11, 2588 (2011)
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Chapter 3
Hot Electron Energy and Momentum Relaxation

Naci Balkan

Abstract This chapter reviews common techniques used to determine the energy
and momentum relaxation rates of hot carriers in semiconductors where the carrier
heating is achieved by either the application of an electrical field or optical exci-
tation. Steady-state spectral techniques aim at determining the carrier temperature
as a function of the optical or electrical power. Transient measurements provide the
relaxation rates via probing the time evolution of the hot carrier population.

3.1 Introduction

The physics of hot carriers deals with nonlinear effects associated with the
energy and momentum exchange between electrons and holes, between carriers
and acoustic and optical phonons, impurities, imperfections, and photons. As the
sizes of functional devices shrink to dimensions comparable with the de-Broglie
wavelength, even the application of a small voltage produces very large electric
fields in the device. Hence Ohm’s law breaks down and nonlinear effects become
the norm.

Following Ridley [1,2], the average energy of electron hEi increases with applied
electric field, F , as

hEi D e�F2; (3.1)

and the momentum hpi, as
hpi D eFt; (3.2)

where � is the electron mobility. However, the gain in the energy and momentum
of the electrons from the applied field is balanced by the losses via the elastic and
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inelastic scattering. Therefore, the simple rate equations describing the conservation
of momentum and energy are

dp

dt
D d.m�v/

dt
D eF � m

�v


m
; (3.3)

dE

dt
D eFv � �E


E
; (3.4)

where m� is the effective mass, �EDE � E0 is the excess energy with respect to
that at zero field (E0/, and 
m and 
E are the momentum and energy relation times.

In the steady state

v D e
m

m� F D �F; (3.5)

E D E0 C .eF/2
m
E

m� : (3.6)

If the conduction band is parabolic, the effective mass does not depend on the energy
of the electron. The energy dependences of the momentum and energy relaxation
times can be represented by [2]


m D AEs 
E D BEsr ; (3.7)

E D
�
.eF/2AB

m�

�s=1�s�r
; (3.8)

v D eFA

m�

�
.eF/2AB

m�

�s=1�s�r
: (3.9)

Hence the field dependences of energy and the drift velocity are determined by
the energy dependences of the scattering time constants. Furthermore, steady-state
solutions are possible only for 1� s� r > 0. For polar interactions, both s and r are
positive quantities and this condition is not satisfied. However, for nonpolar optical
phonons s is negative, r D 1C s, and for equipartitioned acoustic modes sD r and
the stability condition is met.

There are a number of spectroscopic and nonspectroscopic techniques employed
in the measurements of hot electron energy relaxation rates. The techniques that are
based on the heating of carriers utilize the following experimental methods: optical
heating and photoluminescence (PL) in the steady state, electrical heating and
PL in the steady state [3–5], time-resolved photoluminescence with femtosecond
and picosecond resolutions using direct detection (streak camera), photolumines-
cence correlation spectroscopy, photoluminescence up conversion spectroscopy
[3, 4], time-resolved Raman spectroscopy [6–8], hot electron noise spectroscopy
measurements [9, 10], heat pulse measurements [11], mobility mapping [12], and
Shubnikov de Haas (SdH) oscillations for the acoustic phonon-assisted energy



3 Hot Electron Energy and Momentum Relaxation 65

L

W

Pulse generator

Fig. 3.1 Experimental setup for Hot Electron Photoluminescence experiments

relaxation [13]. We start with the review of the steady-state hot-electron energy
relaxation measurements where the carriers are heated up by the application of high
electric fields.

3.2 Hot Electron Photoluminescence in the Steady State

A typical experimental setup for the hot electron photoluminescence (HEPL)
measurements is shown in Fig. 3.1. In the HEPL experiments, samples are fabricated
in the form of two terminal simple bars (GaAs in the experiment shown in Fig. 3.1
[5]) with the ohmic contacts formed by alloying Indium or Au–Ge–Ni. In order
to minimize the Joule heating, short electric field pulses (<1-�s duration) with a
small duty cycle (<10�5) are applied along the layers. In the experiment shown in
Fig. 3.1, a low intensity 676-nm line of a Krypton laser is used for excitation. The
disturbance of the Fermi level by photoexcitation is minimal. The PL is collected
and dispersed by simple gating techniques only when the electric field is on, as
illustrated in Fig. 3.2. The photoluminescence is therefore due to the recombination
of the majority hot electrons with the photoexcited minority holes.

The high energy tail of a typical PL spectrum is shown in Fig. 3.3. In the figure,
the logarithm of the PL intensity is plotted against the emitted photon energy at
a lattice temperature of TLD 13:6K [5]. At finite electric fields and for photon
energies „! >EG C EF, the logarithm of the PL intensity drops linearly with
increasing energy while it drops sharply at aroundEGCEF when no electric field is
applied. Most of the luminescence arises from an electron recombining with a heavy
hole whose distribution in k-space extends much further than that for the electrons
as a consequence of the disparity in effective masses.

Figure 3.4 shows the energy–momentum diagram together with the electron
and hole distributions at F >0, and the photoexcitation and the recombination
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Fig. 3.2 Schematics of photoluminescence (F D 0) and the gating technique for the measurement
of the HEPL (when the finite electric field is applied to the sample). The arrows indicate the points
where the HEPL pulses are detected

processes. Also illustrated in the figure is the Fermi-Dirac distribution function for
the electrons when F D 0 and F > 0. At energies a few kBTe above the Fermi
Energy, EF, the distribution function can be represented by a Maxwellian. Since
the radiative transitions are vertical in the momentum space, (because of the low
momentum of the photon) electrons up to high energies will be radiatively coupled
to holes at low energies. The shape of the spectral dependences will depend on the
product of the electron and hole distribution functions. Thus for a given energy E
and a Maxwell–Boltzmann distribution, the most rapidly varying part of the spectral
function f .E/ is

f .E/ D exp

�

�E
�

1

kBTe
C m�

e

m�
hh

1

kBThh

��

; (3.10)

and the effective temperature is

1

Teff
D 1

Te
C m�

e

m�
hh

1

Thh
; (3.11)

where Te and Thh are the electron and heavy hole temperatures,m�
e and m�

hh are the
electron and heavy hole effective masses and spherical parabolic bands are assumed.
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Fig. 3.3 High-energy tail of
the PL spectrum of a GaAs
sample at a lattice
temperature, TL D 6K [5]

Fig. 3.4 (a) Energy momentum diagram showing the electron and hole distributions at F > 0 and
the photoexcitation and the recombination processes and (b) the Fermi-Dirac distribution function
for the electrons when F D 0 and F > 0

If the electron and hole scattering equalize the temperatures in the steady state, then

Teff D m�
hh

m�
hh Cm�

e
Te: (3.12)

For GaAs m�
hhŠ 7:3m�

e , thus taking Te D Teff corresponds to an error of about
12%. Therefore, the linear behavior is consistent with a Maxwellian distribution
characterized by a carrier temperature TE > TL, i.e.,

IPL / exp

�

� „!
kBTe

�

; (3.13)
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where IPL, „!, Te, and kB are the PL intensity, emitted photon energy, electron
temperature, and Boltzmann constant, respectively. The slopes of the linear regions
can therefore be used to extract the temperature of the electrons which are in
thermal equilibrium with each other through electron–electron scattering [14].
Power input per electron at these carrier temperatures can also be obtained from
the simultaneously measured I–V characteristics. Since, in the steady state, power
input per carrier is equal to that lost to the lattice through scattering processes, we
can obtain the energy loss rate per electron, provided we assume that the carrier
density remains constant as a function of the electron temperature. This is shown
in Fig. 3.5. Also plotted in the same figure is the calculated energy loss rate in the
form [5]

P D „!LO

h
i exp

�

�„!LO

kBTe

�

; (3.14)

where P , „!LO, and h
i are the power input per electron, the longitudinal optical
(LO) phonon energy (36.5 meV), and the average time for an electron to emit an LO
phonon (108 fs), respectively.

It is evident from the figure that the observed loss rates are about an order of
magnitude slower over most of the temperature range. One immediate reason for
the slow loss rates may be the overestimation of the carrier density in the calculation

Fig. 3.5 Inverse electron temperature vs. power loss per carrier for a modulation doped
GaAs/GaAlAs QW sample at T D 13:6K [5]. The full line drawn over the experimental points
has a slope of �36 meV. Open circles represent the electron temperatures obtained directly from
the HEPL experiments. Full circles (dark) are the electron temperatures obtained from the high-
field mobility measurements as described in the text. The broken line is the loss rate calculated by
using (3.14)
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Fig. 3.6 Upper horizontal axis: normalized Hall mobility as a function of the lattice temperature
at low electric fields (open circles). Lower horizontal axis: normalized Hall mobility (crosses) and
sheet carrier concentration (ellipses) as a function of electric field at T D 6K [5]

of the loss per carrier from the experimental data by assuming a constant electron
density over the whole field range. Indeed it was pointed out by Van Welzenis
et al. [15] and by Schubert et al. [16] that, as a result of the increased probability
of the capture of hot carriers at interface states, the sheet carrier density at high
electric fields can be much lower than that at low fields. Therefore, the carrier
concentration has to be measured as a function of the applied electric field. The
results are illustrated in Fig. 3.6. It is clear from the figure that for this particular
sample, the carrier concentration in the field range investigated remains constant
within the experimental accuracy [5].

3.3 Mobility Mapping

Another technique for the determination of the electron temperatures as a function
of power input is to compare the measured Hall mobility vs. the electric field
curve with the measured Hall mobility vs. the lattice temperature curve, as shown
also in Fig. 3.6. Here �TL=�0 and �F=�0 are the lattice temperature and field-
dependent mobilities normalized with respect to the low-field mobility (�0/ at
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TL D 6K. It is clear from the figure that at electric fields F >100V cm�1 and
at lattice temperatures TL > 40K, where the dominant energy loss is by LO phonon
scattering, both curves show similar behavior. This suggests that the mobility
change, which is caused by the applied electric field, can be described in terms
of electric-field-induced electron heating [17].

Electron temperatures can therefore be determined accurately by comparing
directly the �TL=�0 and �F=�0 curves. The results obtained from this comparison,
both when the sample is in darkness and when illuminated by the 676-nm line of
a Krypton laser, are also plotted in Fig. 3.5. The agreement between the power-loss
curves obtained from the two experiments is excellent. The slight bending of the
experimental curve indicates that the effective scattering time depends somewhat
on the carrier temperature. At intermediate carrier temperatures, at Te<150K,
however, where the slope of the loss curve is close to the LO phonon energy
(36 meV), an effective scattering time can be obtained by replacing h
i with 
eff

in (3.14). It is then found that 
eff D 1:17 ps, which should be compared with the
scattering time h
i D 108 fs.

3.4 Nonequilibrium Phonons (Hot Phonons)

The difference between the experimental results and the theory can be explained in
terms of the nonequilibrium phonon model [18–21]. Figure 3.7 shows schematically
the energy relaxation in the presence and absence of hot phonons. The model uses
the concept of phonon temperature to describe the phonon number per active mode.
The rate of production can be written as

dn.Tp/

dt
D Ge.n.Tp/; Te/� n.Tp/


p
; (3.15)

where n.T / is the phonon number per mode at temperature T , i.e., the Bose–
Einstein factor, Ge.n.Tp/; Te) is the production rate from the electron gas, and 
p

is the phonon lifetime.
Equation (3.15) can be solved for the steady state to give n.Tp/ as a function

of the electron temperature. The power input per electron is eFvd, where F is the
electric field and vd is the drift velocity, and in the steady state is equal to the energy-
loss rate per electron to optical phonons via the polar interaction, namely

eFvd D dE

dt
with vd D e
m

F

m� ; (3.16)

where 
m.n.Tp/; Te/ is the momentum relaxation time averaged over the distribu-
tion. Hence, we can obtain a relation between the electron temperature and field.
For „!=kBTe > 1, we have
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Fig. 3.7 Schematic representation of hot electron energy relaxation process

dE

dt
D �

�„!

eff

� �

exp

� „!
kBTe

�

� exp

� „!
kBTL

��

; (3.17)

where 
eff is an effective energy relaxation time, which takes into account all the
hot-phonon effects. For intra-subband scattering in a deep quantum well via the
interaction with the LO interface mode in the nondegenerate case [22]:


eff D 
02D.1C �/; (3.18)

where 
02D D 
0.„!=EL/
1=2, EL D h2�2=2m�L2; and � D .
p=2
0/.1=q0L/

.�kB Te=„!/1=2.n=NC/Œ1 � exp.�.„!/=.kBTe//	. Here 
02D is the characteris-
tic scattering time in the quantum well, q0 is the phase matching wave vector
..h2q20/= .2m

�/ D „!/, L is the well width, n is the electron density, NC is
the effective density of states .m�kBTe=�h

2L/ and 
0 is the time constant for
polar interaction. Note that in general 
eff is dependent on the electron temperature
and therefore dependent on the field. In the highly degenerate case [22], 
eff D

02D.EF=„!.1C � 0//, EF is the Fermi energy and EF=„! > 1, and
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Fig. 3.8 Energy loss rates obtained from (3.15) to (3.19) by using the sample parameters investi-
gated. Experimental results are also illustrated [5, 18, 19]

� 0 D 
p

2
0

1

q0L

1

..EF=„!/� .1=2//1=2 : (3.19)

Note that 
eff is independent of electron temperature.
The effect of the production of hot phonons and the phonon lifetime on energy

relaxation is shown schematically in Fig. 3.7. In Fig. 3.8, the calculated electron
energy relaxation rates are plotted together with the experimental results. The
agreement between the theory and the experiment is excellent for the sample
(OC82). The data for the degenerate sample (ME394), although fitting well to
the calculations at low carrier temperatures, tend to deviate from the calculated
relaxation rates at higher carrier temperatures, T >180K. The bending of energy
relaxation rates (ERR) was reported by various groups [4]. One possible reason
for the behavior appears to be the reduction of the lifetime of the LO phonons at
high temperatures. Kash et al. [7] reported 
p D 3:5 ps at T D 300K, compared
with 
p D 7 ps at T D 77K, in bulk GaAs. Evidently, the energy relaxation rates
calculation is also very sensitive to the phonon lifetime. If a phonon lifetime of

p D 3:5 ps is used in the calculations at T > 180K where the experimental curve
bends upwards, we see that the calculations agree well with the experimental results
at high temperatures too.
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In the late 1980s, Ridley [22] suggested that at high electric fields when the
nonequilibrium phonons (hot phonons) are produced, the randomisation of the hot
phonon distribution may take place via the elastic scattering of phonons interacting
for instance with interface imperfections and well-width fluctuations. Hence the
drift of hot phonons can be neglected. Conventional treatments of hot phonon
effects consider a forward displaced distribution of the nonequilibrium phonons
in momentum space that arises from the drift of hot electrons. The emission and
reabsorption of drifting nonequilibrium phonons are shown to reduce the overall
energy relaxation rates for electrons [23].

When the momentum of the phonons is parallel to the electron motion, then the
emission and the subsequent reabsorption of the phonon by the electron will leave
the electron momentum unaltered. The implicit assumption is that the momentum
relaxation rate for phonons is the same as the lifetime as determined by the phonon
decay process. On the other hand, if the phonon relaxes its momentum faster than
the decay rate, the change in the electron momentum between the emission and
reabsorption can be quite large. It was shown by Gupta et al. [24] that in 2D
structures, the almost inevitable presence of interface roughness as well as alloy
fluctuations provide an additional source for the elastic scattering and hence the
momentum relaxation of phonons. Therefore, the drift of the nonequilibrium phonon
population may be negligible especially in the region where hot phonon effects are
important [23, 24]. Consequently, the production of hot phonons not only reduces
the energy relaxation rate, as predicted by conventional theories, but also enhances
the momentum relaxation rate. Experimental work on the hot electron energy and
momentum relaxation of electrons in 2D GaAs suggests strongly that this is indeed
the case at least in these structures [20, 21, 23], where the electron drift velocity at
high fields is reduced drastically (see Sect. 3.5).

3.5 Cooling of Hot Electron Hole Plasma by LO Phonon
Emission Using the CW and Transient
Photoluminescence Spectroscopy

In this section, we address the cooling of optically heated hot carriers via the
emission of LO phonons with reference to dilute nitrides (GaInNAs/GaAs) quan-
tum wells (QWs) and nitrogen-free InGaAs/GaAs samples using the steady-state
and time-resolved photoluminescence techniques [25]. The excitation intensity
dependence of carrier temperature, determined via the CW-PL spectroscopy, can
be used to estimate the LO-phonon energies that are emitted by the cooling hot
electron–hole plasma. The carrier cooling rates in the quantum wells can be probed
directly by using time-resolved photoluminescence (TRPL). The TRPL reveals
that the carrier dynamics in the GaInNAs material are dominated by nonradiative
processes [25].
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Fig. 3.9 Experiment setup for CW-PL measurement, where L1 is the lens to focus the excitation
laser on the sample; L2 and L3 are the lenses to collect and focus the emission of sample into the
monochromator [25]

3.5.1 Optical Heating in the Steady State Using CW
Photoluminescence

Samples studied in [25] are #752, which consists of sequentially grown 9-nm-
thick In0:2Ga0:8As and Ga0:8In0:2N0:015As0:985 QWs, and #1087, which consists of
sequentially grown 6-nm-thick In0:3Ga0:7As and Ga0:7In0:3N0:015As0:985 multiple
quantum wells (MQW). For CW-PL measurements, the samples are excited using,
for example, the 647-nm line of a Krypton-ion laser. The beam is mechanically
chopped for the purpose of collecting the signal using lock-in techniques for a
better signal-to-noise ratio. It is focused onto the sample defining a spot size
of diameter of about 0.25 mm. The CW-PL is spectrally dispersed by a high
resolution monochromator and detected using a cooled InP/InGaAs near infrared
photomultiplier in conjunction with a lock-in amplifier or a boxcar averager.
Figure 3.9 shows the block diagram of the setup for the CW-PL experiments. The
effects of optical pump power upon the steady-state PL emission investigated at
TLD 4:4K for the 9- nm sample indicate that in low excitation conditions, the
“hot” carriers tend to thermalise rapidly, reaching thermal equilibrium with the
lattice before they radiatively recombine. However, as the excitation rate increases,
populations of hot carriers are generated, which are manifested in the emission
spectra as high-energy exponential tails. The carrier temperature Te of the hot
electrons can be obtained from the exponential tail by assuming a Maxwellian
distribution given by (3.13). In Fig. 3.10, the electron temperatures are extracted
from emission spectra by plotting the logarithm of intensity against photon energy,
and taking the gradient of the slope in the high-energy tail region.
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Fig. 3.10 Normalized InGaAs PL spectra taken at different pump powers, plotted on a semilog
scale, illustrating how the carrier temperature is estimated [25]

Under steady-state excitation, the power given to the carriers by the optical field
must be balanced by the power lost to the lattice. If the electron temperature is much
greater than the lattice temperature, then polar optical phonon scattering tends to
dominate the energy loss. Under such conditions and when the hot phonon effects
are neglected then Te > TL and the average rate of energy lost to the lattice in (3.17)
becomes

dE

dt
D

�„!LO


LO

�

exp

��„!LO

kBTe

�

; (3.20)

where „!LO is the phonon energy and 
LO is the phonon scattering time constant.
Since the power lost to the lattice equals the power added to the carrier system, it is
clear that the power lost can be equated to the pump intensity. Hence, by plotting the
inverse electron temperature as a function of the logarithm of excitation power, as
illustrated in Fig. 3.11, and taking the slope of such plots, it is possible to estimate
the LO phonon energy. Based upon best fits, this approach gives LO phonon energies
of „!� 30:8meV in InGaAs and „! � 29:7meV in GaInNAs.

While it is not possible to extract quantitative estimates of the electron-
LO-phonon scattering times by using the CW-PL of optically heated carriers, the
relative scatting times in the samples can be investigated.

3.5.2 Time-Resolved PL Measurements

The rate of carrier cooling can be obtained using low temperature (T � 10K) time-
resolved PL. The experimental setup for studying the time-resolved PL is shown
in Fig. 3.12. Pulses from a mode-locked Ti–Sapphire laser pumped by an Argon
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Fig. 3.11 Logarithm of pump power vs. inverse electron temperature the 9 nm sample at Tv D
4:4K. For (diamond) GaInNAs and (square) InGaAs [25]

ion laser are used to excite the sample with a repetition rate of 82 MHz and pulse
duration of � 1:4 ps. The Ti–sapphire laser is tuned to 800-nm (1.55 eV) exciting
carriers within the GaAs barriers of the sample. The pump beam was focused to
define a 200-�m diameter spot on the sample and pump power was controlled
using a variable density neutral density (ND) filter. In the absence of an appropriate
long pass filter, polarisers (P1 and P2) are used to reduce reflected pump light
from entering the monochromator. The luminescence is spectrally dispersed by
a 1/3 m monochromator and temporally resolved by a 2D streak camera with an
S1 photocathode. The time-resolved PL results are calibrated to account for the
photocathode spectral response prior to analysis.

The luminescence is collected and focused onto the monochromator slits using a
two-lens system. The luminescence is spectrally dispersed about the desired central
wavelength using a monochromator and the output temporally resolved by a 2D
streak camera. It should be noted that the S1 photocathode response is highly
dependent upon wavelength; hence spectral data requires normalization before
analysis.

Figures 3.13 and 3.14 show the carrier cooling curves for the InGaAs QW (9 nm
sample) and the GaInNAs QW (6-nm sample), respectively. In both cases, carrier
cooling proceeds in a near linear fashion until the carrier temperature reaches
around 50 K. In the case of the InGaAs QW, this initial cooling takes around
1,000 ps, while for the GaInNAs QW it takes less than 200 ps. The slow cooling
of carriers in the InGaAs QW may be due to the large population of photo-excited
carriers in the well. This may inhibit effective cooling of the hot carrier population
via hot-phonon effects and screening of the long-range polar carrier-LO-phonon
coupling by the high density free carriers. These effects are thought to have much
less influence on carrier cooling in the GaInNAs QWs due to strong nonradiative
recombination, which rapidly reduces the population of excited carriers. After
the initial cooling, further thermalisation of the carriers appears to be relatively
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Fig. 3.12 Experimental setup for time-resolved PL, where: BS1 and BS2 are beam splitters, ND1
is a fixed neutral density filter, ND2 is a variable neutral density filter used to adjust pump power,
P1 and P2 are polarisers [25]

slow. It is believed that the initial relatively rapid cooling process is dominated
by LO-phonon scattering. Once the carriers have cooled sufficiently, it is assumed
that acoustic phonon scattering, which is relatively slow, becomes the dominant
relaxation mechanism. It is likely that spectral broadening induces some errors in the
measured carrier temperatures. This explains why the recorded carrier temperatures
stabilize at around 50 K rather than falling to the lattice temperature.

It is clear from these experiments that the incorporation of small fractions of
nitrogen into InGaAs quantum wells does not appear to have much effect upon
the LO-phonon energy. However, the addition of nitrogen does have a considerable
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Fig. 3.13 Carrier temperature vs. time for emission from the InGaAs QW of sample #752 at 10 K
with 5 mW pumping [25]
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Fig. 3.14 Carrier temperature vs. time for emission from the GaInNAs QWs at 10 K with 5 mW
pumping [25]

effect upon carrier cooling rates, leading to a significant increase in the apparent
cooling rate. This rapid carrier cooling is believed to result from strong nonradiative
recombination in the GaInNAs QW.

3.6 Hot Electron Momentum Relaxation

In order to analyze and improve the design of functional devices, and further predict
the ultra-fast novel devices based on III–V compounds, a full understanding of
electron momentum relaxation at high electric fields is necessary. As we have
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presented in Sects. 3.1–3.5, the hot-electron energy relaxation in 2D GaAs and
other III-N structures are well documented, where the production of nonequilibrium
LO phonons (hot phonons) are well known to slow down the hot electron energy
relaxation. It is also shown that at high electric fields, the randomisation of the hot
phonon distribution may take place via the elastic scattering of phonons with, for
instance, interface roughness and alloy fluctuations; hence the drift of hot phonons
can be neglected. If the momentum relaxation of phonons is faster than their decay
time, the change in the electron momentum between the emission and reabsorption
of hot phonons can be quite large. Hence the production of hot phonons with a
finite lifetime may also enhance the momentum relaxation rate. The electron drift
velocity at high fields is therefore reduced and, consequently, inter-valley and real-
space transfer negative differential resistance may be quenched [18–24, 26].

In this section, we present the results of hot-electron momentum relaxation
studies for longitudinal transport with reference to modulation-doped dilute nitride
(GaxIn1�xNyAs1�y=GaAs) QWs. The aim is to explore whether the electron drift
velocity at high fields can be explained by invoking a mechanism involving the
production of non-drifting hot phonons. In dilute nitrides, the almost inevitable
presence of nitrogen clusters, impurities, interface imperfections, and dislocations
provides ample sources for phonon momentum scattering. The population of
nonequilibrium phonons is therefore expected to be strongly non-drifting, partic-
ularly in the region where hot phonon effects are important. The experimental
technique used is the high speed, pulsed I–V measurements on two terminal
devices. We also address how the experimental results are compared with a
simple theoretical model for high-field transport taking into account the effect of
nonequilibrium phonon production.

3.6.1 Experimental Techniques

The experimental setup for the hot electron momentum relaxation for longitudinal
transport experiments is illustrated in Fig. 3.15. Here the optical part of the
experiment (monochromator, photomultiplier, and lenses) are included in order to
investigate light emission associated with impact ionization [27] and not directly
relevant to I–V measurements. The samples are n-modulation-doped quantum
wells of GaInNAs/GaAs. Samples are mounted on gold-coated holders to ensure
good thermal contact to the heat sink. Ohmic contacts to the conducting quantum
well channels are made by alloying Au–Ge–Ni. High speed I–V measurements
are carried out using simple bars as shown in Fig. 3.15. In order to achieve high
electric fields at small operating voltages, the samples are fabricated in lengths of
between 1 and 100�m. The aspect ratio (length/width) of the bars is usually >4
to ensure uniform electric field distribution. In order to reduce the Joule heating,
electric field pulses of between 10 and 100 ns duration with a duty cycle less than
10�5 s are applied along the QW layers. The drift velocity (Vd) as a function of the
applied field is then obtained directly from the measured I–V characteristics. In the
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Fig. 3.15 Experimental set up for transport at high electric fields [28]

Table 3.1 Saturation drift velocities at different lattice temperatures [29]

GaxIn1�xNyAs1�y Temperature
12.4 K 77 K
Vds (cm/s) F (kV/cm) Vds (cm/s) F (kV/cm)

x D 30%; y D 1:0% 1:28 � 107 14.9 1:17 � 107 14.6
x D 30%; y D 1:5% 0:62 � 107 16.9 0:71 � 107 16.7

measurements, it is assumed that the electron concentration remains constant in the
measurement range of electric fields and that the I–V characteristics reflect solely
the change of electron mobility with electric field.

Figure 3.16 shows typical curves of the measured drift velocity plotted against
the applied field for two samples with different nitrogen composition [29] at lattice
temperatures of 12.4 and 77 K, respectively. It is evident from the Fig. 3.16a, b that
the drift velocity first increases linearly with electric field F at low fields (Ohmic
region), it then deviates from linearity as expected from increased momentum
scattering of hot electrons with LO phonons and finally reaches saturation. The
approximate saturation drift velocities (Vds) obtained in the two structures are given
in Table 3.1.
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Fig. 3.16 Measured drift velocity vs. applied field at TL D 12:4K and TL D 77K for two samples
with different nitrogen composition. Sample B (solid squares), and A (solid circles) [29]

3.6.2 Theoretical Modeling of Experimental Results

The results can be compared with a simple theoretical model based on the energy
and momentum balance method, in which the energy and momentum rates are
averaged over a drifted Maxwellian distribution [30]. Assuming the average dis-
placement of the electron distribution is in the direction of the applied field F , the
energy and momentum balance equations are

�
dE

dt

�

D evdF D RE D f .Te/ (3.21)

�
d„k
dt

�

D eF D Rp;

where vd, E , and „k are the drift velocity, electron energy, and momentum,
respectively. For simplicity, we may restrict attention to electrons in a single
parabolic band interacting solely with polar optical phonon scattering for energy
relaxation. For momentum relaxation, a further elastic scattering rate is incorporated
to correct the low field mobility. It is found that for a parabolic band, after averaging
over the drifted electron distribution, the momentum relaxation rate for a given
process i is a function of electron temperature (Te/:

Rp D
X

i

Ri
p D vd

X

i

hi.Te/ D vdh.Te/: (3.22)

For simplicity, we assume that electrons are confined to the lowest subband in a
deep square QW and the interaction with phonons is confined to the same QW. The
energy relaxation rate for polar optical scattering then can be written as [22]

eF vd D fPO.Te/ D „¨
£0

�
EL

„!
�1=2 �

.n.¨/C 1/ exp

�

� „¨
kBTe

�

� n.¨/
�

; (3.23)
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where „! is the LO phonon energy, n.!/ is the phonon occupancy (determined by
electron temperature),EL D „2 2=2m�L2 is the energy shift of the lowest subband
in an infinitely deep well of width L and kB is the Boltzmann’s constant. Here 
0 is
a characteristic time constant for the polar interaction given by


0 D e2!

2 „
�
m�

2„!
�1=2 �

1

"1
� 1

"s

�

; (3.24)

where "1 and "s are the high-frequency and static permittivities, respectively and
m� is the effective electron mass. The effect of a population of non-drifted hot
phonons can be incorporated by substituting for n.!/ using the expression for hot
phonon occupation derived by Ridley [22]

n.!/ D n0.!/C .
p=2
0q0L/.�kBTe=„!/1=2.n=Nc/ exp.�„!=kBTe/

1C .
p=2
0q0L/.�kBTe=„!/1=2.n=Nc/.1 � exp.�„!=kBTe/
; (3.25)

where 
p is the model phonon lifetime, n is the bulk electron density, q0 D
.2m�„!/1=2=„ is the phase-matched phonon wave vector andNc D m�kBTe= „2L
is an effective density of states. The equilibrium phonon occupation number n0.!/
is given as usual by the Bose–Einstein factor n0.!/ D 1=.exp.„!=kBT0/ � 1).
Note that it is the electron density that essentially determines the hot phonon effects.
Substituting for n.!/ from (3.25) into (3.23) gives

eFVd D fPO.Te/ D „!

�

�
EL

„!
�1=2 �

.n0.!/C 1/ exp

�

� „!
kBTe

�

� n0.!/
�

;

(3.26)
where the effective energy relaxation time 
� which takes into account all the hot
phonons effects is given by


� D 
0 C
�
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2q0LNc

� �
�kBTe
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1 � exp
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� „!
kBTe

�	

: (3.27)

The momentum relaxation rate via the interaction with optical phonons can be found
using [22]

hPO.Te/ D m�.„!EL/
1=2


0kBTe
Œn.!/C 1	 exp.�„!=kBTe/: (3.28)

Substituting for n.!/ from (3.5) gives

hPO.Te/Dm
�.„!EL/
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(3.29)
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In addition to the electron-LO phonon scattering, a further elastic scattering
rate with an arbitrary temperature dependence can be included by defining
he.Te/ D he.T0/.Te=T0/

r , where T0 is the equilibrium lattice temperature and
r can be determined from the best fit to the experimental data. We then have
h.Te/ D hPO.Te/ C he.Te/. The value of he.T0/ can be determined in accordance
with the low-field mobility �0 by

he.T0/ D
�
e

�0
� hPO.T0/

�

; (3.30)

where hPO.T0/ can be obtained from (3.9) in the limit Te ! T0

hPO.T0/ D m�.„!EL/
1=2


0kBT0
n0.!/: (3.31)

The drift velocity can then be found as a function of electron temperature

vd.Te/ D eF.Te/

hPO.Te/C ..e=u0/ � hPO.T0//.Te=T0/r
: (3.32)

Combining (3.26) and (3.32) gives an expression relating the electron temperature to
electric field, hence drift velocity vs. electric field curves can be deduced. The model
is applied using 
PD 7 ps. The phonon energy and dielectric constant are taken to be
linear interpolations of the GaAs and InAs values. The effective mass is calculated
from the band-anticrossing model [31] using parameters from Fahy and O’Reilly
[32] together with the effective mass for InGaAs interpolated using bowing param-
eters taken from the work of Vurgaftman et al. [33]. In Fig. 3.17a, b, the calculated
electron drift velocity vs. electric field curves are shown for sample B. Also shown
in the figures are the experimental results, represented by solid squares. It is clear
from the figures that at low fields, (low electron temperatures) the experimental data
agree very well with the calculated drift velocity curves with r D 0:17. At high
electric fields, as the electron temperature rises, the experimental drift velocities are
suppressed and move closer to the calculated curves with r D 0. The model without
hot phonons only agrees well with experimental data at low lattice temperature
(12.4 K) and predicts a higher drift velocity than measured values at 77 K.

3.7 Hot Electron Energy Relaxation via Acoustic Phonon
Emission

At temperatures below about 35 K, the population of optical phonons is negligibly
small; therefore, acoustic-phonon scattering provides the only inelastic scattering
mechanism. At such low temperatures, the electron distribution is often degenerate
and Pauli exclusion is important in limiting the allowed scattering [1, 2, 14, 34–38].
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Fig. 3.17 Drift velocity vs. applied electric field at lattice temperatures of 12.4 and 77 K, for
sample B. The solid and broken curves show the calculated drift velocity with r D 0:17 (broken
line) and r D 0 (solid line), respectively. The solid squares represent the experimental data [29]

Experimental work concerning the energy-loss rates of 2D electrons in the acoustic-
phonon scattering regime has been reported by a large number of groups [34,39–52].
Most of the work reported in the literature was carried out on high electron mobility
transistor (HEMT) structures.

There are two main experimental techniques employed in the investigations of
electron energy relaxation in the acoustic phonon regime:

1. In modulation-doped structures, where a highly degenerate electron gas exists,
the amplitude variation of quantum oscillations like the SdH. Effect with the
applied electric field and the lattice temperature can be used in the determination
of the electron temperature power loss characteristics [43, 53].

2. In nondegenerate material where the momentum relaxation is dominated by
ionized impurity remote impurity or interface roughness scattering, electron
temperatures can be obtained as a function of the applied electric field by a simple
comparison of the electric field dependent and lattice temperature dependent
mobility curves [53, 54].

In this chapter, we aim to address the first of the two techniques above, i.e., the
measurement of acoustic phonon-assisted power loss vs. temperature curves using
the SdH technique. In the measurements, extra caution should be taken to avoid
the temperature regime where extra loss mechanisms such as plasma effects or
optical phonon scattering may interfere. The experimental results are published in
detail elsewhere [34] therefore, unless otherwise stated, they will represent acoustic
phonon assisted cooling of 2D electron gas in GaAs/GaAlAs MQW structures
[1, 34, 43]. We will also show how the experimental results are interpreted within
the framework of the current theoretical models concerning electron energy-loss
rates in 2D and 3D semiconductors. The results provide concrete information about
the relative magnitude of the deformation potential and piezoelectric contributions
to power loss.
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Fig. 3.18 The experimental setup and the Hall bar sample used in the investigations of electron
energy relaxation via the emission of acoustic phonons

3.7.1 Experimental Procedures

The experimental setup for the orthodox DC-SdH measurements is illustrated
schematically in Fig. 3.18. The technique for the power loss measurements is based
on the assumption that scattering mechanisms such as interface-roughness scattering
and ionized impurity scattering, which determine the low-temperature transport
mobility of 2D electrons in GaAs=Ga1�xAlxAs MQWs, are all elastic in nature.
Consequently, the energy which is gained by electrons in an applied electric field is
dissipated via emission of acoustic phonons. There are a few important points to be
considered in the experiments:

1. The base lattice temperature. This is required to be much lower than that when
loss mechanisms other than the acoustic phonon assisted one may interfere and
in the range when the piezoelectric interactions are not screened out. In the
experiments referred to here the base temperature is T0D 1:55K.

2. The range of the applied magnetic fields. The magnetic field, B , has to be high
enough for the Landau level separation to be greater than the thermal energy
..„eB=m�/ > kT /.

3. The samples used in the SdH measurements are highly degenerate so that the
reduced Fermi energy-first subband separation is much greater than the thermal
energy [(EF�E1/=kBT 	� 1. The measurements are carried out as a function of
(1) the applied electric field F at a fixed lattice temperature T0 and (2) the lattice
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Fig. 3.19 Second derivatives of the SdH oscillations measured at the lowest electric field as a
function of lattice temperature (a) and measured at the base lattice temperature as a function of
applied electric field (b) [34, 55]

temperature TL (TL > T0/ at a fixed electric field F0 which is low enough to
ensure ohmic conditions and hence to avoid carrier heating. The current flows
in the plane of the 2D electron gas. Steady magnetic fields (B) are applied
perpendicular to the plane of the samples and hence to the plane of the 2D
electron gas. The data are taken at equal intervals of 1=B .

Figure 3.19 shows the experimental recordings of the negative second derivative of
the oscillations at different lattice temperatures (1) and applied electric fields (2).
Here in order to exclude the effects of the background magnetoresistance and
separate the oscillatory components, the second-derivative technique,�@2Rxx=@B2,
and digital filtering are employed. The second-derivative technique removes the
effects of the background magneto-resistance, which varies slowly with magnetic
field, suppresses the amplitude of the long-period oscillations, and amplifies that
of the short-period oscillations [34, 52–57]. The amplitude of SdH oscillations
decreases with increasing TL and applied electric field and it can be represented
by the function

��xx

�0
/ exp

� � 
!c
q

�

cos

�
2 .EF �E1/
„!c

�  
�

D.�/; (3.33)

with
�q D e
q

m� and D.�/ D �

sinh �
; (3.34)

where ��xx, �0, EF, E1, „; kB, !c.D eB=m�/, m�, and 
q are the oscillatory
magneto-resistivity, zero magnetic-field resistivity, Fermi energy, first subband
energy, Planck’s constant, Boltzmann constant, cyclotron frequency, effective mass,
and quantum lifetime of 2D electrons, respectively. Equation (3.33) describes well
the experimental SdH oscillations data for all !c
q values as long as ��xx < �0
[4, 34, 55]. The temperature dependence of the envelope function of the oscillations
is totally contained in the functionD.�/ with � D 2�2kBT=„!c.
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The temperature dependence of the amplitude of the oscillations is, therefore,
determined by temperature, magnetic field and the effective mass via:

A.T;Bn/

A.T0; Bn/
D T sinh



2�2kBT0m

�=„eBn
�

T0 sinh .2�2kBTm�=„eBn/ ; (3.35)

where A.T , Bn/ and A.T0, Bn/ are the amplitudes of the oscillation peak observed
at a magnetic field Bn and at temperatures T and T0. The derivation of this equation
assumes that the quantum lifetime or the quantum mobility is independent of
lattice temperature, and applied electric and magnetic field. The accuracy of this
assumption can be verified experimentally by ascertaining the constancy of the
Dingle temperature TD as a function of temperature [34, 54, 55] where

TD D „
2kB�
q

: (3.36)

The value of TD is determined by plotting

ln

�

A.T /B�1=2 sinh�

�

�

; (3.37)

vs. 1=B from (3.33).
The slopes of the lines give the Dingle temperature TD, and, according to (3.33)

and (3.35), the quantum lifetime 
q as a function of temperature. The change in
the amplitude of SdH oscillations with applied electric field, in Fig. 3.20 can be
described in terms of electric field-induced electron heating. The temperature T in
(3.33)–(3.35) can be replaced by the electron temperature Te. Therefore Te can be
determined by comparing the relative amplitudes of the SdH oscillations measured
as functions of the lattice temperature (T D TL/ and the applied electric field (F )
using (3.35): �

A.TL; Bn/

A.TL0; Bn/

�

FDF0
D

�
A.F;Bn/

A.F0; Bn/

�

TLDTL0

: (3.38)

The in-plane effective mass (m�) and the quantum lifetime .
q/ of 2D electrons
in the MQW samples, can be determined, respectively, from the temperature and
magnetic field dependences of the amplitude of the SdH oscillations using (3.32)–
(3.36). The 2D electron density (N2D) and the Fermi energy with respect to the
subband energy (EF � E1/ may also be obtained from the period of the SdH
oscillations. The analysis of the SdH oscillations measured as a function of both the
lattice temperature and the applied electric field assumes that N2D and 
q for all the
samples are essentially independent of both lattice temperature and applied electric
field in the range of measurements. Recent experimental work shows in detail how
these parameters are obtained from the experimental data for the GaInNAs/GaAs
QWs and GaN HEMT structures [58, 59]. Figure 3.20a, b shows the normalized
amplitudes of the SdH oscillations at a fixed magnetic field as a function of lattice



88 N. Balkan

Fig. 3.20 Normalized amplitudes of the SdH oscillations at a fixed magnetic field as a function
of lattice temperature at low electric field (a) and as a function of applied electric field at the base
lattice temperature (b). Electron temperatures as a function of applied field for the five samples with
different quantum well widths studied (c) and energy loss rate per electron vs. electron temperature
for all the samples (d) [34, 55]

temperature at low electric field and as a function of applied electric field at the base
lattice temperature, respectively.

The 2D electron gas represents a system in thermal equilibrium characterized
by an electron temperature Te greater than the lattice temperature TL [1, 14]. The
electron temperature Te, can be obtained by comparing directly the curves similar
to those in Fig. 3.20a, b. Te is plotted as a function of the applied electric field
in Fig. 3.20c for a range of samples studied [34]. In the analysis of the data, it is
important to make sure that Te for each sample is independent of magnetic field
and that the magnetic field used in the experiments does not affect significantly the
energy relaxation processes.

The power loss per electron, P , supplied by the applied electric field can be
calculated using

P D e�tF
2; (3.39)

where �t is the transport mobility.
In the steady state, the power supply is equal to the power loss via the emission of

acoustic phonons. In the calculations of power loss, we used the transport mobility
determined from resistivity and low magnetic-field Hall Effect measurements. It
is vital to establish that �t is independent of both lattice temperature and the
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applied electric field in the ranges of measurements. The power loss vs. electron
temperature is plotted in Fig. 3.20d for all the samples studied. The magnitude of
power loss varies significantly from one sample to another. In the QW samples
studied, the barrier parameters of all the samples were identical and the 2D electron
densities were similar, hence the observed variation in power loss is indicative of an
association with the only variable parameter in the samples, i.e., the quantum well
width Lz [34, 52].

3.7.2 Theoretical Modeling of Experimental Results

The power loss from a degenerate electron gas due to scattering by acoustic phonons
has been calculated by many authors (see for instance [1, 40, 48, 60–62]) in two
distinct temperature regimes:

1. The low-temperature (Bloch–Grüneisen) regime, where the phonon population
diminishes, such that n.!q/ � 1, and the Pauli exclusion increasingly restricts
the allowed scattering processes.

2. The high-temperature (equipartition) regime, where „!q=kBT � 1, and hence
the phonon distribution can be approximated by

n.!q/ D 1

exp.„!q=kBT / � 1 �
kBT

„!q ; (3.40)

where „!q is the acoustic-phonon energy at wave vector q.
In the 2D calculations, where the scattering by absorption of acoustic phonons

was neglected and only spontaneous emission was considered to be important, the
infinite-well approximation was used in the extreme quantum limit, and the phonons
were assumed to be bulk phonons. Approximate analytical expressions derived for
the power loss in both the low-temperature and high-temperature regimes are given
in [1,34,62] for the unscreened interactions in 2D and 3D semiconductors. When an
electron undergoes intra-subband transition by the emission of acoustic phonons, the
electron changes its momentum and at the same time loses energy to the phonon.
At low temperatures the Fermi gas has a sharp boundary curve and consequently
any momentum changes which might involve the emission of an acoustic phonon of
energy much greater than kBT are hindered greatly by the Pauli Exclusion Principle.
Therefore, only small-angle scattering is allowed at very low temperatures [63, 64].
In this regime, the power loss is characterized by the dependences [65]: Pnp /
.T 5e � T 5L/ for the unscreened deformation-potential scattering and Pp / .T 3e � T 3L /
for the unscreened piezoelectric scattering.

For a 2D electron gas, P DPnp C Pp, in the low-temperature regime can be
represented by [1, 34]

P D CnpŒ.kBTe/
5 � .kBTL/

5	C CpŒ.kBTe/
3 � .kBTL/

3	; (3.41)
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where

Cnp D 6„2m�2Lz

�3� „7V 4
S N2D

; (3.42)

and

Cp D e2K2
avm

�2

2�2" „5kFN2D
; (3.43)

are the magnitudes of the deformation potential (nonpolar acoustic) and piezoelec-
tric (polar acoustic) interactions, respectively. Here „ is the acoustic deformation
potential, � is the density and VS is the speed of sound in the material, " is the
static dielectric constant, and kF .D .2 N2D/

1=2/ is the Fermi wave vector of 2D
electrons. The average electromechanical coupling constantK2

av is given by [4]

K2
av D

e214
"

�
12

35CL
C 16

35CT

�

; (3.44)

where e14 is the piezoelectric stress constant, and CL and CT are the spherical-
average elastic stiffness constants of a single-crystal with cubic symmetry. The
screening of the electron–phonon interaction in the 2D case, which is not included
in the above calculations, is predicted to increase the exponent of the kBTe

and kBTL terms in (3.41) by 2 [1, 66]. In the high-temperature regime, when
Maxwell–Boltzmann statistics are applicable and equipartition is assumed, the
electron-temperature dependence of the energy-loss rate can be

P D .Cnp C Cp/.kBTe � kBTL/; (3.45)

where

Cnp D 3„2m�2

2�„3Lz
; (3.46)

and

Cp D 3e2K2
avm

�2V 2
S

4�"„3LzN2D
; (3.47)

are the magnitudes of the deformation potential and piezoelectric interactions,
respectively.

Inspection of (3.41)–(3.47) shows that the experimental data for the power loss
vs. electron temperature can be represented in the form

P D A 

T �e � T �L

�
; (3.48)

where the proportionality constant A depends on the coupling constants, 2D carrier
density, and quantum well width. Equation (3.48) fits well to the experimental
P.Te/ with a constant value for � over the whole electron temperature range up to
T D 15K. For the full analysis of data please see [34, 52, 54].
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The agreement between (3.48) and the experimentalP.Te/ data may not be good
and the fitting procedure may yield relatively higher values of � . This indicates
that the temperature range of the experiments is intermediate between the low-
temperature and high-temperature limits (see also [1, 40, 48]). In this intermediate-
temperature regime, therefore, an approximation, which is often used [1, 34, 45] for
the energy-loss rate in the intermediate-temperature regime, is represented by

P D f .Te; TL/.Cnp C Cp/.kBTe � kBTL/; (3.49)

where Cnp and Cp are the magnitudes of the deformation potential and piezoelectric
interactions in the high-temperature regime, as given in (3.44) and (3.45), and

f .Te; TL/ D sinh.xL � xe/

sinh xLsinhxe

�
xLxe

xL � xe

�

; (3.50)

with xe D „!=2kBTe, xL D „!=2kBTL, and „! D p2„VSkF.
The function f .Te, TL/ approaches unity at high temperatures and falls down

exponentially at low temperatures. Equation (3.50) provides an approximation
extending the high-temperature regime toward low temperatures.

3.8 Conclusions

The physics of hot carriers deals with nonlinear effects associated with the energy
and momentum exchange between electrons and holes, between carriers and
acoustic and optical phonons, impurities imperfections and photons. As the sizes
of functional devices shrink to nanoscale dimensions even the application of a small
voltage results in the establishment of very large electric fields in the device where
Ohm’s Law breaks down and hot electron transport takes over. At higher electric
fields, other effects such as negative differential resistance, impact ionization, and
dielectric breakdown occur. Hot electrons, coupled with the high carrier densities,
result in the production of nonequilibrium phonons and the nonlinear effects
involving coupled hot electron, and phonon gases become the norm. Hence the
operation of such modern devices may become very complex and the quasiclassical
treatment of the operation of both electrical and optoelectronic devices gives way
to quantum transport of dense hot electron and hole gases. Therefore, the study
of hot electron energy and momentum is important not only from a fundamental
physics point of view but also is vital for understanding the operation of and
predicting novel devices operating in highly nonlinear transport regimes. In this
chapter, we presented a review of the experimental techniques commonly used
for the determination of hot carrier energy and momentum relaxation with reference
to the GaAs/GaAlAs and GaInNAs/GaAs QW structures. Theoretical models used
in the interpretation of the experimental data were also presented.
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Chapter 4
Optical Modulation Spectroscopy

Robert Kudrawiec and Jan Misiewicz

Abstract This chapter describes the principles of optical modulation spectroscopy.
Special attention is focused on photo- and contactless electro-reflectance techniques,
which are nondestructive for samples, and are widely applied to study the band
structure of various semiconductor materials and low-dimensional heterostructures.
For these methods, experimental setups are described and theoretical approaches
to analyze the experimental data are discussed. In addition, examples of the
application of photo- and contactless electro-reflectance spectroscopies to study
optical transitions in III–V(-N) bulk-like epilayers, quantum wells, quantum dots,
and device structures are presented.

4.1 Principles of Optical Modulation Spectroscopy

Optical modulation spectroscopy utilizes a general principle of experimental
physics, in which a periodically applied perturbation to the sample leads to derivate-
like features in the optical response of the sample. Therefore, the objective of optical
modulation spectroscopy is to change a parameter inside the sample to produce
a change in the optical reflectance (or transmittance) spectrum of the sample.
The derivate nature of this technique emphasizes features localized in the photon
energy region of interband transitions of semiconductor structures and suppresses
uninteresting background effects [1–4]. It means that weak features that may not
have been detected in the absolute spectra (reflectance or transmittance spectra)
are often enhanced and a large number of sharp spectral features can be observed
even at room temperature. An example of the application of optical modulation
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Wrocław, Poland
e-mail: robert.kudrawiec@pwr.wroc.pl
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Fig. 4.1 Reflectance and modulated reflectance spectra of a GaInNAs/GaAs quantum well
structure measured at room temperature

spectroscopy to study a GaInNAs/GaAs quantum well is shown in Fig. 4.1. In
addition, a reflectance (R) spectrum measured for this sample at the same conditions
is shown in the figure. In this spectrum, spectral features, which could be associated
with optical transitions into the GaInNAs quantum well, are not visible. Only a weak
feature, which is related to the GaAs energy gap transition, can be identified in this
spectrum. Moreover, it is worth noting that a strong background signal is observed
for this structure in the transparency region (E <1:4 eV) since the sample was glued
to a metal holder which is mirror-like. Such a background signal is not observed in
the modulated reflectance spectrum (photoreflectance spectrum in this case) due to
its differential-like character. In this case, only changes in the reflectance spectrum,
which are associated with the modulation of the built-in electric field inside the
sample, can be detected. As seen in Fig. 4.1, it is possible to detect these changes
with a sensitivity better than 10�5�R=R. Therefore, spectral features related to
optical transitions in the GaInNAs quantum well can be observed in this spectrum
besides the strong GaAs-related signal, which is visible at the energy of �1.42 eV.
The quantum well-related transitions are not observed in reflectance spectrum due
to their weak intensity in comparison to the GaAs-related and background signal.
These signals can be eliminated in modulated reflectance spectra since they do
not vary with the built-in electric field, which is modulated inside the sample in
photoreflectance measurements.

The shape of the spectral features observed in modulation spectra depends on
the type of optical transitions as well as on the parameter which is modulated
inside the sample. Depending on the modulated parameter, the optical modulation
spectroscopy can be classified as (1) electro-, (2) piezo-, and (3) thermo-modulation



4 Optical Modulation Spectroscopy 97

spectroscopy. In the case of electromodulation spectroscopy, the built-in electric
field is modulated inside the sample, whereas in the case of piezo- and thermo-
modulation spectroscopy, the modulated parameter is the internal strain and the
sample temperature. It is also worth noting that it is also possible to modulate an
outside parameter (e.g., the polarization of incident light or its wavelength). This
kind of modulation is an external modulation in contrast to the internal modulation
(modulation of a parameter inside the investigated sample), which takes place in
electro-, piezo-, and thermo-modulation spectroscopy. In this chapter, we focus on
electromodulation (EM) spectroscopy since this method is widely applied to study
various semiconductor heterostructures.

4.1.1 Built-in Electric Field in Semiconductor Structures and
Its Modulation

The fundamental condition to obtain electro-modulation inside a semiconductor
structure and measure EM spectra is the presence of a built-in electric field inside
the sample under investigation. This condition is usually fulfilled in majority
semiconductor structures since such samples posses a surface electric field or a
built-in electric field at internal interfaces. This field results from different level
of intentional (or unintentional) doping in individual layers as well as different
concentration of native point defects in these layers. It is worth noting that it is
usually more difficult to obtain such conditions in narrow gap semiconductors at
room temperature and, therefore, the modulation of built-in electric field in such
structures can be inefficient at room temperature.

The electric field inside the investigated sample can be modulated by using
electric contacts made on the sample or without such contacts in a contactless man-
ner. The last approach is nondestructive for samples and, therefore, experimental
techniques with noncontact electromodulation are more desirable. Such techniques
are contactless electroreflectance (CER) and photoreflectance (PR) spectroscopies.

In the case of PR spectroscopy, the modulation of the internal electric field in the
sample is caused by photoexcited electron–hole pairs created by the pump source
(usually a laser) which is chopped with a given frequency. The mechanism of the
photo-induced modulation of the built-in electric field (FDC/ is illustrated in Fig. 4.2
for the case of an n-type semiconductor. Because of the pinning of the Fermi energy
(EF/ at the surface, there exists a space-charge layer. The occupied surface states
contain electrons from the bulk (Fig. 4.2a). Photoexcited electron–hole pairs are
separated by the built-in electric field, with the minority carriers (holes in this case)
being swept toward the surface. At the surface, the holes neutralize the trapped
charge, reducing the built-in field from FDC to FDC–FAC, where FAC is a change
in the built-in electric field (Fig. 4.2b). As it is seen, a built-in electric field in the
sample is necessary for photomodulation of the band bending.
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The built-in electric field can be also modulated in a contactless manner in
a capacitor system, see Fig. 4.3. It is expected that the mechanism of band bending
modulation in this approach is very similar to that taking place in electroreflectance
with electric contacts, i.e., the applied voltage leads to a carrier redistribution
which influences the built-in electric field inside the sample. In electroreflectance
measurements with electric contacts the maximal amplitude of modulation voltage
should be smaller than the Schottky barrier for a given structure. Usually this
amplitude is much smaller than the Schottky barrier since only a small modulation
of the built-in electric field is needed for electroreflectance measurements. Too large
band bending modulation can lead to signals which cannot be analyzed within
standard approaches used in EM spectroscopy. In the case of CER measurements,
a high voltage is used to modulate the band bending inside the sample. However,
most of the voltage drop appears in the air gap between the semitransparent
electrode and the sample surface and, therefore, inside the sample only a small band
bending modulation takes place at the sample surface.

4.1.2 Experimental Setup for Photo- and Contactless
Electro-Reflectance

Both the bright and dark experimental configurations can be applied to measure
PR and CER spectra [5]. The classical approach to measure these spectra is the
dark configuration [1–4] where the sample is illuminated with monochromatic light.
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Recently, the bright configuration has been widely applied to measure PR and
CER spectra [6–13]. This approach, where the sample is illuminated with white
light, possesses several advantages and is very promising in fast measurements
with a multichannel detection of PR (or CER) signal [14]. Setups for PR and
CER measurements in the two experimental configurations are schematically shown
in Figs. 4.4 and 4.5. In addition, the method of PR measurements with Fourier-
transform spectrometer is presented in this section.

4.1.2.1 Bright Configuration

The sample is illuminated with white light from a halogen lamp at the near normal
incidence [5] as shown in Fig. 4.4. The reflected light is dispersed through the
monochromator and detected by a detector. The signal measured by the detector
has two components: (1) the DC component which is proportional to I0R and (2)
AC component which is proportional to I0�R (I0 is the spectral characteristic of
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experimental setup, which results from characteristics of all optical elements in this
setup). Both DC and AC components are measured with a lock-in amplifier. The
computer program records AC and DC signals and divides the two components thus
giving the PR spectrum, �R=R.E/, where E is the photon energy of the incident
beam. In order to control the spectrum of the probing beam, various edge filters
can be used. In addition, the intensity of the probing beam can be controlled by the
voltage on the halogen lamp. It is worth noting that the total power of the white
spectrum can be below a few mW, i.e., smaller than the power of the pump beam
(laser beam) in PR experiment. In this way, the probing beam-induced photovoltaic
effect can be significantly reduced. It is worth noting that the photovoltaic effect
related to the pump beam is eliminated in CER spectroscopy since the band bending
modulation in this technique is induced by an external electric field generated in a
capacitor system, i.e., the sample is not illuminated by the pump beam.

4.1.2.2 Dark Configuration

In the classical approach for the measurement of the PR and CER spectra (i.e.,
the dark configuration), the sample is illuminated with monochromatic light [1–4]
as shown in Fig. 4.5. The rest of the measurement concept is the same as in the
bright configuration. It is worth noting that the illumination of the sample with the
monochromatic probing beam instead of the beam of white spectrum leads to a
weaker band flattering, which is related to the photovoltaic effect.
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The issue of photovoltage effect can be important when the PR or CER
spectroscopy is applied to study the surface electric field since this field is
reduced by the photovoltaic effect. In the case of applications of PR and CER
spectroscopy to study energies of QW and/or QD transitions, the white light-
induced photovoltaic effect does not play any significant role. The other difference
between the dark and bright configurations of PR measurements is the contribution
of the unwanted photoluminescence signal. In the dark configuration, this signal
leads to a constant background which can be electronically compensated. If the
photoluminescence signal is too strong, the electronic compensation does not help
and special optics have to be used to eliminate this signal. In the bright configuration,
the problem of unwanted photoluminescence does not exist in spectral ranges where
the photoluminescence is not observed. In the spectral range of photoluminescence
signal, this signal has to be eliminated by using special optics or other methods.

It is also possible to measure PR (and CER) spectra with two monochromators.
One monochromator for making monochromatic probing beam like in the dark
configuration and the second monochromator for selective spectral detection of
PR (and CER) signal like in the bright configuration. Such an approach includes
advantages of the dark configuration (i.e., the weak photovoltaic effect) as well as
features of the bright configuration (easier elimination of photoluminescence signal
in PR measurements).

4.1.2.3 Photoreflectance

In the case of photoreflectance, the modulation of the built-in electric field inside the
sample is caused by photoexcited electron–hole pairs created by the pump source
(usually a laser). Photon energy of the pump beam is generally larger than the band
gap of the semiconductor being under study. However, there is a possibility to use
a below band gap modulation through the excitation of impurity or surface states
[15–17]. In general, the efficiency of the band bending modulation with the phonon
energy smaller than the energy gap of the investigated sample is much smaller than
the efficiency of photomodulation with the phonon energy higher than the energy
gap, see, e.g., [16]. It is worth noting that the below band gap modulation does
not generate unwanted photoluminescence, which complicates PR measurements
especially at low temperatures when the photoluminescence signal is very strong.
The pump beam is defocused on the sample to the diameter of the probing beam
(2–3 mm) and chopped by a mechanical chopper with a frequency in the range of
100–400 Hz.

4.1.2.4 Contactless Electroreflectance

The CER method utilizes a capacitor-like system with one top semitransparent
electrode and one bottom metal-block electrode. A typical capacitor for CER
measurements is shown in Fig. 4.6. The semitransparent electrode is made from
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Fig. 4.6 Capacitor used for
contactless electroreflectance
measurements

a metal wire mesh. The sample is glued to the bottom electrode by using a silver
paste. The front electrode is separated from the sample surface by a spacer (e.g., 0.1–
1.0 mm). Thus, there is nothing in direct contact with the sample. It means that the
sample does not conduct any current and the external electric field is able to change
only the carrier distribution inside the sample. The limit for the applied voltage
is the electric breakdown in this air gap. It means that the maximal amplitude of
electromodulation in the CER technique is usually more limited than the maximal
electromodulation amplitude in PR or electroreflectance with electric contacts. It is
expected that the amplitude of electromodulation in CER is very weak (few or few
tens of kV/cm) since most of the applied voltage drops in the air gap between the
semitransparent front electrode and the sample. Typical amplitudes and frequencies
of AC square-like voltage used to measure CER spectra are usually in the range of
500–3,500 V and 100–500 Hz, respectively.

4.1.2.5 Fast Measurements with the Multichannel Detection

The multichannel detection of�R signal can be realized in the bright experimental
configuration. Such a detection allows measurements of PR (or CER) spectrum
within a few seconds instead of a few dozen minutes or a few hours typically needed
for “step-by-step” measurements with the phase sensitive lock-in detection of �R
signal. The experimental setup for fast measurements with multichannel detection is
analogous to the bright experimental setup with the one-channel detection system,
which is shown in Fig. 4.4. The main difference between the two measurements
approached lies in the detection of�R andR signal. In order to detect the change in
the reflectance (i.e.,�R/ by using a multichannel detector (i.e., a CCD camera), two
reflectance spectra are recorded: one spectrum with laser off (Roff/ and the second
spectrum with laser on (Ron/. This procedure takes less than 1 s since the time ofRoff

andRon collections is the order of a few dozen of milliseconds (this integration time
is controlled electronically directly on CCD detector; the control of the integration
time by a mechanical chopper is rather inaccurate in this regime of times). The
difference between the two reflectance spectra (Roff and Ron/ is proportional to
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changes in the reflectance according to (4.1)

I0�R D I0Roff � I0Ron; (4.1)

where I0 is the spectral characteristic of the experimental setup. The PR spectrum
can be obtained from Roff and Ron measurements according to (4.2)

�R

R
D I0�R

0:5 .I0Roff C I0Ron/
: (4.2)

In order to improve the signal-to-noise ratio for �R=R spectra, the measurements
of Roff and Ron can be repeated a few (or a few hundreds) times.

Unfortunately, the sensitivity of PR measurements within this approach is two
or three orders worse than the sensitivity obtained with the phase sensitive lock-in
detection. However, it is expected that the development of multichannel detectors
and systems for multichannel signal processing will be able to improve this
sensitivity.

4.1.2.6 Fourier Transformed Photoreflectance

PR measurements in the mid-infrared spectral range is very difficult due to weaker
sensitivity of detectors in this spectral range, a strong absorption of gases (CO2 and
others) at characteristic wavelengths as well as weaker PR signals for narrow gap
semiconductors, which is usually related to a weaker band bending modulation in
these semiconductors. In addition, the classical approach with a grating spectrome-
ter is inconvenient in the application to PR measurements in a broad spectral range
(e.g., 2–7�m) due to higher orders of diffraction. Because of this inconvenience,
PR measurements with a Fourier transformer [18–20] are recommended for this
spectral range. A typical experimental setup for PR measurements with the Fourier-
transformer spectrometer is shown in Fig. 4.7. The collimated beam of light from
a halogen (or glowbar) lamp is sent to the Michelson interferometer, where the
position of the moving mirror can be controlled in the “step-scan” mode. The
outgoing beam from the Michelson interferometer is the probing beam which
is used to illuminate the investigated sample. This beam is reflected from the
sample and detected by a detector in the lock-in technique with the frequency
corresponding to the modulation of the pump beam, which also illuminates the
sample and is responsible for changes in built-in electric field inside the sample
(i.e., changes in the reflectance spectrum). In the “step scan” mode, it is possible
to measure the change in the interferogram for a given position of the moving
mirror. Such measurements performed for various positions of the moving mirror
leads to a “differential” interferogram. The Fourier transformation of such an
interferogram leads to a spectrum of elctromodulated changes in reflectance (i.e.,
I0�R spectrum, where I0 is the spectral characteristic of the experimental setup). In
order to obtain�R=R spectrum, the reflectance (I0R/ spectrum has to be measured
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separately at the same conditions. It is worth noting that the problem of unwanted
photoluminescence signal does not appear in PR measurements with the Fourier
transformer, which is also very important advantage of this approach to measure PR
spectra.

4.1.3 Analysis of Photo- and Electro-Reflectance Spectra

In order to extract maximum information from experimental data, an appropriate
analysis of spectral features has to be performed. In PR and CER spectroscopy,
relative changes in the reflectivity coefficient are measured. These changes are
related to the perturbation of the dielectric function ." D "1 C i"2/ and they are
described by the following expression [1–3]

�R

R
D ˛."1; "2/�"1 C ˇ."1; "2/�"2; (4.3)

where ˛ and ˇ are the Seraphin coefficients, related to the dielectric function, and
�"1 and �"2 are related by Kramers–Kronig relations.

The detailed lineshape of the PR and CER features related to optical transitions
can be discussed in terms of electromodulation mechanisms. Electromodulation
can be classified into three categories depending on the relative strengths of
characteristic energies [21]. In the low-field regime j„�j � � , where � is the
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broadening parameter and „� is the electro-optic energy given by (4.4)

.„�/3 D q2„2F 2

2�
: (4.4)

In the above equation, F is the electric field and � is the reduced interband mass
in the direction of the field. In the intermediate-field case, when j„�j 	 � and
qFa0 � Eg (a0 is the lattice constant), the Franz–Keldysh oscillations (FKO)
appear in the spectrum. In the high-field regime, the electro-optic energy is much
greater than the broadening � but qFa0 � Eg so that Stark shifts are produced.
A theoretical description of the spectral features observed in the EM spectra are
discussed in detail in [21–28]. A summary of this discussion is presented below.

4.1.3.1 Low-Field Limit: Third-Derivative Spectroscopy

Electro- and photoreflectance spectra of simple, lightly doped systems, measured
under low-field conditions, can often be modeled using Aspnes’ third derivate
functional form [21], so-called Lorentzian line shape

�R

R
D Re

�
Aei� .E � E0 C i�/�m


; (4.5)

whereE0 is the critical point (CP) energy,� is the broadening parameter (� � „=
),
and A and � are the amplitude and phase factor, respectively. The term m refers to
the type of CPs, i.e., the nature of optical transitions, namely:m D 2, 2.5, and 3 for
an excitonic transition, a three-dimensional CP one-electron transition, and a two-
dimensional CP one-electron transition, respectively. This formula is appropriate at
low temperatures for high quality structures. At room temperature, the Lorentzian
dielectric function is inappropriate and (4.5) must be replaced by more general
formula given by (4.6)

�R

R
D Re

�
C ei� ŒG.z/C i 
 F.z/	

E2

�

; (4.6)

where C is a constant, G.z/ and F.z/ are the electro-optic functions, and the
broadening is included via the normalized energy z D .E0�ECi 
�/=„� . Equation
(4.6) becomes complex for the Gaussian-like form of the dielectric function. Such
form of (4.6) is called as first derivate Gaussian. Note that for some temperatures,
the line shape, and this form is the most appropriate at room temperature and/or
for a sample with significant inhomogeneities. Note that in the same range of
temperatures, the line shape is an intermediate form between Lorentzian and
Gaussian [2, 3]. Also it is worth noting that the shape of a Lorentzian line with
m D 3 is very close to the shape of a Gaussian line.
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4.1.3.2 Low-Field Limit: First-Derivative Spectroscopy

The perturbation due to the changes of the electric field does not accelerate carriers
in their bound states, such as excitons, carriers in quantum wells, or impurities.
These types of particles are confined in space which does not have a translational
symmetry. For bound states, the EM line shape has first-derivative character [25],
and the changes in the dielectric function may be expressed as

�" D
�
@"

@Eg

@Eg

@FAC
C @"

@�

@�

@FAC
C @"

@I

@I

@FAC

�

FAC; (4.7)

where FAC is the change in the built-in electric field and I is the intensity of the
optical transition. Equation (4.7) can be rewritten as [28]

�"i D
�
AEf

i
E C A�f i

� C AIf i
I

 I

�
FAC; i D 1; 2; (4.8)

with
AE D 1

Eg

@Eg

@FAC
; f i

E D @"i
@Eg
;

A� D 1
�

@�
@FAC

; and f i
� D @"i

@�
;

AI D 1
I

@I
@FAC

; f i
I D @"i

@I
:

(4.9)

Depending on the broadening mechanism, the unperturbated dielectric function
can be either Lorenzian or Gaussian. For quantum wells, the dielectric function is
excitonic even at elevated temperatures. Thus, for the quantum microstructures, the
Lorenzian or Gaussian profiles of dielectric function are appropriate. The Lorenzian
dielectric function can be written as [24]

" D 1C I

E � Eg C i�
: (4.10)

The modulation terms of (4.8) are given by

f 1
E D y2�1

.y2C1/2 ; f
1
� D f 2

E ; f 1
I D y

y2C1 ;

f 2
E D �2y

y2C1 ; f 2
� D �f 1

E ; f
2
I D �1

y2C1 ;
(4.11)

where y D .E � Eg/=� . If the intensity modulation terms are ignored, only two
independent line-shape factors [see (4.11)] do not vanish. The combined spectral
dependence can then be expressed by (4.5) with m D 2 [24].

The unperturbated dielectric function of a Gaussian profile is given by [28]
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" D 1C I.L1 C iL2/; (4.12)

where

L1 D y

�
˚.1; 3=2;�y2=2/;

L2 D
r
�

2

1

�
exp.�y2=2/: (4.13)

Here ˚ is the confluent hypergeometric function. In this case, the modulation terms
of (4.8) can be written as

f 1
E D �˚.1; 1=2;�y2=2/;

f 2
E D �

r
�

2
y exp.�y2=2/;

f 1
� D �2y˚.2; 3=2;�y2=2/;

f 2
� D �

r
�

2
.y2 � 1/ exp.�y2=2/; (4.14)

f 1
I D y˚.1; 3=2;�y2=2/;

f 2
I D �

r
�

2
exp.�y2=2/:

Hence, for the dielectric function of Gaussian type one can derive

�R

R
D �

Af 1
E C Bf 2

E


: (4.15)

4.1.3.3 Intermediate Field Limit: Franz–Keldysh Oscillations

When the low-field criteria are not satisfied, but eFa0 � Eg, the dielectric function
can exhibit FKO. Although the exact form of �R=R for the intermediate-field case
with the broadening is quite complicated, Aspnes and Studna [22] have derived a
relatively simple expression

�R

R
.E/ / 1

E2.E�Eg/
exp

�

�2.E � Eg/
1=2 �

.„�/3=2
�

� cos

"
4

3

.E�Eg/
3=2

.„�/3=2 C �
#

;

(4.16)
whereE is the energy,Eg is the energy gap for the considered optical transition, „�
is the electro-optic energy defined by (4.4), � is the linewidth, and � is an arbitrary
phase factor. From the above equation, the position of a nth extreme in the FKO is
given by
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n� D 4

3

�
En � Eg

„�
�3=2

C �; (4.17)

where En is the photon energy of the nth extreme [23]. A plot 4=3�.En � Eg/
3=2

vs. the index number n will yield a straight line with slope .„�/3=2. Therefore,
the electric field F can be directly obtained from the period of FKO if � [i.e. the
electron–hole reduced mass, see (4.4)] is known. Conversely, � can be measured if
the electric field is known.

The dominant field in the structure determines the period of the FKO. In the
above expressions, the nature of that field was not specified. There are two limiting
cases to be considered. If modulation is from a flat band, i.e., no presence of a
DC field, then the field is clearly the modulating field FAC. A more interesting
situation occurs when there exists a large DC electric field in the material and a small
modulating field is applied, i.e., FAC � FDC. In this case, the period of the FKO
is given by FDC and not by FAC [27]. Shen and Pollak [27] have even considered
the case when FAC is not small compared to FDC. They have shown that even for
FAC=FDC as large as 0.15, the first few FKO are still determined by FDC.

4.1.3.4 Kramers–Kronig Analysis in the Low-Field Limit

An alternative method for estimating Eg, � , and A (but not �) related to the
lineshape described by (4.5) or (4.6), in the so called “low field limit”, has been
developed based on a Kramers–Kronig transformation of the PR (or CER) spectrum
[29, 30]. In this case, the complex PR function is defined as below:

� Q�.E/ D ��R.E/C i��I .E/ D ��.E/ei‚.E/; (4.18)

where the measured value of the PR (or CER) signal is equal to

�R

R
D ��R D �� 
 cos‚: (4.19)

After mathematical considerations similar to that carried out for other optical
constants functions [30], the Kramers–Kronig relation for the complex PR function,
(4.18), can be written:

��I .E0/ D 2E0

�
P

Z Eb

Ea

�R

R

1

E2
0 C E2

dE; (4.20)

whereP
R

means the principal value of the integral and .Ea;Eb/ is the energy range
in which �R=R is measured. The values of Ea and Eb should be chosen in a way
that �R=R.Ea/ D �R=R.Eb/ D 0 having all the oscillations interesting for us
inside this range. Knowing the values of ��I , the modulus �� can be determined
by means of the simple formula:
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�� D
s

�
�R

R

�2

C .��I /2; (4.21)

which can be treated as the modulus of the PR resonance.
In the framework of fitting procedure with (4.5), the modulus of PR resonance is

defined by (4.22)

j��.E/j D jAj
Œ.E � E0/2 C �2	

n
2

: (4.22)

In order to plot the modulus of the PR (or CER) resonance, A, E0, � , and �
parameters have to be determined by using the fitting procedure. The advantage
of Kramers Kronig analysis (KKA) is to avoid the fitting procedure. It is very useful
if the line shape of EM data changes between Lorentzian- and Gaussian-like, i.e.,
between (4.5) and (4.6). Notice that the integrated modulus of the EM resonance
is interpreted as the oscillator strength of the optical transition while E0 and � are
the transition energy and the transition broadening, respectively. The broadening is
related to the sample quality and temperature.

4.1.3.5 Fitting Procedure Vs. Kramers–Kronig Analysis

A comparison of the analysis of EM data by using standard fitting procedure and
KKA is shown in Fig. 4.8. Figure 4.8a shows experimental data (open points) which
are fitted by (4.5) with m D 3 (dashed line), together with the modulus of the
resonance (4.22) (solid line), whereas Fig. 4.8b shows the same experimental data
(open points) with the modulus of PR resonance obtained by using KKA (4.21)
(solid line). The dashed line in Fig. 4.8b shows ��I obtained from (4.20). It is
clearly visible that the modulus of the PR resonance obtained by the two ways are
almost the same.

4.2 Applications of Photo- and Contactless
Electro-Reflectance

PR and CER spectroscopies can be applied to study various issues in semiconduc-
tors materials and their low dimensional structures [6–10, 13, 17, 31–46]. In this
section, we present examples of the application of PR and CER spectroscopy to
study bulk-like epilayers and low dimensional heterostructures including quantum
wells and quantum dots. In addition, some examples of the application PR or CER
spectroscopy to study semiconductor devices are presented in this section.
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Fig. 4.8 Analysis of the
ground state transition for a
GaInNAs/GaAs quantum well

4.2.1 Bulk-Like Epilayers

PR and CER spectroscopies probe optical transitions between extended states (i.e.,
optical transitions at CPs of the band structure) in contrast to photoluminescence
which is very sensitive to localized states. For bulk-like materials, these techniques
are excellent to study the energy gap, its homogeneity as well as energies of optical
transitions at other CPs of the band structure. Because of these features PR and
CER spectroscopies are often used to determine the spin–orbit splitting and the
energy separation between light holes and heavy holes in strained epitaxial layers.
For high quality materials, free exciton transitions can be also studied by PR and
CER techniques.

Figure 4.9 shows PR spectra measured at 10 K for 2-�m-thick GaN epilayers
grown by metalorganic chemical vapor deposition on sapphire and truly bulk GaN
substrate obtained by the ammonothermal method [17]. In order to avoid the
problem with unwanted photoluminescence signal, the band bending was modulated
by a green laser with the photon energy of 2.3 eV. In this case, the modulation
mechanism can be related to an ionization of donor- and/or acceptor-like states at the
surface and in the whole volume of GaN crystal. This mechanism is very efficient for
this sample since the PR signal is quite strong (� 10�2 �R=R/. It is worth noting
that the efficiency of band bending modulation with the photon energy smaller
than the energy gap of the investigated sample varies very significantly between
samples and, therefore for many samples, such a modulation is very difficult (or
even impossible) to obtain. However, it is rather recommended to try this possibility
of band bending modulation for low temperature PR measurements since such
a modulation very easily solves problems with the unwanted photoluminescence
signal.
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Fig. 4.9 Photoreflectance spectra of heteroepitaxial (a) and homoepitaxial (b) GaN layers mea-
sured at 10 K [17]

In Fig. 4.9, three excitonic transitions (FXA, FXB, and FXC related to the
�V9 � �C7 ; �V7 , (upper band)–�C7 and �V7 (lower band)–�C7 interband transitions,
respectively) are clearly observed for GaN layers. For the homoepitaxial layer
(GaN layer deposited on truly bulk GaN substrate), the exciton transitions are
observed at lower energies, see Fig. 4.9b. In addition, it is clearly visible that
the linewidth of exciton resonances is much smaller for the homoepitaxial layer.
In order to extract the energy and linewidth of excitonic transitions from PR
spectra, the standard fitting procedure assuming Lorentzian lineshape (4.5) with
m D 2 can be applied. The fitting curves are shown by thick gray lines in
Fig. 4.9 together with the moduli of individual resonances (thin solid lines) obtained
according to (4.22). The energy position for the FXA, FXB, and FXC excitonic
transitions in the heteroepitaxial layer have been determined to be 3.483, 3.491, and
3.512 eV, respectively. For the homoepitaxial layer, these transitions are observed
at lower energies: EFXAD 3:4760,EFXBD 3:4817, and EFXCD 3:4991 eV, because
of no residual strain in this layer [17]. In addition, it is worth noting that the
exciton linewidth for the homoepitaxial layer is about twice smaller than the
linewidth for the heteroepitaxial layer, see moduli of PR resonances in Fig. 4.9.
Such narrow PR resonances correspond to a homogeneous broadening of excitonic
transitions and indicate no residual strain (or negligible small residual strain) in the
epilayer grown on truly bulk GaN substrate. In the case of heteroepitaxial layers,
it is difficult to eliminate the residual strain and therefore the low temperature
broadening of PR resonances corresponds to the strain distribution in these layers.
The presented results clearly show that PR spectroscopy is an excellent tool to
study energies of excitonic transitions as well as their broadenings, i.e., the sample
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quality/homogeneity. Because of these advantages, PR (and CER) spectroscopy is
often used to study the temperature dependence of excitonic transitions and their
broadenings. An example of such studies for the homoepitaxial GaN layer is shown
in Fig. 4.10. A detailed discussion of this issue including the fitting of experimental
data by Varshni and Bose–Einstein formulas can be found in [17].

For semiconductor alloys, the carrier localization phenomenon is very often
observed and its magnitude can be studied comparing the energy of photolumi-
nescence peak with the energy of PR (or CER) transition (i.e., evaluating the
Stokes shift, which is defined as the energy difference between absorption and
emission). Figure 4.11 shows such studies for InGaN layers with various indium
concentrations. For all samples, the photoluminescence peak is observed at lower
energy than the CER transition because of indium content fluctuations typical of
this alloy. In addition, the strong alloy inhomogeneities are manifested by very large
broadening of CER resonances. In this case, CER resonance was fitted by (4.5) with
m D 3 (Lorenzian-like line), which can be applied to very inhomogeneous systems
instead of the Gaussian-like line given by (4.6). For this alloy, the Stokes shift has
been found to increase with the increase in indium concentration, see Fig. 4.11 and
[31]. In this case, CER spectroscopy is also an excellent tool to study the bowing
parameter for the InGaN alloy since the energy of the CER resonance corresponds
to the average energy gap for a given sample, whereas photoluminescence probes
mainly In-rich parts of InGaN layers and, hence, it leads to an overestimated bowing
parameter, see details in [31].
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Fig. 4.11 Contactless electroreflectance and photoluminescence spectra measured at room tem-
perature for Ga1�xInxN layers of various indium concentrations [31]

Besides the fundamental transition, the optical transitions between the spin–
orbit splitted band and other bands can be studied by PR and CER spectroscopies.
Figure 4.12 shows PR spectrum measured at 10 K for a GaNAs layer grown on GaAs
substrate. In addition to the sharp PR resonance at�1.5 eV, which is associated with
the photon absorption in GaAs cap/buffer layer, three quite broad optical transitions
are clearly visible in this spectrum. Beside the fundamental transition (E�) observed
at the energy of 1.25 eV, the optical transition between the spin–orbit splitted band
and the conduction band is clearly visible at the energy of 1.57 eV. In addition,
the optical transition between the valence band and the EC band is observed at the
energy of 1.95 eV. The E� and EC transitions are typical of GaNAs layers and they
can be interpreted in the framework of the band anticrossing model [47] introduced
for dilute nitrides (i.e., III–V alloys with a few percent of nitrogen atoms). For this
layer, the light- and heavy-hole related bands should be splitted since this layer
is tensely strained; however, this splitting is smaller than the broadening of CER
resonance and, therefore, it is rather difficult to resolve two individual resonances
for the E� and EC transition. In order to observe the strain-related splitting between
the light and heavy hole bands, the alloy homogeneity of the investigated sample
should be very high. An example of the application of PR spectroscopy to study the
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strain-related splitting between light and heavy holes in high quality GaNAs layer is
shown in Fig. 4.13. For this layer, the broadening of PR resonances is smaller than
the splitting between the light and heavy holes and therefore two resonances are
visible in PR spectrum. The two resonances have been fitted by (4.5) with m D 2.
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4.2.2 Quantum Wells

The application of PR (and CER) spectroscopy to quantum well (QW) structures
allows to determine the type of QW (type I, II, or III) as well as the band gap
discontinuities at QW interfaces. It is possible since PR (and CER) probes energies
of optical transitions between both the ground and excited states. Energies of
QW transitions between excited states strongly depend on the band gap alignment
between the well and barrier materials and hence PR (and CER) spectroscopy can
be used to determine the conduction band offset QC (or valence band offset QV/,
which is defined by (4.23a) as

QC D �EC

.�EC C�EV/
� 100% (4.23a)

QV D 100%�QC (4.23b)

where �EC and �EV are the conduction- and valence-band discontinuities at
the heterojunction for unstrained materials, as illustrated in Fig. 4.14. They are
designated unstrained because they are the “natural” band offset corresponding
to the ab initio calculations. From a laser device perspective, the most interesting
values are the band gap discontinuities with the strain corrections, shown in Fig. 4.14
as �E�

C and �EHH
V . Generally, the most appropriate approach to heterojunction

band offsets is to determine the QC (or QV/ since a QW can be grown on different
substrates. For identical QWs grown on different substrates, the QC does not vary
whereas the �E�

C and �EHH
V discontinuities vary due to different lattice strains.

Moreover, the value of �E�
C and �EHH

V discontinuities can be calculated if the
unstrained “natural” offset, QC (or QV/, is known. Thus, the QC value is more
universal.

In order to find the band structure for the investigated QW, energies of QW
transitions have to be measured by PR (or CER) spectroscopy and next the measured
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Fig. 4.14 Band gap
alignment in a strained
quantum well before (dashed
lines) and after (solid lines)
strain corrections
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quantum well together with theoretical calculations of energies of optical transitions for these
quantum wells [32]. The insets show energy levels for electrons and heavy holes in these quantum
wells

energies have to be compared with theoretical calculations performed for various
conduction (valence) band offsets. Usually, the agreement between experimental
data and theoretical calculations is observed in a narrow range of the conduction
band offset. This range can be better determined if a set of QWs of various widths
and the same content is studied by PR (or CER) spectroscopy. Such an approach to
study the band structure of QWs was applied to different material systems [7,9,32–
35]. An example of such studies for two GaInNAsSb/GaAs QW structures with
various GaInNAsSb contents [32] are shown in Fig. 4.15 and discussed below.

In general, the number of CER resonances necessary to simulate experimental
data is established arbitrary analyzing individual CER spectra by nagged eye (note
that preliminary calculations help to make a reasonable decision). It is obvious
that larger number of CER resonances better simulate experimental data but each
resonance has to be justified since imaginary transitions can be generated if too
many resonances were used to simulate CER spectrum. Therefore, the moduli
of individual CER resonances are plotted and evaluated. The evaluation means a
comparison of transition intensities and the energy difference between individual
resonances. Usually, the allowed transitions are much stronger than partially allowed
ones. Moreover, the broadening of each CER resonances should be comparable.
Also it is acceptable that the broadening is higher for excited state transitions, e.g.
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the partially allowed transitions. Next energies of CER resonances are compared
with theoretical calculations for various QC. This procedure allows us to identify
CER resonances and determine the conduction band offset.

For the investigated GaInNAsSb/GaAs QW structures the strongest CER signal
is observed at an energy of �1.42 eV originating from the band-to-band absorption
in the GaAs barrier/cap layers. Below the GaAs signal, CER features associated
with optical transitions in GaInNAsSb/GaAs SQW are clearly observed. These
features are fitted by using the (4.5). The fitting curves are shown in Fig. 4.15 as
thick solid grey lines. In addition, the moduli of individual resonances (dashed
lines) obtained according to (4.22) are shown in this figure. As was mentioned the
identification of CER resonances is possible due to a series of calculations with
various QC. The notation klH(L) denotes the transition between the kth heavy-
hole (light-hole) valence subband and the l th conduction subband. The resonance
at the lowest energy originates from the 11H transition, which is a fundamental
transition for the two samples. In addition to the 11H transition, the CER spectra
show an 11L transition (the lowest energy transition for light-holes) and transitions
between the excited QW states such as 22H, 33H, and 22L transition. The partially
forbidden transitions, such as the 31H transition, were also considered. However, it
was concluded that they are weak in comparison with the allowed transitions and,
therefore, they can be neglected in the fitting procedure. In this manner, the number
of CER resonances was reduced to the number of allowed transitions. Finally, for
the first sample (GaInNAsSb/GaAs QW with 16% In content) four resonances have
been resolved in the CER spectrum. With the indium content increase, all QW
transitions shift to the red. For the second sample (GaInNAsSb/GaAs QW with
24% In content) an additional CER resonance related to the 33H transition appears
between 22L and GaAs transitions.

The best agreement between experimental data and theoretical calculations
for the Ga0:84In0:16N0:02As0:93Sb0:05=GaAs and Ga0:76In0:24N0:02As0:96Sb0:02=GaAs
QW is observed when the QC equals 50 and 70%, respectively. The energy level
structure for the two samples for the determinedQC is shown in insets in Fig. 4.15.
It is clearly visible that two electron and four heavy-hole states are confined for
these QWs. Moreover it is clearly visible that the change of GaInNAsSb content
significantly changes quantum confinement in the conduction and valence band.

4.2.3 Quantum Dots

Quantum dots (QDs) usually contain more than one confined state for electrons and
holes. Optical transitions between these states can be probed by photoluminescence
spectroscopy despite the emission-like character of this technique. It is possible
because of small volume of QDs and their low density in comparison to photon
density used in standard photoluminescence measurements. It is worth noting that
the same photon density applied to photoluminescence measurements of a QW
allows to detect the fundamental transition only because of larger volume of QW in
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comparison to the QD volume and faster carrier thermalization and recombination.
PR and CER spectroscopy due to their high sensitivity and absorption-like character
are able to probe each allowed optical transition in QDs as well as optical transitions
in the wetting layer [16, 36, 37]. For QDs embedded in a QW it is also possible
to probe the band structure of the surrounded QW [38, 39]. Because of high
photoluminescence signal from zero dimensional objects CER spectroscopy is more
recommended to study QD structures than the PR spectroscopy since any problems
with the unwanted photoluminescence signal do not exist in CER measurements.
A few examples of the application of PR and CER spectroscopy to study QD
structures is presented below.

Figure 4.16 shows PR, CER and PL spectra measured for the structure with
InAs/GaAs QDs. The strongest PR and CER signal is observed for the GaAs
barrier. Below the GaAs-related resonance optical transitions associated with the
photon absorption in QDs are clearly visible. These transitions correlate very well
with peaks observed in the PL spectrum. Between the QD- and GaAs-related
transitions two resonances are clearly observed at the energy of 1.33 and 1.37 eV.
These resonances are associated with the photon absorption in the InAs wetting
layer (W-HH transition is attributed to the optical transition between the heavy-
hole and electron level whereas the W-LH transition is attributed to the optical
transition between the light-hole and electron level which are confined in the wetting
layer). Such transitions are not observed in PL spectrum since the photogenerated
carriers relax to QDs before recombination. A similar situation takes place for QDs
embedded in a QW. For such structures PR or CER can be used to investigate the
band structure of the surrounding QW.
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Fig. 4.17 Contactless electroreflectance (red curves) and photoluminescence (blue curves) spectra
measured at room temperature for the InAs/GaInAs/GaAs (a) and InNAs/GaInNAs/GaAs (b)
quantum well structure [39]

Figure 4.17 shows CER and PL spectra measured for In(N)As QDs embedded
in GaIn(N)As QW [39]. First it is visible that the QD emission redshifts due to
the incorporation of N atoms into the InAs/InGaAs system. A redshift of CER
resonance, which is related to QD absorption, is also observed in these spectra.
The strongest CER signal, which is observed at �1.42 eV, is associated with
bulk-like absorption in GaAs barriers. In addition to the GaAs transition and
QD transitions, CER resonances, which are associated with optical transitions in
the In(N)As/GaIn(N)As/GaAs QW, are clearly visible in CER spectra (see CER
resonances between�1.15 and 1.4 eV). It is worth noting that the optical transitions
in the surrounded QW are not observed in the PL spectra whereas QD transitions
(both the ground and excited state ones) are usually visible in PL spectra, see for
example the PL spectrum for the N-free sample. Therefore, the most interesting
part of the CER spectrum, in this case, is associated with the optical transitions in
the In(N)As/GaIn(N)As/GaAs QW. A knowledge of the number of confined states
in the surrounded QW and their energies is important from the point view of such
processes as (1) the thermal quenching of QD emission and (2) the carrier relaxation
to the ground state in QDs.

In order to extract energies of the QW transitions, CER spectra in the range of
QW transitions have been fitted by (4.5) withm D 3. Fitting curves and modulus of
the CER resonances are plotted in Fig. 4.17. The identification of the resonances was
possible on the basis of the calculations performed in the framework of the effective
mass approximation, see details in [39]. As in the previous case, the notation
klH(L) in Fig. 4.17 denotes the transition between the kth heavy-hole (light-hole)
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valence subband and the l th conduction subband. In addition to the fundamental
QW transition (11H) the CER spectra show an 11L transition (i.e., the fundamental
transition for light-holes) and transitions between excited QW states (21H and 31H).
Note that the selection rules for a square-like QW do not work for this QW due to
strong asymmetry in this system.

The calculated band structure and wavefunctions for In(N)As/GaIn(N)As/GaAs
QWs can be found in Ref.[39]. It has been found that the QWs confine one electron,
one light-hole and three heavy-hole states. The energy separation between the QD
and QW ground state transitions in this system has been found to be �250 meV.
Taking into account that QD excited state transitions are observed in CER spectra,
it can be concluded that in this system the energy separation between the electron
(heavy-hole) QD and QW ground states is much higher than the thermal energy at
room temperature. It means that this design of gain medium is very perspective for
laser applications.

4.2.4 Device Structures

PR spectroscopy is often used to characterize the full active part in device structures.
For laser structures it is possible to probe the band structure of a given QW (or QD)
inside the structure as well as the energy gap of cladding layers and other layers in
the structure [40,41]. In addition, it is possible to determine the built-in electric field
in p–i–n junction from measurements of the period of Franz–Keldysh oscillations
[41]. However it should be stressed that the deepness of sample probing is much
smaller in CER spectroscopy and, therefore, this technique cannot be applied to
measure the built-in electric field in p–i–n junctions. The internal electric field is
also very important issue for field effect transistor heterostructures. In this case,
PR and CER spectroscopy can be used to measure the distribution of the built-in
electric field in transistor heterostructures [42]. A few examples of the application
of PR and CER spectroscopy to study transistor heterostructures and laser structures
are presented below.

Figure 4.18a, b show CER and PR spectra, respectively, measured at room
temperature for an AlGaN/GaN transistor heterostructure grown by metalorganic
vapor phase epitaxy on the [111] oriented Si substrate. The strong CER and PR
signal below 3.4 eV is uninteresting since it is associated with the Fabry–Perot
(F–P) oscillation, which is very strong for this heterostructure due to the high
contrast of refractive index between the Si substrate and epitaxial layers. The most
interesting part of PR and CER spectra for this heterostructure is associated with
photon absorption in the AlGaN layer. The AlGaN-related resonance is almost
the same in CER and PR spectra and exhibits a strong Franz–Keldysh oscillation
which is typical of photon absorption in a layer with the built-in electric field.
The period of FKO is directly connected with the value of the electric field. A
conventional method to determine the built-in electric field from FKO is to use an
asymptotic expression for electro-reflectance which is given by (4.16). In this case
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Fig. 4.18 Contactless electroreflectance (a) and photoreflectance (b) spectra measured at room
temperature for the AlGaN/GaN transistor heterostructure [42]
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the extrema of FKO are given by (4.17) and a plot of (En � Eg/
3=2 vs. n yields

a straight line with a slope proportional to F . An analysis of the AlGaN-related
FKO period for the AlGaN/GaN heterostructure is shown in Fig. 4.19. Assuming
that the internal electric field in AlGaN is homogeneous (as shown in the sketch in
Fig. 4.19) it has been determined that the built-in electric field in the AlGaN layer
equals �0.22 MV/cm.

It is also worth noting that any GaN-related CER signal (i.e., a well-defined
CER resonance at �3.4 eV) is not observed in the CER spectrum whereas such
a signal is observed in the PR spectrum. This behavior of CER spectra is typical
of AlGaN/GaN structures with the two dimensional electron gas (2DEG) at the
interface. This phenomenon is associated with a screening of the band bending
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Fig. 4.20 Photoluminescence (a) and photoreflectance (b) spectra measured at room temperature
for the quantum dash laser structure emitting at 1:5�m [40]

modulation in the GaN layer by the 2DEG existing at the AlGaN/GaN interface
from the external electromodulation generated by the capacitor-like system [6].

Figure 4.20 shows photoluminescence and PR spectra measured at room tem-
perature for an InAs quantum dash (QDash) laser structure designed for emission
at 1:5 �m [40]. In the case of photoluminescence spectrum, only one broad peak
is observed at 0.833 eV, whereas a lot of spectral features are visible in the PR
spectrum. The photoluminescence peak is associated with the carrier recombination
inside QDashes. The PR signal observed at the lowest energy is quite well correlated
with the emission peak. Thus this spectral feature is attributed to the photon
absorption inside InAs QDashes. The next PR feature, observed between 0.9–
1.0 eV, is also associated with the photon absorption in InAs. This resonance is
connected with the InAs wetting layer, i.e., a very thin QW which is formed
before the appearance of QDash islands [48]. The PR resonance observed at
�1.07 eV is associated with the photon absorption inside the 10 nm thick QDash
barriers, i.e., In0:53Ga0:23Al0:24As layers. The PR signal observed between 1.1 and
1.3 eV is attributed to the In0:53Ga0:47�xAlxAs-GRINSCH (GRaded INdex Separate
Confinement Heterostructure) layer. The broad PR resonance at the energy of 1.3–
1.4 eV is related to the photon absorption in the top cladding layer. This example
clearly shows that PR spectroscopy is an excellent tool to study optical transitions
in various layers in complex laser structures.
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Chapter 5
Photoluminescence: A Tool for Investigating
Optical, Electronic, and Structural Properties
of Semiconductors

G. Pettinari, A. Polimeni, and M. Capizzi

Abstract Theoretical basis and typical experimental setups of photoluminescence,
PL, are briefly described. The investigation by PL of some of the fundamental prop-
erties of compound semiconductors and alloys—e.g., optical gap, type and density
of shallow impurities, effects of structural disorder in alloys and at heterostructure
interfaces, and carrier effective masses—is illustrated. The effects on PL spectra of
magnetic fields are discussed, together with the validity limits of perturbation and
numerical models for different ratios of magnetic and excitonic energies.

5.1 Introduction

In a luminescence process, a system decays from an excited to a lower electronic
state, usually the ground state, by emitting a photon. In photoluminescence, PL,
the excitation energy is carried by a photon, in cathodoluminescence by accelerated
electrons, in electroluminescence by carriers electrically injected into the material.
Therefore, luminescence spectroscopy is a sensitive, non destructing tool—provided
exceedingly high excitation power densities are not used—for characterizing the
optical and electronic properties of either “ideal” or “real” semiconductors and
insulators. Hereafter, we will refer only to photoluminescence (a rich and detailed
review of photoluminescence processes can be found in [1–3]).

Photoluminescence is the counterpart of absorption; however, while absorption is
determined by high density-of-states, DOS, and energy levels, photoluminescence
is ruled mainly by fast relaxation processes: At low temperature, transitions from
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the lowest excited state or from states with the shortest radiative lifetime are
usually observed. Photoluminescence is then most suited to investigate transitions
at, or just below, the energy gap in intrinsic materials or deeper states in doped
or defected materials. PL linewidth and peak energy provide information about
impurity concentration and type [4] and alloy inhomogeneity in bulk materials or
size/composition fluctuations in low-dimensional systems. Moreover, PL measure-
ments as a function of temperature allow to investigate nonradiative centers and
their thermal activation energy. Second, heterostructures based on thin layers, which
cannot be probed directly by optical absorption, can be investigated by PL or PL
excitation, PLE, spectroscopy, a technique that mimics optical absorption.

Photoluminescence has been first used [5]1 to investigate the optical properties of
a semiconductor, Ge, in the early 1950s. However, it became a widespread technique
only in the 1960s when different laser sources became available. Lasers provide,
indeed, stable and intense optical sources easily collimated to micron-sized spots as
to permit the investigation of compositional homogeneity in alloys [6]. Moreover,
lasers provide optical sources that can be modulated in time down to the picosecond
domain.

In the following, we will summarize the main features of a PL apparatus and the
different relaxation and recombination mechanisms. Then, we will provide some
examples of how this technique can be used to investigate the material electronic
properties and their dependence on external perturbations, such as magnetic fields.

5.2 Generalities

5.2.1 Experimental Apparatus

A typical PL setup consists of a light source, at fixed or variable energy, a variable
temperature cryostat, a single or double monochromator, detectors, and related
electronics. A few optical components (polarizing and interferential filters, variable
retarders, lenses, and beam-splitter cubes) are also required.

As exemplified in Fig. 5.1a, the light sources are usually gas- or solid-state lasers,
whose emitted light is filtered by a narrow-band filter or an interferential high-
energy pass filter, F1, in order to avoid the collection of spurious laser lines at
the sample emission energies. The laser light is usually directed onto the sample
by a couple of mirrors, M1 and M2, and focused onto the sample by a lens L1 of
focal length f1, thus resulting in a small laser spot on the sample. A microscope
objective replaces L1 when the laser spot has to be reduced to micrometer size for
micro-photoluminescence (�-PL) measurements. A cube beam-splitter is inserted

1It was the subject of an abstract presented at the 1951 Autumn Meeting of the American Physical
Society (Trinity College, Hartford, Connecticut, November 3, 1951)
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Fig. 5.1 (a) Sketch of the experimental setup for PL measurements. Mi label mirrors, Li indicate
lenses and Fi filters. (b) Sketch of the cryostat for measurements under low-to-medium (up to
�12 T) magnetic fields as obtained by superconducting coils. A linear polarizer and a wave plate
are used to resolve the polarization state of the emitted photons. (c) Sketch of the cryostat for
measurements under low-to-high (up to �30 T) magnetic fields as obtained in a Bitter magnet by
conventional copper disks

before the sample whenever a continuous measurement of the exciting power or
wavelength is required.

The sample is cooled down in a pumped liquid-He bath cryostat when the
temperature should be ramped between�1 and 300 K, or in a closed-cycle variable-
temperature cryostat if temperatures below 10 K are not required. A continuous-flux
disk-shaped cryostat is commonly used in the case of �-PL measurements.

The light emitted from the sample is collected by a collimating lens, L2, placed
at distance from the sample equal to its focal length, f2. A second lens, L3, of focal
length f3, focuses the parallelized light onto the entrance slit of the monochromator.
The F -number of the focusing lens, F3, should match that of the monochromator,
FM, in order to fill up exactly the monochromator grating: This condition maximizes
monochromator energy resolution and avoids loss of signal and unwanted additional
stray light in the monochromator. These two different lenses, a collimating and a
focusing one, are used to get flexibility in the geometrical disposition of cryostat and
monochromator. Moreover, polarizing filters and variable retarders may be easily
inserted between those two lenses to analyze the PL signal.

A cold filter F2 and/or a low energy-pass filter, F3, are placed just before the
monochromator entrance slit. This cleans the spectra from unwanted signals due,
e.g., to laser light scattered and/or reflected from the sample and falling onto
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the filters, as well as from monochromator second-order transmissions. This is
particularly important when the PL signal is very weak and stray light in the
monochromator is comparable to, or even higher than, the sample signal. Particular
attention should be paid to the choice of the collimating and focusing lenses. A high
numerical aperture, short focus collimating lens L2 collects more light but the image
of the emitting spot size on the monochromator entrance slit is magnified by a factor
f3=f2 by the focusing lens L3. This may result in a loss of signal for a narrow
entrance slit, or a loss of energy resolution if the slit is widened to accept the full
magnified image of the emitting spot. Such considerations are quite critical in �-
PL (or �-Raman) measurements, where high NA microscope objectives (with focal
lengths of the order of 1 cm or less) are used.

The energy-dispersed PL signal is collected at the exit slit of the monochromator
and converted into an electric signal by a single channel detector, either as a
photomultiplier or a solid-state photodetector, or by a multiple channel detector,
such as a Si charged coupled device or an InGaAs linear array. A single photon
counter, a lock-in, or a dedicated electronic equipment increases the signal-to-noise
ratio of the PL signal. Second, a computer controls sample and detector temperature,
exciting power and PL signal reading, monochromator-wavelength change, etc.

A similar setup is used to perform PL measurements under an applied magnetic
field, either up to 14–18 T, as obtained by a superconducting coil, see Fig. 5.1b, or
up to 33 T, as typically obtained in a Bitter magnet by conventional copper disks, see
Fig. 5.1c. In the former case, a wave-plate and a linear polarizer are inserted before
any optical component (mirrors or lenses) in order to perform PL measurements as
a function of light polarization. In the latter case, an insert is placed in the magnet
bore (usually 3�5 cm in diameter). In this insert, a same short-focus lens (L1 � L2,
f � 1 cm) focuses the laser light onto the sample and collects/collimates the light
emitted from the sample.

A similar setup is used for PLE measurements. In this case, however, a variable
energy source is used, namely, either a high brilliance tungsten lamp monochro-
matized by a short-focal-length monochromator with a high through-output, or a
tunable laser. In an automatized system, a Fourier interferometer reads and records
the exciting wavelength.

5.2.2 Absorption Spectroscopy

The absorption coefficient ˛.„!/ is intimately connected with the electronic
DOS and band structure of a material. According to the Fermi Golden Rule, the
probability per unit time and volume, R.„!/, that a given system will absorb an
incoming photon of energy „! with the transition of an electron from the valence
band, VB, to the conduction band, CB, is given by

R.„!/ D 2�

„
X

kCB;kVB

jhCBjHeRjVBij2 
 ıŒE.kCB/ �E.kVB/ � „!	: (5.1)
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E.kCB/ ŒE.kVB/	 gives the energy dispersion of the conduction (valence)
band, the Hamiltonian HeR accounts for the electron–radiation interaction, and
jhCBjHeRjVBij2 is the probability for an electron in a valence band state jVBi to
be excited into a conduction band state jCBi by absorbing a photon. The crystal
translational symmetry requires that kCB D kVBCG, where G is a reciprocal lattice
vector. If the energy dispersion curves are restricted to the first Brillouin zone,
GD 0 and jhCBjHeRjVBij2 (D jhCBj O" 
 pjVBij2 in the dipole approximation) is
nonzero only for transitions between states with a same crystal momentum k (the
photon momentum can be usually disregarded). Here O" is a unit vector parallel to
the potential vector A and p is the electron momentum. Moreover,

jhCBjHeRjVBij2 D
� e

mc

�2 jA.„!/j2 
 jPVB;CBj2 ; (5.2)

where A.„!/ is the amplitude of the potential vector A. If the momentum matrix
element is assumed to weakly depend on k and jPVB;CBj2 is set equal to a constant,
R.„!/ can be rewritten as

R.„!/ D 2�

„
� e

m!

�2
ˇ
ˇ
ˇ
ˇ
E.„!/
2

ˇ
ˇ
ˇ
ˇ

2

jPVB;CBj2
X

kCB;kVB

ıŒE.kCB/� E.kVB/� „!	;
(5.3)

where E.„!/ is the amplitude of the incident electric field.
The absorption coefficient of the material, ˛.„!/, is defined through the Lambert

relation dI=dx D �˛.„!/I , which yields I.x;„!/ D I.0;„!/e�˛.„!/x, where
I.x;„!/ is the intensity of the electromagnetic radiation as it has propagated
through a distance x in the material. ˛.„!/ is connected to R.„!/ through the
relation

˛.„!/ D 8�

c 
 n
„!

jE.„!/j2 
R.„!/; (5.4)

where n is the refractive index of the material. We can write then

˛.„!/ D „
c 
 n

�
2�e

m

�2


 1„! 
 jPVB;CBj2
X

kCB;kVB

ıŒE.kCB/ �E.kVB/� „!	: (5.5)

If the summation over k is replaced by an integral, we obtain

˛.„!/ D „
c 
 n

�
2�e

m

�2


 1„! 
 jPVB;CBj2
Z

BZ

d3k

4�3
ıŒE.kCB/�E.kVB/�„!	: (5.6)

The integral in (5.6) resembles an electronic DOS and can be defined directly
in terms of the gradient of the difference between the energy dispersion of the
conduction and valence bands, ECV.k/ D E.kCB/ �E.kVB/. Thus, one obtains

˛.„!/ D „
c 
 n

�
2�e

m

�2


 1„! 
 jPVB;CBj2
Z

SCV.„!/
dS

4�3
1

jrECV.k/j ; (5.7)
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where SCV.„!/ is the portion of the energy isosurfaceECV.k/ D „! that lies within
the first Brillouin zone, BZ. This integral is a measure of the number of states of the
conduction and valence bands with the same wave vector k that are separated by
an energy difference „!. This quantity is usually referred to as the joint density of
states ŒDJ.„!/	 of the crystal.

Measurements of the absorption coefficient provide a direct determination of
DJ.„!/ and, therefore, information on the band structure of a material: Singularities
in DJ.„!/ appear as structures in ˛.„!/ and indicate the energy position of critical
points ofECV.k/. In particular, the minimum energy difference between CB and VB
defines the energy gap Eg of the material. There ˛.„!/ assumes the form

˛.„!/ D
8
<

:

0 „! � Eg

„
cn



2�e
m

�2 
 1„! 
 jPVB;CBj2 1
2�2�p˛1˛2˛3

p„! � Eg „! > Eg

; (5.8)

where ˛1, ˛2, and ˛3 are the coefficients of a quadratic expansion ofECV.k/ near the
minimum ECV.k/ D E.0/C ˛1k21 C ˛2k22 C ˛3k23 . The onset of optical absorption
is known as the absorption edge of the material. Equation (5.8) has been obtained
in the framework of the dipole approximation for transitions between CB and VB
states with a same crystal momentum and therefore applies only to the case of
direct gap semiconductors. The contribution to the absorption coefficient of phonon-
assisted transitions between CB and VB states with different crystal momentum,
namely, indirect transitions, is very small with respect to that of direct transitions [7].
The former contribution, however, cannot be neglected when the energy of the
indirect transition is smaller than the energy of all direct transitions, as it is the
case in the vicinity of the absorption edge of an indirect gap semiconductor, such
as GaP or Si. In this case, it can be shown [8] that ˛.„!/ is well described by the
following equation:

˛.„!/ D
(

0 „! � Eg ˙ Eph

C 
 „! 
 .„! ˙ Eph �Eg/
2 „! > Eg ˙ Eph

: (5.9)

Here C is a constant and Eph is the energy of the phonon involved in the transition
in order to ensure the conservation of k. Of course, the absorption coefficient of
an indirect material will also present a direct absorption edge at higher energy,
in correspondence of the energy separation between the valence band maximum,
VBM, which is found at the� point of all zincblende semiconductors, and the lowest
energy minimum at � of the CB.

5.2.3 Photoluminescence Spectroscopy

Considering an atomic two-level system in thermodynamic equilibrium with an
electromagnetic radiation, Albert Einstein demonstrated first that the spontaneous
emission rate, Rsp, the stimulated emission rate, and the absorption rate are
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related [9, 10]. The Einstein’s relations have been generalized thereafter to the case
of broadband spectra of atomic systems dilutely distributed in a dielectric medium,
either a liquid, a solid, or a dense gas [11, 12]. A generalized form of these results,
which is quite general and very useful in all cases where a detailed theoretical
knowledge of a material electronic properties is missing, is the following [13]:

Rsp.„!/ D ˛.„!/n2e�„!=kBT e�F=kBT .„!/2= 

�c2„3� ; (5.10)

where n is the material’s refractive index and �F is the difference between the
quasi-Fermi levels of electrons and holes [14].

Photoluminescence, namely, the effect of spontaneous emission in a photoexcited
system, can be schematized in terms of a three-step process, as shown in Fig. 5.2:

(a) Absorption of a photon of energy „! with an ensuing creation of an electron–
hole pair.

(b) Relaxation of the free electron and hole, respectively, toward the bottom of
the CB and the top of the VB (in defect-free samples) by fast scattering with
acoustic and optical phonons.

(c) Radiative recombination of the electron and hole, during or at the end of the
relaxation process, with a return of the system to its ground state by emission of
a photon of energy lower than „!.

In a conventional PL experiment, the photons emitted by the sample are spectrally
analyzed by varying the detection energy,Edet, while keeping the excitation energy,
Eex, fixed. The recombination processes more frequently observed in a PL spectrum
are related to the excited states of lowest energy, as shown in Fig. 5.3. This is due
to the fact that the timescale of the relaxation processes (�10�12 s) is much faster
than that of radiative recombinations (�10�9 s), so that photon emission takes place
only after carriers have reached the excited states of minimum energy. In ideal
semiconductors, with no energy level inside the forbidden gap, electrons and holes
recombine, respectively, from the extrema of the CB and VB; see fifth panel in the
figure. The energy of this band-to-band transition is equal to the energy gap of the
material whenever the Coulomb interaction in an electron–hole pair, or excitonic
interaction, is weak, as in InSb [15]. In most semiconductors, however, this interac-
tion is not negligible and the dominant feature in the PL spectrum is associated with
the recombination of free excitons (FE); see fourth panel in the figure.
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Fig. 5.3 Main recombination processes observed in photoluminescence. The shaded areas indi-
cate VB and CB, while the horizontal dotted lines mark the energy position of impurity states.
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recombination. Dashed curves highlight the Coulomb interaction

The energy of the photons emitted in this transition is that of the excitonic ground
state, which in turn equals the energy gap minus the exciton binding energy [8].
In addition to these “intrinsic” transitions, PL spectra of real semiconductors are
characterized by features related to the presence of defects and impurities, whose
incorporation in the crystal structure is often associated with energy levels within the
forbidden gap; see first three panels in the figure. Since the relaxation process greatly
favors low-energy states, these impurity levels usually give rise to a significant PL
signal. Thus, PL is a powerful tool for the investigation of shallow impurities often
characterized by a low volume density and hence difficult to detect by absorption
measurements. As an example, we show in Fig. 5.4 the low-temperature spectrum
of a GaAs sample where the emission from free excitons [X], excitons bound to
neutral donors [D0,X], to ionized donors [DC,X], to neutral acceptors [A0,X], and
to ionized acceptors [A�,X] have been identified on the basis of the paper by Pavesi
and Guzzi [16].

Photoluminescence also provides information on less conventional type of
impurities, like in the case of complexes made up of “isovalent” impurities in III–V
semiconductors such as GaAs1�xNx , GaAs1�xBix, or GaP1�xNx . These alloys
belong to a class of materials referred to as highly mismatched alloys where an ele-
ment of the host compound is substituted by another isoelectronic element, namely,
sharing the same chemical valence of the atom being replaced, but having much
different size and atomic potential. These alloys exhibit uncommon compositional
dependences of their fundamental band structure parameters (e.g., band gap energy
and carrier effective mass) thus boosting a number of opportunities for materials
engineering [17,18]. The unusual electronic properties of these semiconductors stem
from the impurity-like localized character that the host band edges acquire as a result
of the hybridization with the wave function of the isoelectronic impurities. In the
case of GaP1�xNx , an indirect band gap semiconductor, this hybridization confers
a direct-like character to the material band gap with a large increase in the material
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radiative efficiency that has been exploited to make a number of optoelectronic
devices in particular diodes emitting in the visible energy range. Moreover, the
incorporation of N gives rise to a great variety of energy levels in the optical band
gap of GaP. These energy levels are due to complexes made from different pairs and
triplets of N atoms.

An example of the extremely rich PL spectrum produced by different N pairs and
complexes in quite dilute GaP1�xNx (x D 0:05%) is shown in Fig. 5.5. LO and TO
indicate longitudinal and transverse optical-phonon replica of the emission lines,
which are labeled according to the classification scheme introduced in [19, 20].

5.2.4 Photoluminescence Excitation Spectroscopy

Photoluminescence excitation, PLE, is a technique complementary to conventional
PL that mimics absorption measurements. Conversely to the PL case, in PLE the
excitation energy Eex is varied while detection energy Edet is kept fixed at the
energy of one of the resonances in the PL spectrum of the sample. This technique
has become very popular to study thin epilayers and heterostructures grown by
modern epitaxial techniques, where standard transmission measurements of ˛.Eex/

are difficult to perform because of low absorption and/or opaque bulk substrates. The
PLE spectrum can be regarded as a good approximation of the absorption spectrum
of the material, provided certain conditions are satisfied. The relationship between
the intensity of the PL signal, IPL, at energy Edet and that of the exciting radiation,
Iex, can be written explicitly as [8]

IPL.Eex; Edet/ D Pabs.Eex/ 
 Prel.Eex; Edet/ 
 Pem.Edet/ 
 Iex.Eex/: (5.11)
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The probability that a photon of energy Eex is absorbed by the sample, Pabs.Eex/,
is proportional to ˛.Eex/. Prel.Eex; Edet/ is the probability that photogenerated e–h
pairs will relax toward lower energy states giving rise to the emission of photons
of energyEdet. Finally, Pem.Edet/ is the probability that photons of energyEdet will
actually be emitted after relaxation. In a PLE experiment,Edet is fixed andPem.Edet/

remains constant. Then, according to (5.11), IPL is proportional to ˛.Eex/ only if
Prel.Eex; Edet/ is independent of the excitation energy, at least roughly.

This is the case of the PLE spectra [21] shown in Fig. 5.6 and taken in the same
GaP0:0095N0:0005 sample whose PL spectrum has been given in Fig. 5.5. The T D
10K PLE spectra were obtained by detecting the PL signal at the emission energy
of the four strongest lines in the PL spectrum, NN1, NN3, NN4, and NN5 (due to
exciton recombination on different N pairs); see Fig. 5.5. Three main features are
roughly independent on detection energy and then common to all PLE spectra (1) a
sharp resonance at 2.317 eV, the energy of theNa

0 line due to a single-N complex; (2)
a rather distinct peak at 2.33 eV, the energy of the free indirect exciton [22, 23]; and
(3) a steep edge in the luminescence signal at�2.85 eV, due to the direct absorption
of free carriers from the top of the VB to the CB minimum. The strong reduction of
this edge in the spectra relative to the NN4 and NN5 lines leads to the uncovering of
a fourth feature, a quite pronounced peak at 2.89 eV that has been attributed to an
excitonic level introduced near the CB minimum by isolated nitrogen atoms [21].
Prel.Eex; Edet/ depends strongly on Eex and IPL.Eex; Edet/ deviates significantly

from a strict proportionality to ˛.Eex/ whenever there are channels of preferential
relaxation between different states of the crystal. This is the case for detection
energies corresponding to emission from impurity-related levels, where phenomena
such as phonon-assisted hopping [24] and tunneling from an impurity center to
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Fig. 5.6 Peak normalized
PLE spectra of a GaP1�xNx

sample with x D 0:05% at
T D 10K. Detection energies
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strongest NNi lines shown in
Fig. 5.5
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Edet= 1.513 eV

GaAs
T=5 K

Fig. 5.7 PLE of a bulk GaAs
sample. The detection energy,
1.513 eV, is that of an exciton
bound to a carbon impurity;
see Fig. 5.4

another [21, 25, 26] come into play. As an example, the PLE spectrum of GaAs
is shown in Fig. 5.7 (see [27])2. The detection energy, �1.513 eV, is that of the
recombination of the [A0,X] complex in bulk GaAs; see Fig. 5.4. A dip is observed
at the FE energy, where a peak in the absorption coefficient should be expected.
This shows that the formation of acceptor-bound excitons is due to the separate
capture by acceptors of holes and electrons, not to the direct capture of excitons. The
intensity oscillations with a 42-meV period, also observed above band gap, indicate,
instead, a faster carrier relaxation when the detection and excitation energies differ

2This sample has been hydrogenated in order to have a strong PL signal from the well states and
make PLE measurements easier
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by multiples of „!LO.1 C me=mh/, where „!LO is the energy of the longitudinal
optical phonon in GaAs (36 meV) andme andmh are the electron and hole effective
mass, respectively [28].

Therefore, it is very important to choose a value of Edet that minimizes the
dependence of Prel.Eex; Edet/ on the excitation energy when trying to achieve the
absorption coefficient of the material from PLE spectra.

5.3 Photoluminescence Spectroscopy: A Tool for Crystalline
Disorder Investigation

Photoluminescence spectroscopy provides detailed information about the type of
defects with energy levels in the optical band gap and at least qualitative information
about their density, as previously exemplified and widely reported in the literature
[1–3]. It is also very effective in investigating type and amount of crystalline
disorder, both in quantum wells, QWs, and bulk alloys.

5.3.1 Probing Quantum Well Imperfections

Photoluminescence is a very convenient, nondestructive tool for measuring devia-
tions from ideality in QWs made up of two different materials, a and b: Because
of atomic interdiffusion, islands of the compound b appear on the side a of a real
interface, and vice versa, and the well width L fluctuates by ı1 around its mean
value L0; see inset in Fig. 5.8. For sake of simplicity, let us assume that the island
size along the well, ı2, be independent on the interface side. C0

a;b is the average
areal concentration of the islands on the sides (a or b) of the interface. An additional
source of disorder is also present when the well and/or the barrier material is made
up of an alloy.

When L is comparable with the exciton Bohr radius in bulk, Rex, the excitonic
recombination energy in the well strongly depends on L through quantum
confinement. If the exciton lateral extension �ex is smaller than ı2, excitons sample
different well widths, the excitonic emission is given by multiple peaks, and single
monolayer fluctuations in L can be resolved in the emission spectrum. On the
contrary, if �ex > ı2, the excitonic recombination is inhomogeneously broadened.
Moreover, forRex > L, the exciton wave function penetrates sizably into the barrier
and the excitonic linewidth is affected by the barrier quality. As a matter of fact, in
InxGa1�xAs=GaAs QWs, the FE linewidth is well described by taking into account
all these effects [29]. In particular, for �ex > ı2, interface disorder gives rise to
an excitonic Gaussian lineshape with a full width at half maximum, W , given by
[30, 31]

�int D
p
2
ı2

�ex
.1:4C 0

aC
0
b /
1=2.C 0

a�
C C C0

b �
�/; (5.12)
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Fig. 5.8 Theoretical full width at half maximum W of the free-exciton recombination line in
In0:09Ga0:91As=GaAs QWs (solid line) together with experimental results (dots) for different well
widths L0 . The separate contributions of interface disorder (�int , dotted line) and alloy disorder
(�all, dashed line) are also shown. ı2 D 2:4 nm, Vex D 4ˇ�Rex=3, with ˇ D 6. A sketch of the
atomic interdiffusion-induced islands at the well interfaces is shown in the inset; see text

where �˙ D @Eex
@L

ˇ
ˇ
ˇ
L0˙ıL

ı1. ıL is a single monolayer change in thickness, and

Eex.L/ is the exciton recombination energy, with a well-known dependence on L.
For simplicity, it is usually assumed that C0

a D C0
b D 0:5.

For QWs of infinite depth, �int increases monotonically for decreasingL, becom-
ing infinite for LD 0. For QWs of finite depth, instead, �int reaches a maximum and
then decreases to zero as L approaches zero, because of the increasing penetration
of the excitonic wave function into the barrier.

As regards alloy compositional fluctuations,Eex fluctuates by�Eex.x; x0; Vex/ Š
.x � x0/�1 with respect to its value in the virtual crystal approximation, where

x0 is the nominal composition of the alloy, �1 D @Eex
@x

ˇ
ˇ
ˇ
x0
; and Vex is a critical

volume of the order of the exciton volume inside which an exciton in its ground
state experiences a mean crystal potential [32]. If the probability of finding n

indium atoms in a given exciton volume, Vex, is given by a Poisson distribution, the
probability distribution function of the exciton energy in the limit of large n and
large number of anion sites in Vex is a Gaussian function. The exciton full width at
half maximum due to alloy disorder is then given by

�all D 2
�
Vc

Vex
1:4x0.1 � x0/

�1=2

�1; (5.13)

where Vc is the volume per anion site. This formula can be modified in order to take
into account the dependence on L of the exciton localization in a QW, whenever
the confining potential is finite [29, 32]. If Pex is the probability for the exciton to
penetrate into the barrier, one gets [29]
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�all D 2
�
Vc

Vex
1:4x0.1 � x0/.1 � Pex/

�1=2

�1: (5.14)

The experimental values of the full width at half maximum, W , of the exciton
lineshape in a series of InxGa1�xAs/GaAs QWs with different well widths,L0, have

been nicely fitted [29] in terms of the calculated values given by �th D
q

�2int C �2all;
see Fig. 5.8.

5.3.2 Localized States in an Alloy

Photoluminescence has also been used to investigate degree and type of structural
disorder in several inhomogeneous alloys, such as GaAs1�xNx , GaAs1�xBix ,
GaP1�xNx , or related quaternary compounds. In GaAs1�xNx, a direct gap semicon-
ductor, arsenic substitution by nitrogen leads to the formation of N pairs, triplets,
and other complexes emitting in the band gap of GaAs1�xNx, as in GaP1�xNx

for phosphorous substitution by nitrogen. Moreover, because of the quite large
difference in size and electronegativity between N and As, the Virtual Crystal
Approximation breaks down and the GaAs1�xNx energy gap decreases instead
of increasing with increasing N concentration [17]. Then, spatial fluctuations in
the N complex concentration give rise to a disordered potential characterized
by local minima on which excitons are trapped (localized excitons, LE) before
recombining. This results in quite broadened asymmetric PL lineshapes skewed on
the low energy side, as widely reported in the literature [33–35]. This is shown
in Fig. 5.9a that displays PL spectra at different low temperatures in the case of
In0:32Ga0:68As0:985N0:015, a quaternary compound [36]. Carriers freeze out in local
minima and LE recombination dominates the lowest temperature spectra. Only for
T ’s greater than 50 K, recombination from free excitons, FE, appears and increases
with T , until it becomes the only recombination at T 	 80K. This produces the
S-shaped dependence of the PL peak energy on temperature shown in panel (b), a
typical signature of relevant contributions from localized states to low-temperature
PL spectra [36].

The FE recombination energy can be determined by a suitable analysis of the
low-T PL lineshape. The low energy tail is accounted for by alloy fluctuations
[35] that give rise to an exponential density of localized states [37] g.h�/ D
g0 expf�Œ.h� � h�exc/=h�0	

3=2g, where h�exc is the FE energy, h�0 is a characteris-
tic energy, and g0 is a constant. The PL spectrum is then given by [35, 38]

I.h�/ / g.h�/
.h�/ expŒf .h�/	; (5.15)

with

�1.h�/ / 1C expfıŒh�M � .h�exc � h�/	=kBg: (5.16)
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discussed in the text. h�exc
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Here 
 is the exciton radiative lifetime, ı is the inverse of an effective temperature,
and h�M is the energy at which the radiative recombination probability equals
the probability of a transfer toward deeper states [39]. Secondly, the expression
of f .h�/ is given in [35]. The full line in Fig. 5.10 shows the simulation of
the PL spectrum of a In0:38Ga0:62As0:978N0:022 sample (dots) with ı D 77K�1,
h�exc D 0:892 eV, h�0 D 34meV, and h�M D 0:882 eV.
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5.3.3 Localized States and Carrier Thermalization

The full width at half maximum of the FE exciton lineshape is a “measure” of
the sample quality. The Stokes shift, SS, i.e., the difference between the exciton
peak energy as determined by PL and absorption (or PLE) measurements is another
quality factor, the origin of which has been long debated. In the pioneering works
in AlxGa1�xAs/GaAs single QWs [40], the SS has been attributed to trapping of
excitons at interface roughness produced by fluctuations in the QW thickness. In this
case, the probability distribution of the exciton energy in the QW plane is assumed
to be a Gaussian function [41, 42]. When this topographical disorder extends over a
scale much greater than the carrier diffusion length, carriers relax into local minima
before recombining as excitons. At low T , the PL spectra reflect the distribution of
local minima in the exciton energy distribution and SS D 0:55W , where W is the
full width at half maximum of the exciton absorption line [41, 42]. This prediction
is supported by results in III–V and II–VI compounds (whereW values range from
a few meV to about 100 meV) thus suggesting a medium-to-high degree of disorder.
With increasing temperature, exciton detrapping increases and SS vanishes.

When thermal effects in the exciton diffusion are added to a Gaussian disorder,
only numerical estimate can be made [43]. In this case, SS increases linearly with
PL linewidth with a slope smaller (SS D 0:3W ) than that found in absence of
thermal effects.

Finally, in the case of a quite small degree of disorder, excitons are in a thermal
quasi-equilibrium characterized by a distribution function with an effective carrier
temperature Tc greater or equal to the lattice temperature [44]. The ratio between the
carrier thermal energy kBTc and W measures the degree of carrier thermalization.
Whenever this ratio is much smaller than unity, the high energy side of the exciton
distribution function is depressed in PL because of population effects and a sizable
SS results. If the disorder responsible for the exciton broadening is described by
a Gaussian function, the model results into SS D 0:18W 2=kBTc, in quite good
agreement with experimental data in AlxGa1�xAs/GaAs QWs, where W is of the
order of a few meV or less [44]. If this ratio is greater than unity SS vanishes.

Both analytical models described above well account, therefore, for the origin
of the Stokes shift provided they are applied to systems where degree and nature
of disorder differ by much, as shown in InxGa1�xAs/GaAs single QWs differing
in the indium molar fraction and and/or well width L [45]. In this system, indeed,
the amount and source of disorder may be tuned and there is a crossover between
the topographical and the quasi-equilibrium model for W � 6meV. Moreover, for
increasing lattice temperature, data turn out to be well described by the quasi-
equilibrium model also where the topographical model holds at low T .

In Fig. 5.11, low-T PL (dotted lines) and PLE (full lines) spectra of the (heavy
hole) FE are shown for three InxGa1�xAs/GaAs single QWs differing for well width
and indium molar fraction. For ease of comparison, PL and PLE spectra (taken
instead of absorption because of the low absorbance of QWs) have been shown by
taking for each sample the zero of the energy at the PLE peak. Stokes shifts are
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Fig. 5.12 Low-temperature (5 K) Stokes shift, SS, as a function of the full width at half maximum,
W , of the FE band measured in PLE for InxGa1�xAs/GaAs single QW samples with different
indium molar fraction. The full line, SS D �0:6 C 0:48W has been obtained by a linear best fit
of the data for W > 6meV. The dashed line extrapolates the fit toW < 6meV

clearly correlated with recombination and absorption broadenings, all increasing
from the top to the bottom of the figure.

The SS values measured at T D 5K in all samples are shown in Fig. 5.12 as a
function of W measured in PLE. Where disorder dominates the PL spectra (high
W values), data fall on a straight line with slope 0.48, in very good agreement with
the topographical model. A closer inspection to the region of small W (� 6meV,
or SS � 2 meV), where disorder is small and the topographical model has been
questioned [44], shows that the linear extrapolation from the high disorder regime
(dashed line in Fig. 5.12) gives a poor fit to the data. Moreover, SS should vanish
for finite values of W , a feature inconsistent with the theoretical model.

The experimental results are then compared with the thermalization model, as
shown in Fig. 5.13 (Tc has been estimated from the high-energy tail of the PL
spectra). This model accounts well for the experimental results in the region of low
W values where the thermal energy is about equal toW and a strong communication
between the broadened excitonic levels is expected. A quadratic relationship does
not hold, instead, for the whole set of data, as shown in the inset where the model
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Fig. 5.13 Product of the thermal carrier energy kBTc and Stokes shift vs. W 2 for full width at half
maximum of the FE band,W , measured in PLE smaller than 6 meV (same data shown in Fig. 5.12).
The full line, SS � kBTc D 0:18W 2, gives the behavior predicted by the quasi-equilibrium model
of [44]. In the inset, the comparison between the data and the model of [44] is extended to the full
set of data

clearly deviates from the experimental data forW 2 	 36meV2. In that case, sample
inhomogeneities give rise to local energy minima and potential fluctuations large
with respect to the carrier thermal energy. Therefore, the different energy levels do
not interact between each other and PL is ruled by the height distribution of local
minima, as for model in [41, 42].

In conclusion, data agree better with one model or the other in a same material
system according to the value of SS andW , namely, to the sample “quality,” and PL
and PLE measurements can thus allow to determine nature and amount of structural
disorder.

5.3.4 Degenerate Semiconductors

The Coulomb interaction between oppositely charged carriers is cancelled by high
electric fields, lattice thermal energies well above the exciton binding energy, or
severe carrier–carrier scattering in electron–hole plasmas—obtained in PL exper-
iment at high exciting power densities—or in degenerate semiconductors. In the
latter two cases, optical spectra are dominated by band-to-band recombination and
band filling effects where the carrier Fermi energy plays a central role.

The k-conservation rule requires that vertical transitions take place in the energy–
momentum space so that thermalized electrons and holes recombine mainly at
k = 0, at least in the case of low excitation and direct transitions. This recombination
scheme applies to all semiconductors, either intrinsic, lightly, or highly doped.
However, when minority carriers, e.g., holes in a degenerate n-type semiconductor,
are localized on interface defects or on diluted impurities, the Heisenberg indetermi-
nation principle results in a momentum spread that allows holes to recombine with
electrons having k vectors ranging between k = 0 and ke

F, where ke
F D .3�2ne/

1=3 is
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the k value at the electron Fermi energyEe
F and ne is the free-electron concentration.

This hole localization, together with an enhanced multiple electron–hole scattering
rate for electrons close to Ee

F (suppressed by the exclusion principle for electrons at
energy E � Ee

F) gives rise at low T to a strong enhancement in the PL intensity
with a resonance-like structure known as Fermi edge singularity [46]. Moreover,
because of many body and band tailing effects, the band gap renormalizes [47] and
the whole PL emission spectra red-shifts. As far as the absorption is concerned,
only the states above the Fermi energy are available for transitions at T D 0 and
the electrons in n-type degenerate semiconductors populate all states from k = 0 to
ke

F. Therefore, absorption processes occur only for photon energies higher than that
of the band gap. In particular, the absorption edge is blue-shifted by an amount
�E D .1 C me=mh/E

e
F, not including many-body effects, with respect to the

absorption edge in the intrinsic case. This latter effect is known as Moss–Burstein
shift by its first discoverers [48, 49].

An underestimate of the Moss–Burstein shift is the most likely origin of the value
of 1.89 eV initially reported for the band gap energy of InN (for a review, see [50]),
a direct gap compound whose free-electron concentration is well above that of the
insulator-to-metal transition even in as-grown samples. This compound has raised
an increasing interest since 2002, when it has been found that the actual energy
gap of InN is as small as 0.65 meV [51], namely, only one-fifth of the energy of its
wide-gap parent compound GaN. Moreover, the free electron concentration in InN
can be largely increased by post-growth irradiation with low-energy (10–20 eV) H
atoms [52]. These discoveries give to the In1�xGaxN system a potential in a variety
of applications ranging from photovoltaics to fast and high-power electronics.

Low-temperature (T D 10K) PL spectra of an InN epilayer subjected to different
post-growth treatments are shown in Fig. 5.14a (solid lines). From bottom to top:
(1) as-grown, a.g.; (2) irradiated by low-energy He atoms, at dose dHeD 3 �
1015 ions=cm2; (3) exposed for 3 min to a H2 plasma; and (4) and (5) irradiated
by a low-energy H ion beam at dHD 3 � 1015 and dHD 5 � 1015 ions=cm2,
respectively. All PL spectra exhibit a high energy edge, HEE, whose slope depends
on temperature—not shown here [53]—according to a Fermi distribution function.
This feature is a clear signature of recombination in a degenerate semiconductor.
Irrespective of the H irradiation technique, for increasing dH the PL HEE rigidly
and progressively blue-shifts, the relative intensity of the low-energy side of the
PL band increases and broadens, and the overall emission efficiency decreases. No
main changes are instead observed in the He irradiated sample, thus excluding that
sample damage may account for these results.

A quantitative analysis of PL spectra in degenerate semiconductors requires an
improved description of the carrier DOS. Electron–electron interactions narrow the
band gap and modify the quasi-particle energies, while electron-random-impurity
interactions give rise to conduction and valence band tails. A detailed, rigorous
combination of many-body and statistical fluctuation effects is exceedingly com-
plicated, if it exists, and a semiclassical approach has been used [54], namely, the
lattice potential is assumed to change by small amounts over an electron wave packet
described classically. The semiclassical three-dimensional DOS is then given by
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Fig. 5.14 (a) Low-temperature (T D 10K) normalized PL spectra (solid lines) of an InN sample
for different post-growth treatments: As-grown (a.g.), hydrogenated for 3 min in a remote H2

plasma (H2 plasma), irradiated at 300ıC with different doses dH;He of low energy (10–20 eV)
H or He ions (z D 1 � 1015 ions=cm2). Normalization factors and carrier concentration related to
donors nd are given in the figure. Laser excitation power density Pexc D 200W=cm2. Simulations
of the PL spectra in terms of the semiclassical model described in the text [see (5.18) and (5.19)]
are given by dots. (b) Difference between the experimental data and simulations (misfit bands) as
a function of energy for the same samples shown in panel (a). Energies are measured with respect
to the band gap energy estimated for each PL spectrum

�3D.E/ D 1

�2

Z 1

0

k2P ŒE � ".k/	dk; (5.17)

where P.V / is the distribution function for the potential energy V.r/ caused by
charged impurities and ".k/ D „2k2=2m in the effective mass approximation. In
the impurity density limit, P.V / D e�V 2=2�2=.

p
2��/ and � D pnd8��e2=",

where e is the electron charge, " the dielectric constant, and nd the impurity
concentration. The carrier screening length is given by a Thomas–Fermi approach to
a noninteracting Fermi liquid, 1=� D 2kF=

p
�aBkF where kF and aB are the Fermi

wave vector and the effective Bohr radius, respectively. The band gap narrowing
due to the many-body interaction is not included in the model and is considered
separately in the PL spectra fitting procedure. The resulting DOS is compared in
Fig. 5.15 with that of a free electron gas.

The PL intensity I.„!/ is obtained by integrating the DOS, �CB;VB.E/, in the
conduction and valence band multiplied by the respective occupation probabilities,
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namely, by the Fermi–Dirac quasi-distributions functions fCB and fVB. Because
of the random potential and strong carrier–carrier scattering, the translational
symmetry and the wave vector conservation rule break down (See, e.g., [55]) and

I.„!/ /
Z

dEVB�
int
CB.„! � EVB/�VB.EVB/fCB.„! �EVB/fVB.EVB/: (5.18)

The integrated DOS for the conduction band �int
CB.E/, as calculated accordingly to

the semiclassical model, is given by

�int
CB.E/ D

1

�2

Z 1

0

dkCBk
2
CBP

�

E �
�

Eg C „
2k2CB

2m

��

; (5.19)

whereEg is the renormalized band gap energy. The photoexcited carrier density nph

does not contribute to the statistical broadening of the CB (except for the screening
length), while it contributes to the determination of the quasi-Fermi levels. In the
present case, where holes can be only photogenerated, the hole quasi-Fermi levels
is much smaller than that of electrons and the valence band acts as a •-like state
reservoir in (5.18). Notice that for increasing excitation power, the contribution of
photogenerated carriers becomes more important and leads to a blue shift of the
electron quasi-Fermi level, thus affecting the high energy edge of the PL spectra.
In that case, nph has to be estimated by simulating spectra recorded under different
excitation intensities. Data simulations by (5.18) are shown by dots in Fig. 5.14a;
for details see [52, 53]. This model reproduces all PL band lineshapes very well—
except for the low-energy side of each PL band—in terms of three parameters: Eg,
nd, and the carrier temperature Tc. The differences between experimental data and
lineshape simulations have been then evaluated for each of the PL spectra shown
in Fig. 5.14a. All the resulting misfit bands, shown in Fig. 5.14b, have roughly
Gaussian lineshapes centered below the band gap energy. The integrated intensity
of the misfit band, which is very weak and poorly defined in the as-grown sample,
increases with estimated carrier density nd. This band has been then attributed to the
(H, h) recombination of a free hole in the valence band with an electron bound to a
H donor state 10˙ 5meV below the conduction band edge [52].
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5.4 Magneto-Photoluminescence

In previous sections, we have described the main features and advantages of
photoluminescence spectroscopy applied to semiconductor materials and nanos-
tructures. The use of external perturbations in a PL experiment permits to deduce
valuable information about the electronic states at the optical band gap. In particular,
magnetic fields, B , affect position and lift degeneracy of energy levels involved in
spectroscopically observed transitions. The extent of the modifications induced by a
magnetic field on the eigenstates of charge carriers in a semiconductor depends on
several factors. One of the most relevant is the relative strength of the perturbation
provided by the field with respect to the electron–hole Coulomb interaction that
determines the optical properties of the most common semiconductors, especially
low-dimensional systems. The Coulomb energy scale is given by the effective
exciton Rydberg

RyŒeV 	 D �e4

2.4�"r"0/2„2 D
13:6�=m0

"2r
; (5.20)

where � is the exciton reduced mass ��1 D m�1
e C m�1

h , m0 is the electron mass
in vacuum, "0 is the dielectric constant of free space, and "r is the relative static
dielectric constant of the material. The energy scale (expressed in eV) provided by
the external magnetic field B (expressed in Tesla) can be quantified by

„!c ŒeV	 D „eB
�
D 1:16 � 10�4B ŒT	

�=m0

: (5.21)

A dimensionless parameter � is usually employed to weight the relative strengths of
the magnetic field and Coulomb interaction

� D „!c

2Ry
: (5.22)

As it will be shown in detail in the following, depending whether � � 1 or � �
1, different approximations can be straightforwardly used to interpret magneto-PL
results. Instead, for � � 1 no analytical formula, though approximate, holds and
numerical solutions of the Schrödinger equation are required.

Next, we formulate the general problem of an electron and a hole interacting
via the electrostatic force in the presence of a magnetic field. Then, the conditions
under which the limit of high .�� 1/, low .�� 1/, and intermediate (� � 1)
field apply are considered and relevant examples from current research in semi-
conductor physics are discussed. In particular, an emphasis will be posed on a
class of semiconductor materials referred to as highly mismatched alloys. The
added flexibility of these materials in terms of an engineering of their electronic
and lattice properties turns out to be of particular interest in many applicative
areas, such as photovoltaics and telecommunications. We will show how magneto-
PL spectroscopy allows obtaining important information concerning the physical
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mechanisms underlying the compositional evolution of the electronic properties of
these materials.

5.4.1 Excitons in a Magnetic Field

The effective mass approximation is a most common approach to solve the
Schrödinger equation for an electron moving inside a semiconductor [8]

.H0 C U /‰.r/ D E‰.r/; (5.23)

where H0 is the one-electron Hamiltonian of the crystal and U represents any
external perturbation (e.g., an external magnetic field or the Coulomb attraction due
to an impurity). Within this approximation, the wave function‰.r/ can be expanded
in terms of Wannier functions [56] an.r� Ri / for a given band n and lattice site Ri ,
each weighted by an amplitude Cn.Ri / referred to as envelope wave function

‰.r/ D N�1=2 X

n;i

Cn.Ri /an.r � Ri /; (5.24)

whereN is the number of unit cells in the crystal. The Wannier functions are related
to the Bloch functions  nk.r/ D eik�runk.r/, solutions of H0 alone, by

an.r � Ri / D N�1=2 X

k

e�ik�ri nk.r/: (5.25)

In many cases of interest, e.g., when describing transitions that take place at the
band extrema like in PL experiments, the summation in (5.25) can be restricted to
k � 0 and ‰.r/ � u0.r/C.r/. In general, by taking into account the band structure
of the lattice considered, it can be demonstrated that the envelope wave function
obeys the Schrödinger equation for a charge carrier with effective massm subjected
to a potential U.r/ [8]

�

�
� „2
2m

�
@2

@r2
C U.r/

�

C.r/ D E C.r/: (5.26)

The above equation turns out to be a very convenient manner to solve (5.23) for it
embeds simply the effect of the crystal potential (namely, the lattice band structure)
via the carrier effective mass m and the relative static dielectric constant of the
material.

We now consider (5.26) for an electron and a hole, interacting via the Coulomb
force, under a uniform stationary magnetic field. The vector potential can then be
written as A D 1=2.B � r/, where B satisfies the relation B D r � A, with gauge
r 
 A D 0. In the presence of B, the carrier momentum becomes „k D pC eA and,
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neglecting the carrier spin, the Hamiltonian is [57–59]

�

� „
2

2�
r2r �

e2

4�"0"rr
� i„e

�
1

me
� 1

mh

�

A.r/ 
 r r C e2

2�
A2.r/

C e„
me Cmh

K 
 A.r/
�

�.r/ D
�

E � „2K2

2.me Cmh/

�

�.r/: (5.27)

Here r denotes the electron–hole relative coordinate, and K D ke C kh is the center
of mass momentum.

We now discuss the various contributions in (5.27).
Using A D 1=2.B�r/ and introducing the angular momentum of relative motion

L D �i„.r � r r /, the third addendum on the left-hand side can be written as:

H1 D �i„e
�
1

me
� 1

mh

�

A.r/ 
 r r D e

2

�
1

me
� 1

mh

�

B 
 L (5.28)

that accounts for the orbital Zeeman effect. The spin can be effectively included by
adding .�B=„/gexcB 
 S , gexc and �B D e„=2m0 being the exciton gyromagnetic
ratio and the Bohr magneton, respectively. Assuming B D .0; 0; B/, the fourth term
becomes

H2 D e2

2�
A2.r/ D e2B2

8�
.x2 C y2/: (5.29)

The fifth term
e„

.me Cmh/
K 
A.r/ D e

2
.V �B/ 
 r; (5.30)

can be regarded as a Stark effect induced by the applied magnetic field and depends
on the center of mass velocity V of the exciton [58]. This perturbation represents
the effect of the Lorentz force acting on the exciton center of mass moving with
velocity V. It can be treated as an electric field E D V � B acting on the pair at
rest, as first reported in CdS [60]. The right-hand side of (5.27) contains the kinetic
energy of the exciton center of mass.

It is instructive to compare the relative importance of the contributions ofH1 and
H2 [(5.28) and (5.29), respectively] for a hydrogen atom and an exciton in GaAs
in their fundamental L D 0 state. In the two cases, the contribution H1 ŒmeV	 D
.�B=„/geB
S Š �BB D 5:8�10�2B ŒT	 is of the same order of magnitude since the
exciton gyromagnetic ratio is close to unity. The contribution of term H2, instead,
differs considerably because it depends on the hydrogenic system considered. In
fact, if we write

p
x2 C y2 � aB D .4�"r"0/„2=.�e2/ D Œ"r=.�=m0/	 � 0:053 nm; (5.31)

we have that H2 ŒmeV	 D 6:2 � 10�8B2 ŒT2	"2r =.�=m0/
3 is about 106 times larger

for an exciton in GaAs (where "r D 12:5 and � D 0:054 m0) than for a hydrogen
atom.
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These estimates of the extent of the perturbation exerted by a magnetic field
on a hydrogenic system in a semiconductor have also interesting, more general
implications. The Hamiltonian in (5.27) has the same form for a H atom (where
aB D 0:053 nm and Ry D 13:6 eV) and an exciton in GaAs (where aB � 12 nm
and Ry D 4:2meV). However, for a magnetic field B D 10T (a value typically
accessible in laboratory) the parameter � D .„!c/=.2Ry/ that quantifies the relative
strengths of the magnetic field and Coulomb interaction is equal to about 4 � 10�5
and 2 for a H atom and a GaAs exciton, respectively. Therefore, investigating the
properties of excitons in a table-top experiment is equivalent to study the same
problem for a H atom in the presence of fields as large as 105 T. These field
intensities are observable only in astrophysical contexts like in the presence of white
dwarfs or neutron stars [61].

In the next sections, we consider three different limits occurring in magneto-PL
experiments: High, low, and intermediate magnetic field. For each case, we discuss
how to derive quantitative information about the electronic properties of a particular
material.

5.4.2 High Magnetic Field Limit

In the high magnetic field limit .�� 1/, the Coulomb force acting between the
recombining electron–hole pair can be neglected with respect to the cyclotron
energy „!c. The charge carrier Hamiltonian H can be written in terms of the
effective mass approximation [8, 57]

1

2m
.pC eA/2: (5.32)

The corresponding Schrödinger equation can be easily solved leaving out the spin
effects (which we will deal with in the following) and considering nondegenerate
conduction and valence bands with parabolic dispersion and spherical symmetry
around the � point (no interband Coulomb interaction is assumed). In this case, the
energy dispersion relations are

Ec.kz; n/ D E0
c C

�

nC 1

2

� „eB
me
C „

2k2z

2me
; (5.33a)

Ev.kz; n/ D E0
v �

�

nC 1

2

� „eB
mh
� „

2k2z

2mh
: (5.33b)

E0
c andE0

v are the unperturbed bottom and top of the conduction and valence band,
respectively, and me and mh the corresponding mass. The conduction and valence
bands are split by the presence of the magnetic field in a series of quantized energy
sublevels, sketched in Fig. 5.16, known as Landau levels (LLs) and identified by



150 G. Pettinari et al.

Energy

n
=

0

n
=

0

n
=

1

n
=

2

n
=

1

n
=

2

n
=

3

D
en

si
ty

 o
f 

St
at

es

Eg(0)

B=0
n=2

 we
½ we

wh

n=0

n=1

n=2

n=0
n=1

Eg

Bπ0E(kz) E(kz)

Eg(B)

Eg(B)

kz

kz=0

ca b

0

Valence Band Conduction Band

½ wh

Fig. 5.16 Sketch of the energy bands of a cubic semiconductor in absence [panel (a)] and presence
[panel (b)] of an external magnetic field. kz indicates the component of the wavevector along the
magnetic field direction. (c) Sketch of the density of states, DOS, in the conduction and valence
band for B D 0 (dashed lines, DOS / p

E) and B ¤ 0 [solid lines, DOS given in (5.34)]

the quantum number n D 0; 1; 2; : : :. Notice that even the lowest lying conduction
(valence) sublevel n D 0 is up- (down-) shifted in energy with respect to the
zero field case by 1=2„!e .1/ 2 „!h/, namely, the zero-point energy of the harmonic
oscillator !e;h D eB=me;h. This results in a linear increase of the band-gap energy
with the magnetic field B .

Although (5.33) do not depend on kx or ky , which can assume arbitrary values,
there is not an infinite degeneracy because of the finite crystal volume where carriers
are confined. Imposing that the center of the orbit is inside the crystal, the density
of states is found to be

�.E/ D eB

4�2„

p
2me;h

2„ jE � Ec;v.kz; n/j�1=2 ; (5.34)

where Ec;v .kz; n/ is an energy level with given kz and belonging to the nth
conduction or valence sublevel energy. This expression is satisfied in the conduction
band forE > Ec(0,0) and in the valence band forE < Ev(0,0). The density of states
is infinite at the edge of each sublevel (see Fig. 5.16), a singularity experimentally
not observable because of scattering phenomena and finite temperature. From a
classical point of view!c
 , where 
 is the carrier scattering lifetime, i.e., the average
time between two collisions, should be greater than one so that carriers complete at
least one orbit without being scattered and quantization of motion is observed. As
an example, for an effective mass equal to 0.1 m0 and a magnetic field of 1 T, the
scattering lifetime has to be larger than 10�12 s to observe the Landau quantization.
Thus, carriers should be photogenerated in pure crystals at low temperatures.

As already mentioned, all Landau levels are highly degenerate. The degeneracy
at a given kz is the same for all LLs and, if z is the direction of the magnetic field, is
given by [8]
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� D mi

2�„!iLxLy D
LxLyeB

h
D LxLy

2�l2B
; (5.35)

where Lx and Ly are the dimensions of the sample in the x and y directions,
respectively, and lB D

p„=eB is the so-called Landau magnetic length, equal to
the radius of the classical orbit corresponding to the lowest energy Landau level
(n D 0).

If the electrons are constrained (i.e., confined) to move only in planes perpendic-
ular to the magnetic field and the free-electron-like motion parallel to the magnetic
field is suppressed, we can define the number of fully occupied Landau levels or LL
filling factor

� D Ne

�
D hn

2=3
e

eB
; (5.36)

where Ne is the number of electrons inside the crystal. For increasing magnetic
fields, more and more electrons fit into a given Landau level and the occupation
of the highest LL ranges from completely full to entirely empty. This leads to
oscillations in various electronic properties and gives rise, e.g., to the De Haas–van
Alphen effect and to the Shubnikov–De Haas effect.

Let us now consider the effect of the electron spin, namely, the Zeeman effect.
Because of the interaction between the magnetic field and the electron spin, the
energy of each level changes by an amount�E D msg�BB , wherems is the exciton
spin projection along the magnetic field direction, to be added to the second member
of the (5.33). The density of states f .E/ is modified too by the Zeeman effect

f .E/ D
X

jmJ j

�
1

2
f0.E C jmsjg�BB/C 1

2
f0.E � jmsjg�BB/

�

; (5.37)

where f0.E/, given by (5.34), is the energy density of states calculated without spin.
Next we focus on two examples where the approximation of high magnetic field and
the Landau level (5.33) hold.

5.4.2.1 Free-Electron to Neutral-Acceptor Transition

First, we consider transitions where the electron is free and the hole is bound to an
impurity, as, for instance, in GaAs-based materials where carbon atoms incorporated
during the growth process act as traps for holes and give rise to acceptor levels
in the host crystal band gap. The PL spectra of a GaAs sample recorded at
T D 20K and different magnetic fields are shown in Fig. 5.17, where the (e,C)
recombination of a free-electron in the conduction band with a hole localized on
a carbon level dominates the spectrum. The longitudinal-optical phonon replica of
the (e,C) recombination and the free-exciton, FE, recombination bands are observed
too. At zero magnetic field, the (e,C) recombination energy is given by
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h�.e;C/.B D 0/ D E0
CBM �E0

C; (5.38)

where E0
CBM is the energy of the conduction band minimum and E0

C is the energy
of the carbon acceptor level. Figure 5.18a sketches the (e,C) recombination in a
reciprocal space scheme at k � 0 when a magnetic field B splits the conduction
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band into LLs, as discussed in Sect. 5.4.2. In particular, if the (e, C) recombination
involves the lowest Landau level (n D 0), its energy shifts according to

h�.e;C/.B/ D E0
CBM � E0

C C
e„
2me

B ��EC.B/; (5.39)

where�EC.B/ indicates the shift of the carbon level induced by the magnetic field.
Rossi, Wolfe, and Dimmock [62], followed by many other authors [63–68], first
assumed that the C-related level stays fixed in energy because of the dispersion-
less characteristics (i.e., infinite effective mass) of the C impurity level in k-space.
�EC.B/ is very small, indeed, less than 0.075 meV at 19 T (�0.02 meV at 10 T)
in GaAs [64]. Therefore, the slope of the diamagnetic shift �E.e;C/ of the (e,C) PL
peak energy is proportional to the inverse of the electron effective mass

�E.e;C/ D h�.e;C/.B/ � h�.e;C/.0/ D e„
2me

B: (5.40)

Figure 5.18b shows �E.e;C/ as a function of B together with the fit of (5.40) to
the experimental data for B 	 2T (full line). The estimated electron effective
mass is 0.066 m0, in excellent agreement with the value reported in the literature
(0.0667 m0). For low magnetic fields (B < 2T), a deviation from linearity is
observed, as already reported in the literature [63,65,66,68]. This deviation is related
to a change in the dimensionality of the density of states in the conduction band [see
(5.34) and Fig. 5.16c], which determines the PL lineshape of the (e,C) band [63,65]

I.e;C/.E/ D A�CB.E/ 
 e�E=.kBT /: (5.41)

The proportionality constant A includes the transition matrix element, �CB.E/

is the density of states in the conduction band, and e�E=.kBT / is the Boltzmann
factor, which determines the high-energy edge of the PL band. In the presence of
a magnetic field, the electron density of states is given by (5.34) and it is strongly
peaked when the energy E equals the energy of a Landau level. In this case, the
energy of the photoluminescence peak for the (e;C) transition almost coincides with
the energy distance between the levels involved in the recombination, E0

CBM.B/ �
E0

C, namely, the effect of the Boltzmann factor is negligible. On the other hand,
when the magnetic field vanishes, the conduction band density of states returns to

that of a free-electron gas, which varies as
q

E �E0
CBM. In this case, the effect of

e�E=.kBT / is sizable and the (e;C) photoluminescence peak does not coincide with
the energy distance between the levels but it is at .E0

CBM � E0
C/ C kBT=2. As a

consequence, a correct evaluation of the electron effective mass can be done only at
sufficiently high field or at low temperature.

Magneto-PL has been used in GaAs1�xNx to investigate the effect of the N
concentration on the conduction band edge shape, namely, on its curvature as
measured by the electron effective mass [69, 70]. Indeed, in highly mismatched
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alloys such as dilute nitrides, the fundamental band structure parameters, including
the carrier effective mass, exhibit uncommon compositional dependences, as already
mentioned.

Figure 5.19 displays the magneto-PL spectra of a series of GaAs1�xNx samples
having different N concentrations. Relatively low temperatures (T � 30K) and
low excitation power densities (Pexc � 20W=cm2) were used to enhance the
contribution of the (e;C) transitions with respect to those related to free excitons
and excitons trapped on N clusters, NC. Figure 5.20 highlights the different degree
of localization that carriers involved in the above-mentioned transitions exhibit. The
NC-related transitions concern carriers whose wave functions are strongly localized
around the nitrogen atoms, are not perturbed sizably by the magnetic field, and,
therefore, do not shift with B . As regards the FE band, it is characterized by a
diamagnetic shift smaller and qualitatively different (namely quadratic instead of
linear) with respect to that of the (e,C) band. This is due to a Coulomb force acting
on the exciton much larger than the force between the free electron and the neutral
acceptor, as it will be discussed in more detail in Sect. 5.4.4.

The relative energy shift of the (e;C) transition as a function of B is shown in
Fig. 5.21 for a few characteristic N concentrations, while the dependence of me on
N concentration is shown in Fig. 5.22. After the first abrupt doubling for x � 0:1%
(me � 0:13 m0), me undergoes a second increase for x � 0:35%, and finally it
fluctuates around me � 0:15 m0 for 0:38% � x � 1:78%. This dependence
displays a behavior very different from that expected for a conventional alloy, where
the compositional dependence of band structure parameters evolve smoothly; see
the dashed line in the figure. Contrarily, the experimental results are remarkably
well reproduced up to xD 0:6% by a modified k 
p approach (open squares)
[17,70,71]. Within this approach, the interaction between the conduction band edge
of GaAs1�xNx—that red-shifts with increasing x—and the energy-pinned states due
to N clusters in the band gap is duly taken into account. In turn, this explains the data
of Fig. 5.22 in terms of on- and off-resonance conditions, driven by composition,
between states having a different degree of localization [72].

5.4.2.2 Free Carrier Recombination in Degenerate Semiconductors

In order to study the behavior of single carrier levels in a magneto-PL experiment,
the Coulomb interaction between oppositely charged carriers should be close to
zero, as in the presence of either high electric fields or a lattice thermal energy
well above the exciton binding energy. Exciton dissociation occurs also because of
screening effects at high carrier density leading to the formation of an electron–hole
plasma [47].

Degenerate semiconductors are another case where free-carrier (or band-to-band)
recombination dominates the PL spectrum. It has been already mentioned that InN
is a degenerate semiconductor with potential in a variety of applications ranging
from photovoltaics to fast and high-power electronics [51]. To this regard, a direct
determination of the electron effective mass of InN via cyclotron-like measurements
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Fig. 5.19 Low-temperature (T D 10–30 K) normalized PL spectra of GaAs1�xNx samples for
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is of great interest, since most of the me values reported have been inferred from
infrared reflectivity or ellipsometry measurements. Figure 5.23 shows the magneto-
PL spectra recorded at low temperature (T D 5K) on an InN epilayer untreated
[panel (a)] and irradiated with two doses of hydrogen atoms: dH D 1z [panel



5 Photoluminescence: A Tool for Investigating Optical, Electronic 157

1.0 1.5 2.0

0.08

0.12

0.16

0.20

0.0 0.2 0.4 0.6

m
e 
(m

0)

x (%)

GaAs1–xNx

single N
interaction

modified k·p method

exp. data

Fig. 5.22 Dependence of the GaAs1�xNx electron effective mass on nitrogen concentration (full
symbols). Error bars indicate the uncertainty on the mass values, whenever larger than the symbol
size. The dashed line is the theoretical expectation based on an anticrossing model for a single N
band, whereas the dotted line linking open squares is a theoretical estimate based on a modified
k �p method that takes into account the effects of the interaction of the CB minimum with N-cluster
states (see text and [70, 71])

0.60 0.65 0.70

N
or

m
al

iz
ed

 P
L

 I
nt

en
si
ty

 (
ar

b.
 u

ni
ts

)

Energy (eV)

B = 0 T B = 0 T B = 0 T

8 T

18 T
19 T
20 T
21 T

17 T
16 T

24 T
25 T
26 T
27 T

23 T
22 T

28 T
29 T
30 T

(e0,h0) (e0,h0) (e0,h0)
(e1,h1)

(e1,h1)

a b c
InN (untreated) - nd = 7.5×1017cm–3

T = 5 K T = 5 K T = 5 K

0.60 0.65 0.70 0.75

Energy (eV)

8 T

18 T
19 T
20 T
21 T

17 T
16 T

24 T
25 T
26 T
27 T

23 T
22 T

28 T
29 T
30 T

InN (dH= 1z) - nd= 2.1×1018cm–3 InN (dH= 2z) - nd= 4.7×1018cm–3

0.60 0.65 0.70 0.75

Energy (eV)

7 T

18 T
19 T
20 T
21 T

17 T
16 T

24 T
25 T
26 T
27 T

23 T
22 T

28 T
29 T
30 T

(e2,h2)

(e3,h3)

Fig. 5.23 Low-temperature (T D 5K) normalized PL spectra of an InN sample irradiated with
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(b)] and dH D 2z [panel (c)], with z equal to 1 � 1015 ions=cm2. H-irradiation
introduces donor levels in n-type InN and leads to an almost linear increase of the
electron concentration without changing sizably the material band-gap energy, as
discussed in Sect. 5.3.4 and shown in [52].

For increasing B , several bands develop. These bands can be related to Landau
levels (LLs) with different indexes n and energies given by

En.B/ D E.0/C
�

nC 1

2

� �
1

me
C 1

mh

�

e„B D E.0/C
�

nC 1

2

� „eB
�
: (5.42)

The PL spectrum results from the recombination of both photoexcited and donor-
induced electrons in the conduction band and photoexcited holes in the valence
band. The open circles superimposed on the zero field spectra in Fig. 5.23 are
simulations to the PL lineshape by the Kane model summarized in Sect. 5.3.4. The
different number of peaks observable for different samples is related to the changes
of the LL degeneracy with magnetic field, and thus to the number of LLs populated.
In fact, considering the degeneracy of each spin-resolved LL given by (5.36),
� D hn2=3e =.eB/ is the number of the almost filled LLs (“almost” because each LL
has an infinite degeneracy in the component of the wavevector along B). Therefore,
in hydrogenated samples, more Landau levels are visible as a consequence of the
greater ne value in those samples. We also note that no sizable variations of the PL
band is detected for magnetic fieldB < 16T. This may be attributed to carrier local-
ization effects prevailing at small B and/or to strong scattering of carriers with other
carriers and charged impurities that has to be expected in highly doped materials.

The magnetic field dependence of the peak energy of all transitions observed
in the three considered samples is summarized in Fig. 5.24. (en; hn/ indicates the
recombination of an electron and a hole in the nth LL: According to the symmetry
properties of the Hermite polynomials, solutions of the Schrödinger equation for a
charge carrier in a magnetic field, radiative transitions occur only between Landau
levels in the conduction and valence band with the same index n [73]. For each
sample, the lines are fits of (5.42) to the whole set of data—where � and E(0)
are fit parameters—accounting for recombinations from different LLs [74]. For all
samples and data shown in Fig. 5.24 an excellent agreement is obtained with very
similar values of � and E(0).

The reduced cyclotron mass estimated from the shift of the transitions involving
the LLs is related to the cyclotron frequency !c D eB=�, where 1=� D 1=me C
1=mh. Due to band nonparabolicity effects, the curvature mass differs from the
optical mass, which is involved in optical experiments such as reflectivity or
absorption [75–77]. Nevertheless, the two masses coincide in the limit k ! 0

and the � values estimated here provide the reduced curvature mass at the � point
of the InN conduction and valence band. Indeed, as the magnetic field is turned on,
the change of dimensionality of the carrier motion from 3D- to 1D-like [see (5.34)
and Fig. 5.16c] implies a change in the energy dependence of the crystal density
of states, DOS. Therefore, a much larger carrier occupancy at the band extrema
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is expected for a 1D-DOS ./ 1=
p
E/ than for a 3D-DOS ./ pE/. Hence, the

PL bands observed in Fig. 5.23 at high magnetic fields can be attributed to carrier
recombinations mainly at the � point, and the slope of the peak energy with B is
ultimately determined by the carrier reduced mass at the conduction band minimum
and valence band maximum, independently on the carrier concentration. In order
to extract the electron effective mass from �, one should know the value of the
hole effective mass. Since a quite large range of hole effective mass values has been
reported on the basis of indirect measurements in InN [78–80], only a lower limit of
the electron effective mass has been obtained,me 	 0:106m0.

5.4.3 Low Magnetic Field Limit

When the magnetic field is so small that the Coulomb energy is larger than the
magnetic energy, a condition always reached for B ! 0, the electrostatic term in
(5.27) cannot be neglected. However, in highly polar semiconductors, such as ZnO
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and ZnS, the exciton binding energy is as high as 40 meV [59,81], and the conditions
of low field are satisfied even at the highest B values reachable in a laboratory
(45 and 100 T for steady-state and long-pulsed fields, respectively). A high exciton
binding energy is observed also in highly confined systems like quantum dots,
QDs, with typical dot size of few tens of nanometer, or less. Therein, the strongly
confining potential constrains an electron–hole pair to have a relative distance much
smaller than that it would have in a bulk material, thus leading to an exciton binding
energy of about 40 meV in InGaN/GaN [82] or 20 meV in InAs/InP QDs [83].

Under this condition, the two field-containing terms of the Hamiltonian in (5.27)

H1 D e

2

�
1

me
� 1

mh

�

B 
 LC gexc
�B

„ B 
 S; (5.43)

and

H2 D e2

2�
A2.r/ D e2B2

8�
.x2 C y2/; (5.44)

can be treated as a perturbation. The energy correction to the exciton ground state
j0i as given by perturbation theory keeping only terms up to B2 is [84, 85]

�E D e2B2

8�
h0jx2 C y2j0i C gexc�BBms; (5.45)

where the matrix element is related to the exciton Bohr radius aB by h0jx2Cy2j0i D
2a2B.

Equation (5.45) is a very frequently used formula since it renders available
important information concerning the wave function extent of an exciton, provided
that the exciton reduced mass is known. This turns out to be of relevance in the case
of nanostructures. Indeed, the bulk properties of a material are usually known (e.g.,
dielectric constant, carrier mass), and it would be valuable to estimate the size and
symmetry of the exciton wave function, especially when novel nanostructures are
formed in a spontaneous process or fabricated.

As an example, a new method was recently developed for the fabrication of
III–V semiconductor QDs (the “hydrogenation and masking” method) [86, 87].
This method relies on a defect-engineering approach that exploits the hydrogen-
induced passivation of N atoms in Ga(AsN), (InGa)(AsN), and Ga(PN) crystals.
Therein, the incorporation of small percentages (of the order of 1–5%) of N atoms
causes dramatic variations in the electronic properties of the host crystal [17]. These
variations comprise a giant reduction of the energy gap with increasing nitrogen
incorporation (�200 meV per N percent) as well as unexpected compositional
dependences of the transport and spin properties. The unusual electronic properties
of these semiconductors stem from the impurity-like localized character that the host
band edges acquire as a result of a hybridization with the isoelectronic-impurity
wave function [71]. In dilute nitrides, H atoms form stable N–2H–H complexes
that wipe out the N effects on the host lattice thus modifying in a controllable
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Fig. 5.25 (a) Sketch of the “hydrogenation and masking” method for the fabrication of QDs in
dilute nitrides, see text and [86] and [87]. (b) Calculated posthydrogenation 2D distribution of
N atoms not passivated by H in a GaAs0:989N0:011=GaAs QW. The sample cross section passes
through the Ti-mask dot diameter (d D 80 nm) containing the growth axis. Note the formation
of a GaAsN QD (lateral size �50 nm, high �3 nm) embedded in GaAs-like barriers. (c) Low-
temperature (T D 5K) normalized PL spectrum of the pristine GaAsN QW and �-PL spectrum
of a single GaAsN QD (highlighted by the circle in the inset) obtained with the “hydrogenation
and masking” method. The inset shows a �-PL image of an array of dots, that demonstrates the
excellent control over the dot position allowed by this fabrication method

manner the electronic (e.g., band gap energy, transport, and spin properties) [69,70]
and optical (refractive index) [88] characteristics of these materials. Therefore, by
allowing H incorporation in selected regions of a QW sample, it is possible to attain
a spatially tailored modulation of the band gap energy in the growth plane [86].
This is accomplished by prior deposition of H-opaque titanium dots that impede
H diffusion beneath them. Therefore, thanks to the extremely short decay length
(5 nm/decade) of the hydrogen forefront in bulk GaAsN [89], it is possible to realize
site- and size-controlled quantum dots. A sketch of the process leading to the QD
formation is shown in panels (a) and (b) of Fig. 5.25. Figure 5.25c shows the �-PL
spectra of a single dot and of the corresponding GaAsN quantum well before the
hydrogenation-and-masking processing that leads to the dot formation. On the basis
of H-diffusion simulations, the dot size is estimated to be of order of few tens of nm
in diameter and few nm in height. Figure 5.26a shows the PL spectra under magnetic
field up to 30 T taken in a single dot obtained by the fabrication technique displayed
in the previous figure. With increasingB , the exciton peak blue-shifts and splits into
Zeeman components. The diamagnetic shift displays a clear quadratic dependence
on magnetic field. Panel (b) shows a quantitative analysis of the data by (5.45). If
�D 0:095 m0 (as independently determined) [70], we obtain an exciton diameter
dexcD 2aB D

p
2 h0jx2 C y2j0i D 4:3 nm. This indicates a small wave function

size caused by carrier quantum confinement in this nanostructure, as found in self-
assembled InAs QDs [90]. Panel (c) displays an analysis of the Zeeman-splitting
data leading to a value of the exciton g-factor equal to 1.04.
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Fig. 5.26 (a) Low-temperature (T D 5K) �-PL spectra for different magnetic fields, B , recorded
on a single GaAsN QD obtained with the “hydrogenation and masking” method depicted in
Fig. 5.25. The spectra are displayed in steps of 2 T. (b) Diamagnetic shift of the PL peaks shown
in panel (a) (large circles indicate the average over the Zeeman split components). Solid line is
a fit of �Ed D ˇB2 [see (5.45)] to the data. The error associated to each data point is within
the symbol size. (c) Zeeman splitting of the PL peak shown in panel (a). The solid line is a fit of
�EZ D gexc�B � B to the data, where gexc is the exciton g-factor and �B is the Bohr’s magneton.
The error bar is shown for one data point

5.4.4 Intermediate Magnetic Field Limit

In Sect. 5.4, we introduced two energy scales: The magnetic energy „!c ŒeV	 D
.„eB=�/D Œ1:16 � 10�4=.�=m0/	B ŒT	 and the exciton Rydberg Ry ŒeV	 D
.13:6 �=m0/="

2
r . The ratio � D .„!c=2Ry/ D 4:26 � 10�6Œ"r=.�=m0/	

2B ŒT	
establishes to a first approximation the magnetic field regime to be considered
for an electron–hole pair with reduced mass � and embedded in a medium with
static dielectric constant equal to "r. If we gauge � from the values of � and "r in
a typical semiconductor (e.g., GaAs where � � 0:054 m0 and "r � 12:5), we find
� � 10 for B D 45T (the highest steady-state field value attainable with present
hybrid—resistive+superconducting—magnet technology). Incidentally, � � 10 for
a hydrogen atom would correspond to a magnetic field B � 106 T, as already
pointed out in Sect. 5.4.1.

Therefore, in most semiconductors, whenever the exciton is not ionized or single
carrier levels are not spectroscopically available, an intermediate field regime has
to be considered. If we consider an exciton in its ground state (namely, orbital
angular momentum L = 0) and neglect the Zeeman splitting due to spin, the exciton
effective-mass Hamiltonian turns into
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H�.r/ D
�

� „
2

2�
r2r �

e2

4�"0"rr
C e2

8�
.x2 C y2/B2

�

�.r/ D E�.r/: (5.46)

Equation (5.46) is usually rewritten with energy in units of the exciton Rydberg
�e4=

�
2.4�"r"0/

2„2, positions in units of the exciton Bohr radius aB D
.4�"0"r„2/=.�e2/ and magnetic field in units of � [91–93]

�

�r2r �
2

r
C �2

4
.x2 C y2/

�

�.r/ D E �.r/: (5.47)

r � .x; y; z/ is the electron–hole pair relative coordinate and the magnetic field
is applied along the z direction. Since (5.47) has axial symmetry about z and is
invariant under space inversion, the envelope function �.r/ has definite parity and
z-projectionm of angular momentum. Furthermore, allowed electromagnetic dipole
transitions for band-edge emission involve an initial state whose envelope wave
function does not vanish at the origin (r D 0); see [8]. This implies that �.r/ has
m D 0 and even parity. Following [92–94], �.r/ can be expressed as a combination
of spherical harmonics with m D 0 and even l

�.r; #; '/ D
X

even l

fl .r/Yl;0.#; '/; (5.48)

where the radial functionsfl .r/ are found by substituting (5.48) in (5.47). A detailed
description of the numerical methods employed to solve this eigenvalue problem
is beyond our scopes. The interested reader can find details in [92–94]. Here, we
report the results of the diamagnetic shift �Ed of an exciton in its ground state
as a function of the magnetic field. Figure 5.27 shows �Ed in units of Ry as a
function of magnetic field in units of the parameter � . The data shown in this figure
turn out to be particularly useful, since they provide an “universal” solution to the
problem of an exciton in a magnetic field holding for any field intensity and for any
isotropic semiconductor (provided that static dielectric constant and carrier effective
masses are known). Conversely, the exciton reduced mass can be derived from the
diamagnetic shift data exploiting the results presented in Fig. 5.27. The solid line in
the figure is a fit to the data by a ninth degree polynomial

�Ed.�/ D
9X

iD1
Ai �

i : (5.49)

In order to use the above expression for an exciton in a given material, one has to
make � explicit with magnetic field in units of Tesla and express�Ed in meV units.
Then, (5.49) turns into
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: (5.50)

To exemplify the use of the model valid for arbitrary fields, we focus on the free
exciton in bulk GaAs. Figure 5.28 shows the low temperature (T D 5K) PL spectra
of GaAs in a bulk crystal for different magnetic fields up to 30 T. The free-exciton
diamagnetic shift (symbols) is shown in Fig. 5.29 together with a fit to the data (solid
line) by means of (5.50). The dielectric constant has been set equal to "r D 12:5 and
the exciton reduced mass used as fit parameter. It is found that � D 0:053 m0, in
agreement with data reported in the literature [95]. The numerical solution to (5.47)
given in (5.50) agrees very well with the experimental data over all the range ofB . It
is interesting to compare the limit of low (5.45) and high (5.42) field with the present
model. The inset of Fig. 5.29 shows an enlargement of the data in the B D .0 � 9/
T range displayed in the main part of the figure. The parameter � is equal to one
for B D 4:3T. This sets the field region above which (5.45) should not hold. The
dotted line in the inset is a fit to the data by �E D AB2 with A D 0:102meV=T2.
A good agreement with the data is found up to aboutB D 4T, namely, � � 1. If we
assume the exciton reduced mass known, � D 0:053 m0, according to (5.45), then
one finds an exciton Bohr radius for GaAs aB � 12 nm. This value is very close to
an estimation based on a hydrogenic approximation for an exciton having a binding
energy equal to 4.2 meV. However, above B D 4T, the perturbative model deviates
more and more from the experimental data as the field increases.

Let us consider the opposite limit of high field. The experimental data shown
in Fig. 5.29 are reproduced in Fig. 5.30 along with a linear fit in the range B D
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Fig. 5.29 Free-exciton diamagnetic shift (�EFE) in bulk GaAs as a function of magnetic field
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line is a fit to the data of the variational model described in the text (5.50). The inset shows a
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.15 � 30/T. The linear fit agrees very well with the data. Then, one could assume
that the electron and hole behave as an uncorrelated pair where the energy level of
each carrier follows its Landau level. In this case, the diamagnetic shift would be
given by
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data in terms of Landau level recombination produces a quite large error (about 20%) even at
relatively high fields (15T � B � 30T; namely, 3:5 � � � 7:1)

�EnD0.B/ D „eB
2�

(5.51)

resulting in an exciton reduced mass equal to 0.07m0, which is a value sizably larger
than the true value .0:052� 0:058m0/ [18]. This reflects the fact that for GaAs �
(�7 at 30 T) cannot be still considered�1 at 30 T. Indeed, the curve represented
by (5.50) exhibits a first derivative that varies as B increases in such a way that
a strictly linear dependence of �Ed is not fully reached for the magnetic fields
considered here. The inset in Fig. 5.30 shows the percentage error on the estimation
of the exciton effective mass that occurs using (5.51). Clearly, the Landau level
approximation becomes better as the magnetic field increases.

5.5 Conclusions

First introduced in 1952, photoluminescence has rapidly become a very popular
characterization tool in Materials Science after the discovery of the laser in the
1960s. Indeed, photoluminescence allows a nondestructive, quick, simple, and
insightful determination of many of the properties that rule the performances of
semiconductors and insulators in most modern optoelectronics (and other) devices.
In particular, photoluminescence allows to investigate optical properties (the energy
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edge of fundamental transitions, type, amount and energy levels of impurities,
radiative lifetimes, thermalization process, and nonradiative centers) and structural
properties (the amount of crystalline disorder in bulk materials as well as interface
disorder in heterostructures). Photoluminescence is, therefore, crucial whenever a
new material is synthesized, in particular in the form of thin films and nanostructures
not suitable for absorption studies. The combination of magnetic fields with photolu-
minescence permits to determine most important properties of interest for transport,
such as carrier mass. Furthermore, magneto-photoluminescence experiments are
particularly relevant in the field of Nanotechnology, since the perturbation induced
by a magnetic field on the energy levels of a semiconductor can be exploited to
estimate the wave function extent (and hence the quantum confinement degree) of a
nanostructure whose geometric parameters are not directly accessible.
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Chapter 6
Pressure Studies

Andrew Prins, Alf Adams and Stephen Sweeney

Abstract High pressure is one of the most valuable characterization tools available
in semiconductor research. In this chapter, we show how it has been used directly
to measure some of the fundamental properties of materials and also to investigate
electronic and optoelectronic devices, resulting in improved theoretical models of
material properties and optimized device performance. We hope that the examples
we give and the experimental methods we describe will inspire others to use this
powerful but underused research technique.

6.1 Introduction

Starting his PhD at Harvard University in 1905, Percy Williams Bridgman (1882–
1961) began the unlikely process of squeezing materials to see the effect of pressure
on their physical properties. Undaunted by the experimental limits at the time, he
soon developed new methods of sealing fluids at high pressure and was able to reach
previously unobtainable hydrostatic pressures to reveal new and exciting properties.
He developed piston-in-cylinder and also opposing anvil high pressure equipment,
both still the basis of most modern techniques, and was able to perform electrical
measurements up 10 GPa (100 kbar) [1]. To set this in perspective, the hydrostatic
pressure experienced at the bottom of the deepest ocean on Earth is approximately
0.1 GPa and the pressure at the center of the Earth is around 340 GPa. In 1946,
Bridgman received the Nobel Prize in physics for his pioneering work and he is
considered the father of high pressure physics. His collected works are available in
[2] and his book [3] is also an outstanding source of information.
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With the advent of transistors in 1947, it became clear that an understanding
of the electronic band structure of semiconductors was essential and pressure
proved to be a powerful probe in its investigation; high pressure allows us to turn
the lattice constant of materials into a variable which can often lead to a better
physical interpretation than the much more widely used thermodynamic variable,
temperature. A full and complete review of high pressure semiconductor physics
up to 1998 can be found in two excellent volumes [4]. We also recommend books
by Spain and Paauwe [5] and Sherman [6] which cover the experimental details
of the equipment and materials used in their construction. There are a multitude of
aspects of and types of semiconductors studied with pressure, but we will principally
concern ourselves with the properties of those with diamond or zincblende lattices
and see how pressure has proved itself a most valuable tool in manipulating and
understanding their properties. For a consideration of some future possibilities in
different and new materials under pressure, we would also point the reader to the
article by Yu [7] and importantly, their own imagination.

6.2 The Effect of Pressure on Electronic Band Structure

The electrical and optical properties of elemental diamond-type cubic lattices (e.g.,
Si and Ge) and the related zincblende compound semiconductors (e.g., GaAs and
InP) at ambient and high pressure can be understood from Fig. 6.1a. In this diagram,
we illustrate the band structure (energy–momentum dispersion relationship) of
GaAs. The effective mass of a particle at any point is inversely proportional to
the curvature of this energy–momentum curve. In these materials, there are three
distinct sets of conduction band minima as seen at the � , L, and X (or nearby �)
points in the Brillouin zone. The exact energy positions of these minima play a key

Fig. 6.1 (a) Band structure of GaAs; hydrostatic pressure coefficients of the band minima are
shown in meV/GPa. (b) Comparison of the effects of pressure on band structure compared to those
of alloying in the AlxGa1�xAs semiconductor system
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role in determining the electrical and optical characteristics of each semiconductor.
See [8–10] for a review of these parameters in the most commonly studied III–V
and group IV materials. The fact that these energies can be varied in a smooth
and reversible manner by the application of hydrostatic pressure is the single
most important reason why pressure is used to study semiconductor materials and
devices. Indeed it should be noted that for many experiments, the effect of pressure
on material or device properties is best related directly to the resulting changes
in their band structure rather than an absolute measurement of the pressure itself.
Since the top of the valence band is at the � point in all diamond and zincblende
materials, when � is the lowest conduction band minimum the material has a direct
band gap (e.g., GaAs and InP). From pressure measurements on Ge, Si, and a
number of III–V materials, Paul [11] was able to form the basis of an Empirical
Rule concerning minima behavior; the pressure coefficient of the direct gap at �
is in the range 100–150 meV/GPa while those of the indirect gaps of L and X are
near 50 meV/GPa, and between �10 and �20meV=GPa, respectively. Therefore,
high pressure allows us to change band ordering from direct (e.g., GaAs) to X
or �-like (e.g., Si) or L-like (e.g., Ge). This is a very important result since an
understanding of this means that the band structure at ambient conditions can be
determined by extrapolating back the results of pressure experiments. It can also
be used to manipulate properties in much the same way as alloying, while avoiding
unwanted changes such as doping density or thickness variations. This results in cost
savings since a single sample can be studied rather than having to grow multiple
structures with varying alloy fractions. An example is clearly shown in Fig. 6.1b
where the effects of pressure and alloy fraction are compared. Other comparisons
will occur later in this chapter. While collected data is now available for a range
of III–V and group IV semiconductors, the exact position of the band structure
minima was not always clear. For example, it was originally believed that GaAs
possessed a � –X–L arrangement in ascending order of their energies [12], but
evidence showing that the L minima were situated below that of the X resulted
from high pressure measurements on the Gunn effect as discussed below.

6.2.1 The Gunn Effect

The Gunn diode played an important role in the history of semiconductor devices.
Before its discovery, semiconductors had only been used as passive detectors of
microwaves but the Gunn diode was able to replace bulky microwave vacuum
tube sources with cheap and simple solid-state oscillators, just as the transistor
had replaced low frequency vacuum tubes in the 1950s. The possibility of such
devices based on transferred electrons was first predicted by Ridley et al. [13]. They
considered an n-type semiconductor such as GaAs where the electrons normally
occupy the low-mass, high-mobility � minimum. In such a case, they pointed out
that if an electric field is applied, which is sufficiently large to cause the electrons to
heat up, then the electrons could gain enough energy to scatter across to the higher
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lying satellite minima. Here their mobility would be much lower both because of
the increased effective mass and because strong intervalley scattering would occur.
This would result in a decreasing current with increasing applied voltage and so
to a negative differential resistance resulting in current instability. In 1963, John
Battiscombe Gunn discovered that if the applied electric field across certain bulk
III–V crystals (GaAs and InP) exceeded a critical value, then pulses of current at
microwave frequencies were produced [14]. Kroemer [15] proposed that electron
transfer was the mechanism behind the effect even though Gunn himself had
considered and dismissed it, and there was intense speculation about the underlying
mechanism. The crucial experiment to demonstrate that the transfer model was
correct was carried out on GaAs under pressure by Hutson et al. [16] who found
that the Gunn effect disappeared at high pressure as would be expected if it is due
to the transferred electron effect. Careful measurements of the pressure variation
of the threshold field for the Gunn effect were undertaken and compared with the
results of Monte Carlo simulations of the transferred electron effect [17, 18], and
it was concluded that agreement could be obtained but only if it is assumed that
the L minima are below the X minima in GaAs. This ordering was confirmed by
the uniaxial stress measurements of Pickering et al. [19] which showed that the
threshold field for the Gunn effect in GaAs is much more sensitive to stress in the
h111i direction along which the L minima lie, than stress in the h100i direction
where the X minima are. This agreed also with a reassessment of other previous
experimental data to that point carried out by Aspnes et al. [20]. A similar result was
later observed in an analogous experiment by measuring threshold as a function of
phosphorous composition in a range of GaAsxP1�x alloys [21].

In semiconductor materials that do not have suitable band structure for the
Gunn effect, impact ionization of electron-hole pairs across the band gap occurs
before intervalley transfer (see our later discussion of avalanche photodiodes in
Sect. 6.4.3), but in some cases pressure can be used to tune a material to the correct
band configuration. InAs is such a material, with a narrow direct band gap of
0.35 eV at room temperature. This was studied by Pickering et al. [22] up to 5 GPa.
A piston-in-cylinder (see Sect. 6.4. on optoelectronic device measurements) was
used up to 1.5 GPa and beyond this opposing anvil pressure apparatus with diodes
potted in epoxy resin at the center of an MgO-loaded epoxy Bridgman ring [23].
At atmospheric pressure, the current voltage plot for this material was linear up
until the onset of impact ionization, which was marked by a large increase in
the current (see Fig. 6.2 example marked in blue), and this onset (the avalanche
voltage) was measured as a function of pressure. The avalanche voltage increased
due to the increasing band gap until at�3:3GPa, violent oscillations were observed
with a definite current drop-back (Fig. 6.2 marked in red). These oscillations were
similar to those seen in GaAs and InP and associated with the negative differential
conductance of the Gunn effect. The oscillations continued until 4.8 GPa and beyond
this, the current saturated (Fig. 6.2 marked in green) in the same way as observed
in GaAs and InP under pressure. This showed that InAs could be tuned by pressure
from a band structure where the direct band gap is smaller than the separation
to the higher lying minima resulting first in avalanche breakdown, through the
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Fig. 6.2 I=V characteristics of InAs up to 4.8 GPa of pressure [19]. Examples of the onset of
impact ionization and the Gunn effect are marked in blue and red, respectively. Ohmic like behavior
is marked in green

Gunn region and into a region of almost ohmic behavior where the satellite minima
are so close that they are already occupied by most of the electrons simply due to
thermal excitation. Analysis of the Gunn effect measured in InAs1�xPx alloys under
pressure was also able to give a good indication of the L minima position in this
material at ambient pressure [24].

6.2.2 Anvil Cells and Optical Work

Bridgman’s opposed-anvil based high-pressure cells used tungsten carbide and
allowed electrical measurements only. The introduction of diamond as an anvil
material in the 1950s opened up the possibility of optical work. A schematic of a
diamond anvil cell (DAC) is shown in the inset of Fig. 6.3; a drilled metal gasket
is compressed between the small flat faces of two opposing cut diamonds and the
hole contains the sample and a ruby pressure calibrant (see [25,26]) in a hydrostatic
pressure transmitting medium. Photoluminescence (PL) is well established for
characterizing semiconductors and is the most straightforward technique in the
DAC. PL uses optical excitation above the band gap energy to create electron-hole
pairs which thermalize down to recombine across the minimum energy gap possible,
emitting a photon at that energy and giving rise to an emission peak characteristic of
the material. The linewidth, shape, and intensity of the PL peaks yield information
pertaining to crystal purity, band structure, and recombination paths along with
alloy disorder and interface roughness in quantum wells. The reader is referred
to Chap. 5 of this book for further information. The results of a PL experiment
[27] are used to illustrate beautifully the Empirical Rule in Fig. 6.3, in a material
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Fig. 6.3 Photoluminescence peak energy against pressure for a Ga1�xInxSb=GaSb quantum-well
[27]. Transition changes from � to L to X are clearly seen. The inset shows a schematic diamond
anvil cell with gasket, sample and ruby pressure calibrant

system where pressure clearly reveals all three types of minima and their behavior
as outlined above.

Modern semiconductor devices are complex and consist of many layers of these
constituent materials doped, undoped, and often in thin layers called quantum wells
(QWs), and this gives rise to other important questions: how do the energy levels
within different materials align with each other? How do they change with doping?
While model solid theory [28] and less direct measurement methods can give some
estimate of band alignment, results have varied greatly and a direct method of
measurement is required. With a knowledge of the Empirical Rule, Wolford et al.
[29] was able to show that it was possible directly to measure band offsets by
high pressure spectroscopy in heterostructures where the lowest X minima were
in the barrier material, as shown in the inset of Fig. 6.4. This method has been
extended to other material systems [30] and the results of such an experiment
carried out in the DAC are shown in Fig. 6.4. In this figure, after correcting for any
quantum confinement effects, the energy difference shown as �E1 corresponds to
the difference in material band gaps (�Eg) and, after extrapolation back to ambient
pressure, �E2 corresponds to the valence band offset (�Ev). Thus, from such an
experiment, the band offsets are fully determined:

�Eg D �Ec C�Ev: (6.1)

For the most accurate determination, good samples are needed that unambiguously
show both the barrier and quantum well transitions in the same experiment above the
X crossover pressures. Low temperature identification of phonon lines can help rule
out defect related emissions and give reliable data above crossover for extrapolation,
allowing any changes in the valence band offset with pressure (d�Ev=dP ) to be
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Fig. 6.4 Photoluminescence peak energies against pressure for a strained GalnP quantum well in
.Al0:3Ga0:7/0:5In0:5P barriers [34]. Above crossover phonon replicas are observed. The inset shows
a schematic of the sample structure including the X band edge (broken line) and the � conduction
and valence bands (solid lines) at ambient pressure (see text for explanation)

measured accurately as well as the offset ratio at ambient pressure. Lambkin et al.
[31] found that in the GaAs=AlxGa1�xAs system, d�Ev=dP D 1:1x .meV=kbar/
while it was independent of pressure in GaInAs/InP [32]. Other systems specific
for optoelectronic applications have also been measured and can be found in the
literature, while Whitaker et al. [33] proposed an extension of this pressure method
between a larger set of III–V materials.

From the simple pieces of information discussed so far and with the correct
samples, the band structure and band offsets for a new material system can be fully
determined using pressure and used to help model and improve devices [34].

The DAC lends itself well to these kind of optical measurements but requires
small thinned samples (the gasket hole is typically around 300�m diameter
and indented to about 100�m thickness), and while electrical measurements on
specially prepared devices are possible [35], the DAC is not well suited to this
purpose. A good review of the standard use of DACs can be found in [36] and
their operation in [37]; we also recommend the book by Eremets [38].

6.2.3 Transport Properties

As mentioned earlier, the curvature around the band minima is related to the
effective mass (m�) at that point and this largely determines the transport, carrier
mobility, and optical properties of semiconductor materials and devices. The k 
 p
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method developed by Kane [39] can be used to calculate the band structure at these
minima and in its simplest form for electrons in the � conduction band minimum
is expressed as:

m0

m� D 1C
2p2

3m0

�
2

E0
C 1

E0 C�0

�

; (6.2)

where E0 is the fundamental gap, p the momentum operator, and �0 is the spin–
orbit splitting. Interactions with higher lying bands can be treated as further
expanded perturbations and in this manner the theory can be used across the
entire Brillouin zone. To calculate the effective masses, the only data required
are the energy gaps and the momentum-matrix elements at these points. Pressure
is the ideal tool for investigating this relationship since the fundamental gap, as
we know, can be altered using pressure. An increase in band gap will result in
less curvature and a higher effective mass. Shantharama et al. [40] were able to
adapt a Bridgman anvil system to include optical fiber access and simultaneously
measured the change in energy gap and effective mass with pressure up to 4 GPa
in n-type InP and GaAs using photoconductivity and magnetophonon oscillations.
They showed that the contribution to the effective mass from higher lying bands
was small and that the simplified k 
 p theory of (6.2) modeled the results well.
Recently, magnetophotoluminescence in the DAC up to about 0.1 GPa has been
used to study the effective mass of dilute nitrides with up to 0.2%N [41–43] and
showed increases larger than those seen in conventional alloys. Endicott et al. [41]
were able to fit the unusually large increase in effective mass fairly well using a two-
level band anticrossing (BAC) model (see Sect. 6.2.5 on BAC) but only had three
pressure data points and one sample concentration. Pettinari et al. [42] measured
15 pressure points in two well-defined sample concentrations and discovered large
variations (up to 60%/0.1 GPa) with increasing pressure and marked changes in
behavior between the N concentrations. However, despite these variations, both
[42,43] were able to show that their results were qualitatively consistent with a k 
p
model if modified so that the conduction band interacted with specific N complex
levels, thus helping in identifying which of these levels contribute most to modify
the band structure under ambient conditions.

Measurement of free-carrier mobility and concentration can be determined using
the Hall effect and this was commonly used to characterize material by assuming a
standard scattering mechanism at room temperature. The effective mass of electrons
in the conduction band increases with band gap, resulting in decreased mobility,
and this means that scattering mechanisms in semiconductors can be studied as
deviations from the expected behavior with pressure. A number of scattering
mechanisms can affect conduction in semiconductors, including ionized impurity
and acoustic or optical phonon scattering. Each electron scattering mechanism has
its own characteristic dependence on the carrier effective mass and so scattering
of electrons in n-type, direct-gap semiconductors can be investigated by measuring
the pressure dependence of their mobility. From Hall measurements under pressure,
Lancefield et al. [44] found that the standard theories of ionized impurity scattering
were inadequate to explain the behavior in GaAs and InP unless correlation effects
were taken into account for the impurity distribution.
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6.2.4 Defects Under Pressure

Doping is used in semiconductors to incorporate controlled levels of impurities to
produce free charge carriers for controlling conductivity. These impurities can have
electronic levels within the band gap either close to the band edges (shallow defects)
or in the middle (deep defects). Their pressure dependence is one of the most reliable
ways to distinguish between them since it will depend either on the nearest minima
in the case of shallow levels or a large region of the Brillouin zone and many bands
in the case of deep levels. The DX center has been highly studied [45] for very
good reasons; it is a deep defect found in many n-type compound semiconductors
and their alloys. It has been extensively studied in n-doped (Si) AlxGa1�xAs with
x > 0:22 since it dominates the transport properties of the alloy, affecting its
use in high-speed electronic and optoelectronic devices. It gives rise to persistent
photoconductivity (PPC) and also causes a drastic decrease in carrier concentration
at cryogenic temperatures. Extrapolating the DX center energy against alloy content
back to x D 0 showed that it should be above the conduction band in GaAs by
around 0.17 eV, and Mizutu et al. [46] were able to show its existence in GaAs by
applying around 2.4 GPa of hydrostatic pressure to push it below the conduction
band edge. This use of high pressure has separated band structure changes from
alloying effects and shown that certain substitutional donors in III–V compound
semiconductors transform into DX centers; for example S in InP at over 8.2 GPa
[47]. These experiments demonstrated that DX centers are substitutional shallow
donors that undergo a structural change to form a deep level under certain conditions
of alloying or hydrostatic pressure.

Techniques used in the DAC to study the DX center were: deep level transient
spectroscopy (DLTS), Hall measurements, and optical absorption. Where electrical
feedthrough wires were required (DLTS and Hall) the gaskets were coated with
Al2O3 and samples specially thinned, soft powders such as CaSO4 were then used
as pressure transmitting media.

Introducing impurities into semiconductor substrate materials such as InP and
GaAs during growth has also been shown to decrease dislocations and provide what
is sometimes called “lattice hardening” [48, 49]; this is important for improving the
lifetime and performance of electronic and optoelectronic devices and is discussed
later on in relation to the study of high pressure phase transitions (see Sect. 6.3).

Another area of interest is the use of rare-earth ions doped into semiconductors
which greatly change the host band structure [50]. There are potential optoelectronic
applications around the 1�m wavelength for InP doped with Yb from intra-4f-shell
luminescence. Experimental work by Kaminska et al. [51] has shown that up to
6 GPa, these transitions are sensitive to pressure but above this they remarkably
change behavior and become almost independent of pressure. Such studies help
enhance our understanding of these materials.
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6.2.5 Band Anticrossing

Nitrogen complexes in the indirect band gap material GaP are of technological
importance since they give rise to radiative recombination suitable for LEDs, from
green to orange, and were originally believed to be a shallow donor. Diamond
anvil pressure studies and theory, however, showed that they failed to follow the
nearby conduction band [52] and that they were only accidentally nearby (less
than 0.1 eV below). It was not until 1990, also with the aid of pressure, that
nitrogen pair complexes were finally observed in GaAs [53] and shown to be
around 0.3 eV above the conduction band edge. The highly localized nature of
the N states suggests that they will interact only weakly with extended states of
these materials at low concentrations. Alloying low concentrations of nitrogen into
III–V compounds has however been shown to drastically modify the electronic
band structure [54] and is very important for device applications. This perturbation
gives rise to a huge band gap decrease and greater electron effective mass. Initial
attempts to explain this behavior used various unsuccessful models, but these were
abandoned for the two-level BAC model which was able to explain the pressure
and composition dependencies of the band gap; the interaction of the N level with
the conduction band edge splits the conduction band into two highly nonparabolic
subbands E� and EC and the position of these sub-bands depends on the alloy
concentration, a coupling parameter, and the location of EN in relation to the
conduction band edge (see Fig. 6.5 for a representation of the BAC model). The
band gap reduction is accounted for by the downward shift of the conduction band
due to the anticrossing interaction and gives rise to E�. Photoreflectance (PR)
measurements clearly show the E� and EC transitions and the anticrossing character
manifests itself in their pressure dependencies as seen in Fig. 6.6 for the case of
GaAs0:985N0:015 [55]. Pressure measurements have been essential in these materials
to reach an understanding of the electronic band structure.

6.3 Phase Transitions in Bulk, Superlattices and
Nanoparticles

The work we have discussed so far has investigated the electrical and optical
properties of materials at pressures under 10 GPa and has neglected structural
properties. Under large pressures, it may become energetically favorable for a
material to change its atomic arrangement and undergo a sequence of structural
phase transitions. The properties of the resulting materials can be very different from
those at ambient pressures and pressure vs. temperature phase diagrams are often
plotted to show phase boundaries of these different states. Assuming a fixed ambient
temperature, most fourfold semiconductor materials (diamond, zincblende, or
wurtzite) undergo an initial phase transition into sixfold structures (rocksalt, Cmcm,
or “-Sn). The Cmcm structure is a distortion of the NaCl (rocksalt) structure and was
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Fig. 6.5 Energy momentum diagram of a dilute-N band structure calculated using the BAC
approach. The effect of the nitrogen level on the conduction band E� produces two repelled bands
EC and E� and as a result reduces the band gap of the material

Fig. 6.6 Photoreflectance transition energies against pressure for GaAs0:985N0:015 [55]

frequently misinterpreted in many early measurements since it had not been seen
previously in the binary materials [10]. For structural observations, the measurement
of choice is X-ray diffraction, but simultaneously using a range of techniques such
as optical transmission, X-ray diffraction, and Raman scattering greatly improves
the interpretation of results under pressure and allows comparison with other work,
see, for example the DAC studies of GaAs by Besson et al. [56] or the analysis of
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results for InP by Whitaker et al. [57]. It is important to note that computational
methods play an important part in predicting and interpreting experimental results.
The whole area of structural transitions is complex and changing and the reader is
referred to [4, 58] for full and detailed reviews. Care should be taken as many texts
are not in agreement and, with this in mind, we will discuss some of the pressure
results of InP in relation to its physical and electronic band structure.

The DAC allows pressures in excess of 100 GPa to be generated and measure-
ments are carried out using powder diffraction techniques due to the large volume
changes involved (see Fig. 6.7 as an example of this). The ruby pressure calibration
method can be used with an accuracy of around 1% up to 10 GPa and 3% around
100 GPa when referenced to primary pressure scales based on the change in lattice
constant of known materials (see [25, 26]). The first phase transition in Si and
Ge occurs at around 10 GPa and in GaAs at around 17 GPa. For InP 10.8 GPa is
usually cited [59], although there has been significant reported variation outside
the expected pressure calibration error. An analysis of this experimental data [57]
proposed that the transition pressure from zincblende to rocksalt was variable (they
quote from 9 GPa to more than 10.5 GPa) and this rocksalt structure was shown to
be stable only up to 19 GPa [59] and later up to 28 GPa [60]. Figure 6.7 shows the
variation of volume with pressure for heavily sulfur-doped InP [61] compared to
that of pure InP [59]. Lin et al. [61] observed the rocksalt to Cmcm phase transition
at an even higher pressure (35.8 GPa) and proposed that the dopant increased the
ionicity of the rocksalt phase and enhanced its bulk modulus and stability but
slightly reduced the stability of the zincblende crystal phase. In dilute nitrides, no
significant change in the first phase transition pressure was seen between GaP and
the dilute nitride GaP0:979N0:021 through the examination of Raman modes and the
N local vibrational modes (LVMs) [62]. Please refer to Chap. 9 of this book for a

Fig. 6.7 Volume vs. pressure data for InP:S [61] (solid points and lines) and InP [59] (open
triangles) under compression at ambient temperature. Volume changes associated with phase
changes are clearly seen
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detailed description of Raman spectroscopy and specifically to Sect. 9.4.2 Impurities
and Alloys, concerning LVMs. No real in-depth study of the effects of doping on
semiconductor phase transitions and structure seems to have ever been undertaken,
although Bose et al. [63] suggested a decrease in the first phase transition pressure
with increased doping in heavily selenium-doped InP. There would seem to be scope
for future work in this area.

The � � X band minima crossing pressure for InP has also been disputed, but
we believe it to be above 12 GPa from the extrapolation of pressure data for GaInP
alloys studied by Tozer et al. [64,65], and as a result the expected � �X crossover
would not be observed in bulk InP under pressure due to the first phase transition.

An interesting effect related to phase transitions and little discussed is superpress-
ing in which a material in a superlattice will persist in its zincblende structure above
its normal phase transition pressure; this has been seen in AlAs/GaAs [66] and in
CdTe/ZnTe [67] and has been used to measure the deformation of a semimetal [68],
and these effects can easily suppress phase transitions by up to 10 GPa.

There has, however, been much interest in nanoscale materials and their associ-
ated properties [69] and in the study of phenomena in nanocrystalline semiconductor
systems [70]. The earliest pioneering pressure studies [71] were on CdSe and
related to phase stability, showing that with decreasing particle radius the first
phase transition pressure was systematically higher and was as much as 13 GPa
higher than in the bulk material. Large elevations in phase transition pressure,
normally attributed to an increase in surface energy, have also been observed in
Si nanocrystals [72], in Ge [73], and in a range of other materials [70]. However,
GaAs is reported as showing no pressure difference in its bulk and nanostate phase
transitions [74]. There also appears to be no current measurement of the pressure
for the phase transition of InP nanocrystals in the literature although the work of
[75] cites a value of 14 GPa. With this elevated transition pressure and as a result of
quantum confinement effects, it would be expected that the � � X band minima
crossing discussed earlier should be seen in InP nanoparticles under pressure.
The experimental results however are not clear since Menoni et al. [76] observed
transitions that were L and X like in nature that changed with particle size, while
Lee et al. [75] saw no real difference from the bulk. The analysis by Dı́az et al.
[77] goes some way to explain these results in terms of L and X mixing of internal
and external surface states. To complicate matters further doping can also affect
surface energies and phase transitions of nanocrystals [78]. In conclusion, it is again
clear that pressure has an important part to play in understanding these complex
semiconductor nanocrystalline materials and that further work is required.

6.4 Optoelectronic Device Measurements Under Pressure

Figure 6.8 shows two types of high pressure systems used in the study of optoelec-
tronic devices at the University of Surrey, both are capable of reaching pressures of
around 1.5 GPa and have fairly large sample spaces allowing simple mounting and
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Fig. 6.8 High pressure piston-in-cylinder apparatus and the helium gas high pressure system
sample chamber (University of Surrey)

contacting of devices. The first (Fig. 6.8a) is a piston-in-cylinder, which consists of
two opposing pistons made from hardened steel within a compound double cylinder.
A load is applied using a large hydraulic ram to the upper moveable piston which
is sealed against the liquid pressure media with a neoprene O-ring and phosphor-
bronze ring. Electrical leads and an optical fiber are both fed through this piston
to supply current and to couple light output into a spectrometer. The addition of
an optical fiber in this way for the first time [79], essentially as an extended high
pressure optical window, allowed direct optical access to devices in the high pressure
volume. This improved optical coupling allows the studies of light output not just
from a laser facet but also from windows milled into the substrate contacts of
devices so that pure spontaneous emission can be observed [80]. The use of optical
fibers as high-pressure windows has proved successful because their very small
cross-sectional area (�r2), where r is the fiber radius, minimizes the force (F )
exerted by the pressure media (F D �r2P ) while the large length (l) distributes
and supports the total shear stress (F D 2�rl
) along the fiber’s length, the shear
strength of Stycast-type epoxy is 
 � 0:1GPa and as a result the glued fiber is able
to sustain high pressures. This has allowed the investigation of a large number of
optoelectronic devices working over a wide range of operating wavelengths from
the blue into the mid-infrared (see for example [81–83]). Pressure is calibrated in
this system by measuring the resistance change in a manganin wire coil attached to
the lower fixed piston. This is a large bulky system which cannot be cooled to low
temperatures, but raising its temperature is quite straightforward using heating coils.

Figure 6.8b shows the sample chamber of the second pressure system used at the
University Surrey in which compressed helium gas, via a capillary, is supplied from
a large three stage piston-in-cylinder compressor (Unipress, Poland). Each stage
has its own control valves and its operation is quite complex. It does, however, have
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advantages; the chamber can be cooled to low temperature and the helium pressure
media and sapphire windows have better transparency properties, helium is also
less reactive with device structures and coatings, has a better matched refractive
index to air and does not freeze under typical operating temperature and pressures,
unlike liquid pressure media. This type of gas apparatus was first used by Langer
and Warschauer [84] and is described in great detail there.

For both systems, safety is a major consideration since the energy stored by
compressing the media into relatively large volumes can be explosive if released
suddenly and special shielding around both setups is required.

6.4.1 Semiconductor Lasers

In terms of technological impact, semiconductor lasers are second only to the
transistor and integrated circuit. They are essential to communications, data storage,
and a multitude of other applications too numerous to discuss here. Unlike group IV
materials such as Si, the direct band gap of III–Vs has led to them becoming the
materials of choice for optoelectronic applications. The commercial importance of
certain wavelengths and advances in growth techniques have driven much of the
technology. The earliest semiconductor lasers were simply GaAs homojunctions,
later clad by AlGaAs to form double heterostructures providing electrical and
optical confinement for wave guiding. The long-wavelength fiber-optic transmission
windows at 1.3 and 1:55 �m meant that other materials and heterojunctions were
more suitable. GaAs/AlGaAs would later return for CD players and laser printers
and the ability to grow QW structures [85] would reduce laser threshold currents
through improved carrier confinement effects. The threshold current is the current
where lasing begins and is determined for a device by extrapolating the linear
regions of the light output vs. current graph as shown in Fig. 6.9 for a modern
1:55 �m InGaAsP/InP laser. For data storage, wavelengths as short as possible
(currently around 400 nm for Blu-ray) are needed to maximize storage capacity
while wavelengths in the mid-infrared are suitable for gas detection due to strong
absorption resonances in gas molecules. For all operating wavelengths, it is crucial
to reduce the threshold current, improve the efficiency, and decrease the temperature
sensitivity. In general, carrier recombination processes in semiconductor lasers are
strongly band gap dependent and pressure has proved to be an ideal technique to
investigate recombination mechanisms especially when coupled with temperature
dependence observations. With this in mind, experimental results are often plotted
directly against wavelength or energy rather than pressure itself. The first reported
pressure tuning of lasers was carried out by Feinlab et al. [86] on GaAs diodes up
to 0.8 GPa at room and liquid nitrogen temperatures and was used to investigate
the electronic transitions involved. Since then, pressure has been an essential tool
for understanding loss mechanisms in lasers so that designs can be optimized to
achieve their lowest threshold currents. The incorporation of strain into lasers to
enhance their performance was first suggested by Adams [87] and Yablonovitch
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Fig. 6.9 Light-current
characteristic for a
semiconductor laser showing
how the threshold current is
determined

and Kane [88] and is now the basis of most modern semiconductor lasers. From
our knowledge of band structure under pressure, the most obvious effect to be seen
when squeezing a III–V-based laser is a reduction in the operating wavelength as
the direct band gap increases, but other important results are now discussed.

The threshold current of a semiconductor laser can be expressed approximately
in terms of carrier density (n) dependent terms:

Ithr D eV.AnC Bn2 C Cn3/C Ileak; (6.3)

where e is the electronic charge; V is the volume of active region; and A, B ,
and C are monomolecular (defect-related), radiative (spontaneous), and Auger
recombination coefficients, respectively; while Ileak accounts for leakage from the
active region into the barrier or cladding layers. In good material, An is negligible
and in ideal QW lasers the threshold current would be expected to increase with
pressure at a rate approximately equal to E2

g (the direct band gap squared) [89], and
this is indeed the case for GaAs/AlGaAs lasers which are dominated by spontaneous
emission. The third term in this equation corresponds to Auger recombination,
a nonradiative process whereby the energy and momentum of the recombining
electron-hole pair are given to a third carrier, either an electron or hole, lifting it
to a higher energy state. This energy is subsequently dissipated by phonon emission
and so it is lost from the lasing process and results in lattice heating.

The threshold current of lasers typically increases with temperature; in Fig. 6.10a,
b a visible AlGaInP laser (672 nm) and an InGaAs IR laser (1:5 �m) are shown for
comparison. The threshold current of these devices increases much more rapidly
with temperature than those based on GaAs. Their temperature dependence looks
fairly similar and it is only when compared using pressure (Fig. 6.10c, d) that we
see that very different loss mechanisms are at work. In visible lasers, especially
as they approach shorter wavelengths, leakage current is the dominant mechanism
which limits performance [34]; this can be seen in Fig. 6.10c where theoretical
fitting based on the � and X minima states approaching is shown as a solid line
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Fig. 6.10 Comparison of the effects of temperature and pressure on threshold current for visible
and long wavelength lasers

Fig. 6.11 Schematic of a
type-I QW where injected
carriers can leak out of the
well and into the barrier X
level without recombining in
the well

[90], Fig. 6.11 illustrates this leakage process into the X minima in the barrier. The
long wavelength laser, however, behaves very differently; instead of the threshold
current increasing, as with radiative recombination or leakage, there is a decrease
that slows with pressure (Fig. 6.10d). The pressure dependence therefore shows that
these lasers are dominated by Auger recombination. Increasing pressure gives rise
to an increase in band gap meaning that the Auger transitions move further out
in k-space where the probability of finding a state decreases, hence resulting in a
decrease in the Auger recombination rate, see Fig. 6.12 for illustrations of two types
of Auger: production of a hot conduction electron high into the conduction band
(CHCC) and a hole deep into the spin–orbit valence band (CHSH). Measuring the
pressure dependence of the Auger process can show clearly whether the particle
absorbing the energy is an electron or a hole which allows the device to be designed
to minimize the effect [91]. Figure 6.13 shows the normalized threshold current
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Fig. 6.12 The main Auger
processes in long wavelength
material and the effect on
these of applied pressure

Fig. 6.13 Variation of the normalized threshold current with lasing energy for a range of lasers,
along with theoretical curves. Normalization is against a 1:5�m laser. The theoretical radiative
current is shown as a dashed line and the CHSH and CHCC Auger curves with solid and dotted
lines, respectively

results, from high pressure experiments, for a range of lasers plotted against lasing
energy as well as theoretical fits based on the two Auger processes discussed. High
pressure clearly identifies CHSH as the dominant loss mechanism.

6.4.2 Quantum Cascade Lasers

We have seen that as we move toward the mid-infrared, there is an increase
in the effect of Auger recombination which limits laser performance. Quantum
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cascade lasers (QCLs) are very different in their operation from conventional QW
lasers. Instead of the optical emissions being the result of interband transitions
(recombination of electrons in the conduction band with holes in the valence band),
they are the result of intersubband transitions, i.e., transitions between the electron
states in the conduction band QW only. As a result, they are termed a “unipolar”
device (usually electrons) rather than a “bipolar” device (electrons and holes). These
extremely complex devices typically contain�25–75QWs and over 1,000 layers in
total and operate at high electric fields. The field tilts the energy band diagram and
after the electrons emit a photon, they tunnel through the barrier to be captured in
the next QW (which is at a lower energy due to the field) and once there emit another
photon; a cascade effect results, see Fig. 6.14 inset. Clearly the emission wavelength
of these devices does not depend on the band gap of the heterostructure materials and
the shortest wavelengths are in theory limited only by the conduction band offset.
This type of laser was first demonstrated in 1994 by Faist et al. [92] operating at
4:2 �m. High power and temperature stable operation have been achieved over a
wide range of wavelengths and provide a route to making THz sources. There is
also considerable effort to produce QCL devices operating in the 2–4�m region,
where interband lasers are Auger-limited. Modeling has shown that leakage into the
indirect minima may effect their operation. Again pressure can be used to tune the
positions of these minima and identify limiting loss mechanisms. Figure 6.14 shows
the normalized threshold current as a function of pressure for two InAs/AlSb QCLs
operating at 3.3 and 2:9 �m, respectively [93]. It can be seen that the threshold
current of the 3:3 �m laser is almost pressure independent, while that of the 2:9 �m
shows a considerable increase with pressure and temperature. These results can be
fitted theoretically [93] and show that at 2:9 �m, the principle loss mechanism in

Fig. 6.14 Effect of pressure and temperature on the threshold current of two QCLs showing the
effect of carrier leakage into the L minima for the shorter wavelength laser [93]. Inset shows a
schematic of the QCL process
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these lasers is leakage from the upper electron level into the L minima. Using this
experimental data, Cathabard et al. [94] were able to optimize the design of lasers
operating at 2:6 �m by weakening losses to the L minima and were able to operate
them up to 175 K.

6.4.3 Avalanche Photodiodes

Avalanche photodiodes (APDs) are the highly sensitive low-noise solid-state optical
detector equivalent of photo-multiplier tubes. Under high electric fields, photogen-
erated carriers gain energy and impact ionize (the reverse of Auger recombination)
leading to a multiplication of photocurrent. This is an important process in semi-
conductors and pressure measurements have yielded its fundamental dependence on
band structure. For good APDs, a material is required with a ratio of electron to hole
ionization coefficients far from unity (either much smaller or much higher than unity
is ideal). Sze and Gibbons [95] attempted to relate the band structure of experimen-
tally measured ionization coefficients in terms of band gap, however their formulae
failed in some important cases such as InP. From the pressure measurements of
avalanche breakdown voltage Vb of p–n junction photodiodes in a range of materials,
Allam [96] proposed a universal dependence. Figure 6.15 shows the experimental
results for GaAs under pressure with calculated pressure coefficients equal to those
of � (107 meV/GPa), L (38 meV/GPa) and X (�13meV=GPa) conduction band
minima [97]. The best fit to the experimental data is obtained using a threshold
value of 27 meV/GPa and this is close to that of a Brillouin-zone averaged energy

Fig. 6.15 Experimental pressure dependence of the breakdown voltage for GaAs compared to the
calculated dependence for threshold energy independent of pressure (solid line) or scaling with
E� , EX , EL, or “Universal” scaling .hEi/ [97]
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Fig. 6.16 Tuning a 1:55�m laser over 300 nm using pressure. Pressure values are marked in
alternating black and gray text for clarity

gap hEi approximated as:

hEi D 1
8
.E� C 4EL C 3EX/: (6.4)

This scaling effect with hEi implies that final electron states of the process are
distributed between conduction band valleys according to their prevalence. This
extended to show clear trends; for wide band gap materials the weighted average
band gap of the � , X , and L points dominates while the value of the direct gap is
the controlling parameter if it is less than about half of the lowest indirect band gap.
This “universal model” gives an accurate prediction of the onset of impact ionization
in all semiconductor devices where large electric fields are employed.

6.5 Commercial Equipment and Applications

With access to a good machine shop the production of high pressure anvil cells
is well within the scope of most research facilities [98]. Easylab (http://www.
easylab.co.uk) supply a range of DAC products for optical, X-ray magnetic, and
electrical investigations. While Unipress, the high pressure equipment laboratory in
Poland (http://www.unipress.waw.pl) provides a range of equipment for “the high
pressure advancement of multidisciplinary research and practical applications”.
A spin out from this is their “Widely tunable laser diodes group” (WTLAB)
(http://w3.unipress.waw.pl/wtlab) who aims to produce compact pressure systems
working up to 2 GPa and low temperatures [99]. Such tunable lasers are needed in
spectroscopy, telecommunications, gas detection, and medicine. At the Advanced

http://www.easylab.co.uk
http://www.easylab.co.uk
http://www.unipress.waw.pl
http://w3.unipress.waw.pl/wtlab
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Fig. 6.17 Close up photographs of a commercial AlGaInP red LED device chip operating at 0, 1,
1.3, 2.1, and 2.6 GPa

Technology Institute, University of Surrey (http://www.ati.surrey.ac.uk), work is
also being carried out on a microtunable laser system using pressure. Figure 6.16
shows a telecoms 1:55 �m laser reversibly tuned by over 300 nm using 2.3 GPa of
pressure, while in Fig. 6.17 an AlGaInP red LED is tuned into the green by around
2.6 GPa of pressure. Both results are from a new design of an optical anvil based
system with electrical feedthroughs [100].
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Chapter 7
Spatially Resolved Luminescence Spectroscopy

Gintautas Tamulaitis

Abstract Spatially resolved luminescence spectroscopy is a useful tool for the
study of semiconductors with inhomogeneities of their properties on submicrometer
scale and semiconductor nanostructures. In this chapter, basic operation principles,
instrumentation, and advantages and disadvantages of micro-photoluminescence
(�-PL), confocal microscopy, scanning near-field optical microscopy (SNOM), and
cathodoluminescence (CL) are discussed.

7.1 Introduction

Luminescence spectroscopy with spatial resolution provides an informative tool for
the study of semiconductors and their nanostructures. Two principal approaches can
be followed in the study of the spatial distribution of the photoluminescence inten-
sity on the sample surface: direct imaging of the sample area under investigation
and point-by-point scanning of the area.

According to the first approach, the spatially resolved information can be
obtained by homogeneous illumination of the area, optical formation of the image of
the light emitted by the sample, and recording the image for storing and inspection
(e.g., by using photographic film, two-dimensional CCD or CMOS matrix, etc.).
The technical capabilities of optical image magnification boosted and saturated
encountering technological and physical challenges at the end of the nineteenth
century.

First of all, the focusing ability of a lens is limited by its aberrations. There are
two types of on-axis aberrations (chromatic and spherical) and four types of off-axis
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aberrations (coma, astigmatism, curvature of field, and distortion). The aberration-
induced deformation of the image in optical instruments can be compensated to a
rather high degree by designing sophisticated optical systems consisting of many
different lenses made of appropriate optical materials.

However, even in optical systems with negligible aberrations, the spatial resolu-
tion of the image formation is limited by light diffraction. Due to diffraction, the
light hitting the edge of an object bends around the edge into the geometric shadow
of the object. In particular, propagation of the light through a round aperture results
in the formation of a central spot called Airy disc (after Sir George Airy, 1801–1892)
and concentric bright and dark rings around the spot. The Airy pattern remains also
intact when a light beam is focused by a lens into its focal plane, which acts as
an aperture and limits the smallest resolvable spot size on the image. According
to geometric optics, the light with a planar wave front should be focused by an
aberration-free lens into a point. Diffraction, however, transforms the point into
the Airy disc. The diameter of the Airy disc d depends on the light wavelength
� and the aperture angle of the lens. For a planar wave front, the aperture angle can
be described by the focal ratio, i.e., the ratio between the focal length f and the
diameterD of the lens. Thus, d can be expressed as

d D 1:22�.f=D/: (7.1)

The expression demonstrates that the spot size d can be diminished by increasing
the lens diameter D or using a lens with a shorter focus length f . For f=D < 1,
(7.1) has to be replaced by a more accurate expression:

dR D 0:61�=NA: (7.2)

Here, NA D n sin � is the numerical aperture, and � is the half angle between the
marginal converging rays of the light cone. The numerical aperture also takes into
account the refraction index n of the medium between the lens and the focal plane.

Expression (7.2) defines also the spatial resolution when the lens is used to collect
light from the surface under study. The light passing through the lens interferes with
itself creating a ring-shaped Airy pattern. Expression (7.2) reflects the Rayleigh
criterion, stating that two closely located equally bright points are distinguishable
from each other if the center of the Airy disc of the first point coincides with the
first zero response ring of the second point. According to the alternative Sparrow
criterion, two points of equal brightness can be distinguished if the intensity at the
midway point is lower or equal to the intensity at the points. The corresponding
spatial resolution

dS D 0:51�=NA (7.3)

is similar to that according to the Rayleigh criterion (7.2).
The lenses can be replaced by optical systems (objectives), but none of them can

overcome the diffraction limit, unless nonlinear phenomena (e.g., saturation effects,
multiphoton absorption, and stimulated depletion) are utilized. The optical systems
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for linear microscopy are designed to increase the angle � , while immersion liquids
help in increasing the refraction index n. For modern microscope objectives working
in high-index media such as water (nD 1:33) or oil (nD 1:56), the numerical
aperture can be as high as 1.3–1.4. Thus, the limit of the spatial resolution obtainable
with high-quality objectives is equal to approximately half the wavelength of the
light analyzed.

According to the second, currently more common approach, the spatial dis-
tribution of the photoluminescence (PL) intensity on the sample surface can be
accomplished by scanning the sample surface point by point. To obtain the PL
spatial distribution with high resolution, either the excitation light has to be focused
into a sufficiently small spot or the luminescence light has to be selectively collected
from a small spot.

In this chapter, the basic operation principles of micro-photoluminescence (�-PL)
and other spectroscopic techniques using confocal microscopy, scanning near-field
optical microscopy (SNOM), and cathodoluminescence (CL) are discussed.

Note that the volume occupied by nonequilibrium carriers in semiconductors
can be considerably larger than the volume of primary excitation. Excitation
peculiarities and spreading of the nonequilibrium carriers outside the volume, which
is initially excited by absorbed light or electron beam, are discussed in Sect. 7.6.
The chapter ends with a short list of advantages and disadvantages of the main
techniques for spatially resolved luminescence spectroscopy of semiconductors and
semiconductor nanostructures.

7.2 Micro-photoluminescence (�-PL)

The term �-PL is slightly ambiguous. Sometimes the term is used to describe any
type of PL measurement system with the spatial resolution of approximately 1�m.
The traditional and still more common use of the term �-PL implies a technique
to measure PL by using a setup where the luminescence is excited with a tightly
focused light beam employing an optical microscope or a similar optical system.
We follow the latter option thereafter.

Instrumentally, the spatial resolution in �-PL is usually limited to 1–2�m but
might be lower due to properties of the object under study (see Sect. 7.6). Two
approaches allow mapping the sample surface: scanning the surface by moving the
excitation laser beam or moving the sample on the beam focus plane at a fixed beam
position. The second approach is more prevalent, but the first one is advantageous
for experiments performed at low temperatures when the sample has to be placed
inside a cryostat. In any case, the cryostat windows inflict optical distortions. Since
the excitation light in the �-PL experiments is focused on the sample surface with
short-focus objectives, the distortions are important and special measures have to be
taken to compensate them.

Monochromatic PL intensity mapping, i.e., the PL intensity mapping performed
at a fixed wavelength, can be obtained using band-pass filters, while spectrometers
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are used to obtain the luminescence spectra of the light collected from the single
spots of the surface scan. Using this experimental information, mappings of PL
intensity, PL band peak position, or bandwidth can easily be generated using the
appropriate software. To add the time resolution, picosecond or femtosecond lasers
are used for pulsed excitation, and the PL response is analyzed by exploiting
streak cameras, up-conversion systems, or optical Kerr shutters, as in any other
time-resolved photoluminescence experiments (see review of time-resolved PL
techniques in Chap. 8).

Being comparatively simple, the �-PL systems are commonly used in semi-
conductor industry for a fast automated inspection of wafers to evaluate quality,
get information for the optimization of fabrication or processing, etc. The �-PL
systems are also used for a deeper study of the properties of semiconductors and
their heterostructures. The comparatively low spatial resolution sometimes limits the
applicability of the �-PL systems for the study of the semiconductor nanostructures
where the distance between the neighboring nano-objects is so small that the
� 1-�m spot used in �-PL covers several nano-objects. Sometimes mesa structures
are etched with a single nano-object on top of it. However, preparation of such a
sample is quite difficult and destructive.

7.3 Scanning Confocal Microscopy (SCM)

The principle of confocal microscope was suggested and patented in 1957 by
Minsky. The commercial instruments appeared in 1987 and gradually became
a quite conventional tool in the study of biological objects and semiconductor
structures. Capability of scanning the object luminescence in three dimensions
at comparatively good spatial resolution and user-friendly operation are the most
attractive features of this device.

The typical configuration of a confocal microscope is schematically depicted in
Fig. 7.1. Excitation light is focused by an objective to a small, nearly diffraction-
limited spot on the sample surface. The same objective is also used to collect
the light emitted by the photoexcited sample. The plane of the image obtained by the
objective coincides with a screen containing a pinhole confocally aligned with the
excited spot under study. Thus, the light coming out of the spot passes the pinhole,
while the light from outside the spot is focused off the pinhole and is blocked by
the screen from entering the detection system. Moreover, the light emitted off the
focal plane along the optical axis is focused in front of the pinhole or behind it. This
emission is defocused on a large area of the screen with the pinhole. Thus, only a
small fraction of this emission passes the pinhole. This on-axis spatial selectivity
enables scanning the sample in direction z perpendicular to the sample surface by
shifting the focal plane of the objective.

Various lasers are used as excitation sources and their radiation is usually
delivered to the confocal microscope by optical fibers. Selection of the laser is
primarily based on the wavelength required for excitation.
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Fig. 7.1 Schematic configuration of a confocal microscope with spectrometer. Paths of the
luminescence emitted from the focus plane and off the focus plane are depicted by shaded area
and solid lines, respectively

A spectrally integrated spatial PL distribution can be obtained by delivering
the luminescence, which passed though the pinhole, directly to a photodetector
(photodiode, photomultiplier tube). To get a monochromatic spatial PL distribu-
tion, band-pass filters are used. The most informative analysis of the lumines-
cence is accomplished by delivering the selectively collected luminescence into
a spectrometer.

Two methods are used to accomplish the in-plane (xy) scanning of the sample
surface (1) moving the excitation beam and (2) shifting the stage with the sample on
top of it. The position of the excitation spot is changed using two mirrors deflecting
the focused light beam in two perpendicular directions. However, piezoelectric
sample stage for accurate shifting of the sample in the xy plane is currently more
convenient. Tilting of the sample surface with respect to the xy plane of the stage
might sometimes be an issue but can be, at least partially, compensated using
corresponding software.

The spatial resolution of a confocal microscope depends on the excitation and
luminescence wavelengths, which are inherent to the sample under study and the
desirable conditions of its excitation. Instrumentally, the resolution mainly depends
on the numerical aperture of the objective. The numerical aperture determines the
excitation spot size and the size of the spot image at the pinhole plane. The pinhole
diameter is a subject of an unavoidable trade-off: the aperture should be small
enough to ensure high spatial resolution and possibly large to let more light into
the detection system. The aperture of a multimode optical fiber (typically 25�m
in diameter) delivering the luminescence light to detection system is often used
as a pinhole. At the objective magnification of � 100�, the aperture picks up the
central spot of the Airy disc for a single diffraction-limited point source on the
sample surface and ensures the spatial resolution of � 200 nm, which is typical for
conventional confocal microscopes.
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The spatial resolution of a confocal microscope has certain peculiarities in
respect to that of a standard optical microscope [1]. In standard microscopes, a
large sample is uniformly illuminated using an incoherent light source. Thus, the
illumination is spatially incoherent. An ideal aberration-free objective images every
single point on the sample surface as a diffraction-limited spot on the observation
plane. Since the light source is spatially incoherent, the spatial resolution of the
system is limited by the spatial distribution of the square of the amplitude response
of the objective. Meanwhile in confocal microscope, only one point on the sample
surface is illuminated and serves as a spatially coherent light source. As a result,
the resolution is limited by the spatial distribution of the amplitude response of the
objective. The smallest resolvable distance between two points in the xy plane can
be approximated as [2]

dxy � 0:4�=NA: (7.4)

Thus, under appropriate conditions, the xy spatial resolution of a confocal micro-
scope can exceed that obtainable with wide-field optics by a factor of � 1:4 [3].
This improvement is sometimes called superresolution. The term also covers other
techniques for increasing the resolution of optical imaging systems: Pendry lens,
Kino’s solid immersion lens, and Toraldo di Francia’s apodizing masks [4].

The spatial resolution along the z-axis can be expressed as [2]

dz � 1:4�n=NA2: (7.5)

Here, n is the refraction index of the medium between the sample and the
objective (air or immersion fluid). Note that n is also encompassed in the numerical
aperture NA D n sin � . The effective wavelength � has to be calculated using the
wavelengths of excitation .�exc/ and luminescence (�lum) as 1=� D 1=�excC1=�lum.
For typical values � D 0:5 �m, n D 1, and NA D 0:9, the resolution of 0:86 �m can
be expected. Thus, the spatial resolution in z direction is lower and has a stronger
dependence on the numerical aperture than that in xy plane.

The axial spatial resolution (in z direction) can be increased by up to the factor
of five by using a technique called 4� � confocal. The name implies 4� steradians
of a complete sphere to indicate a large solid angle employed for excitation and
detection in 4 � � confocal microscope. The microscope contains two objectives.
There are three types of 4 � � confocal microscopes. Configuration of the simplest
and the most widely used type-A device is presented in Fig. 7.2. In this device, a
two-side excitation and a one-side detection configuration are used. Laser excitation
beam is split into two equal parts by a beam splitter BS, and the two beams are
focused into the same point in the sample after being reflected by mirrors M1–M2–
M3 and M4–M5, respectively. The luminescence is collected through lens L2 and
directed to the pinhole via dichroic mirrors DM2 and DM1. In type-B device, a
one-side excitation and a two-side detection configuration is used, while a two-side
excitation and a two-side detection configuration is employed in type-C device. The
principle of resolution improvement is illustrated in Fig. 7.3. Here, the z response
of an infinitely thin fluorescent layer, which reflects the spatial distribution of the
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Fig. 7.2 The simplest configuration of a 4 � � confocal microscope (type-A) containing two
objective lenses (L), mirrors (M), and dichroic mirrors (DM) to ensure two excitation paths (M1–
M2–M3–L2 and M1–M4–M5–L1) and one detection path (L2–DM2–DM1–M1). After [5]

Fig. 7.3 Z-response of an
infinitely thin fluorescent
layer for (a) a conventional
confocal microscope and (b)
a type-A 4� � confocal
microscope, calculated for
objective lenses with
NA D 1:4, and excitation and
emission wavelengths of 633
and 725 nm, respectively.
After [6]

detected signal intensity along the z axis, is presented for a conventional confocal
microscope (Fig. 7.3a) and a type-A 4 � � confocal microscope (Fig. 7.3b) [6]. In
conventional confocal microscope, the finite-sized excitation volume and imperfect
pinhole discrimination result in nearly Gaussian-shaped z response. The width of
this response function determines the axial spatial resolution. In 4 � � confocal
microscope, the counter-propagating excitation light beams create an interference
pattern. As a result, the z response consists of a central peak, which is considerably
narrower than the nearly Gaussian band in conventional confocal microscope, and
side lobes (see Fig. 7.3b). Several techniques using hardware and software are being
applied to filter out these side lobes (see, e.g., [5] and references therein). The most
effective gain in spatial resolution is obtained in type-C 4�� confocal microscope,
which is also the most complicated when compared with type-A and -B devices.
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a b

Fig. 7.4 Typical confocal images of PL intensity and PL band peak wavelength mappings of an
InGaN epilayer

Four-� confocal microscopy requires samples that are transparent to the exci-
tation light. This is often the case in study of biological objects. Four-� confocal
technique is usually not suitable for investigation of bulk semiconductors; however,
it might turn out to be a very convenient tool to study semiconductor quantum
wells and nanostructures, provided that the substrates and all layers embedding the
structures under study have a wider band gap.

Typical mapping images of PL intensity and band peak wavelength are presented
in Fig. 7.4 for InGaN. Island-like bright areas of 0:1–1�m in size are observed.
Usually, PL bands in these bright areas are red-shifted in respect of those in the
dark background. This is an indication that the effective band gap in the bright areas
is smaller than that in the background, and the nonequilibrium carriers accumulate
there. Bright islands with blue-shifted PL bands have also been observed in certain
InGaN-based structures and interpreted by assuming the existence of regions, where
the nonequilibrium carriers accumulate and screen the built-in field [7], or by
inhomogeneous distribution of non-radiative recombination centers [8].

7.4 Scanning Near-Field Optical Microscopy

The limit of the spatial resolution due to self-diffraction is an inherent property of
the light in the far field, i.e., at a distance from the light source, which is considerably
longer than the wavelength. However, the limit can be substantially decreased in
the near field. Historically, two names are used for the same microscopy technique
(actually, the same group of related techniques) exploiting the near field: scanning
near-field optical microscopy (SNOM) and near-field scanning optical microscopy
(NSOM).

The idea of the technique has been first suggested by Synge [9, 10] in the third
decade of the twentieth century. The idea is based on light propagation through an
aperture with a diameter considerably smaller than the wavelength � (see Fig. 7.5).
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Fig. 7.5 Illustration of a
plane light wave transforming
into an evanescent
wave by passing
a sub-wavelength-size
aperture in infinitesimally
thin metal screen

The light wave vector k � 2�=� might be expressed as

k2 D k2t C k2l ; (7.6)

where kt and k1 are transverse and longitudinal components of k, respectively.
Under the simple assumption that the field is strictly confined within the dimensions
of the aperture, the transverse component kt is defined by the aperture diameter d
as kt D j.�=d/; with j D 1, 2, . . . Thus, for d smaller than a certain value, the
following inequality holds:

kt D �

d
>
2�

�
� k: (7.7)

According to this inequality and (7.6), the longitudinal component of the wave
vector in these conditions has to be imaginary, which corresponds to an evanescent
wave. Thus, the light propagates through the aperture with d�� only in the near
field (distance of the order of d ). Consequently, placing a sample under study in
close proximity of such an aperture would result in excitation of a spot with a
diameter considerably smaller than the light wavelength. Moreover, moving the
aperture and sample parallel to each other enables scanning the sample surface with
a very high spatial resolution.

Realization of this idea had to wait for decades due to technical problems.
In 1972, the idea was implemented in practical sub-wavelength microscopy in the
microwave region (� D 3 cm) [11]. The breakthrough in application of the SNOM
technique in the optical region, which requires the aperture diameter and probe–
sample distance in the sub-micrometer range, occurred in the mid-1980s and has
been led by two research groups at Cornel University, USA, and IBM Zurich,
Switzerland.

In parallel with the development of experimental capabilities, the theory of the
field distribution in the near field of the aperture has been developed. The distribu-
tion of electromagnetic field on the opposite side of a circular sub-wavelength-size
aperture in a perfectly conducting screen of infinitesimally small thickness and
infinite lateral extend, which is illuminated by a plane wave, was calculated
by solving Maxwell’s equations by Bethe [12] and Bouwkamp [13, 14]. These
calculations revealed that the light throughput through the aperture scales down
as the sixth power of the aperture diameter, and the light polarization is strongly
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affected by the aperture. Calculations according to the aperture models, which
take into account the real geometry of the SNOM probes, become quite difficult
(see, e.g., [15] for review). Moreover, real metals have a finite skin depth (e.g.,
� 13 nm at 500-nm wavelength for aluminum), so the field strength decays within
this distance into the metal. It has been claimed that the penetration of the field
into the metal limits the SNOM resolution to � 12 nm (i.e., to��=43) [16], though
further experiments in microwave range showed that the SNOM resolution can be
improved down to the aperture diameter in spite of the skin depth being larger than
the diameter [17].

In addition, the sample may significantly influence the field near the probe.
Thus, the properties of the samples, especially of those containing areas with strong
contrast in conductivity, change excitation conditions and might significantly distort
the SNOM image, as calculated, e.g., in [18].

The sub-wavelength-size aperture in a conducting screen can serve well as a
simplistic model for the SNOM probe; however, it is inconvenient for both scanning
and collecting the luminescence light. Thus, tapered tips with an aperture on its apex
are practically used instead. In early SNOM experiments, glass pipettes and etched
quartz crystals have been used as probes (see, e.g., [19] for review). Nowadays,
majority of SNOM systems use tapered single-mode optical fibers. The tips of the
tapered fibers are coated with metal (usually with aluminum) to prevent escaping
of light when the fiber diameter approaches the waveguide mode cutoff (at� 0:4�).
These probes gained popularity for comparatively high efficiency in delivering light
to the aperture and for the relative simplicity of their production. Currently, most
probes for SNOM in visible are produced from fused-silica single-mode optical
fibers. Tapering the fiber is usually performed by heating it above the melting
temperature under CO2 laser irradiation in commercially available pipette pullers.
Microprocessor-controlled technological parameters during this process enable one
to obtain a rather high reproducibility of geometry and optical and mechanical
properties of the tip. As mentioned above, the throughput of the probe decreases
as the sixth power of the aperture diameter. At fixed aperture size, the throughput
can be enhanced by increasing steepness of the final taper (converging angles
between 30ı and 70ı are used) as well as by optimizing the shape of the taper
[20]. The tapered fiber probes can also be produced using chemical etching (see,
e.g., [21]) and nanophotolithography [22]. Hollow pyramid-shaped silicon probes
and transparent silicon carbide probes [23] can also be used in SNOM.

Another approach to use the near field in spatially resolved spectroscopy of
semiconductors is aperture-less SNOM. In this case, a metal probe in close
proximity of the sample surface is used. The tip and the sample area under the
tip are illuminated by a light source in the far field. The light induces electron
oscillations in the probe tip, and the light field directly below the tip is enhanced
by many orders of magnitude in respect to the field outside the tip area. Thus, the
sample is effectively excited only directly below the metal tip. Consequently, the
excitation spot size depends mainly on the tip diameter. As a result, aperture-less
probes enable smaller excitation spots and ensure a higher spatial resolution than
that in the SNOM systems with probes containing apertures.
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Though being a simpler system, the aperture-less device has certain technical
and physical drawbacks. First of all, the signal in these devices is collected in the
far field. Thus, a large part of the luminescence from areas outside the spot directly
under the tip is also collected into the detector. Though excited at considerably
lower excitation power density, this luminescence has a significant contribution due
to the large sample surface area, which is illuminated in the far field. Thus, the
luminescence under study, which is emitted from the area directly below the tip, is
distorted by the luminescence collected from a broad area around the tip. This effect
is strongly reduced by using two-photon excitation, which enhances the excitation
intensity dependence of the density of photoexcited electron–hole pairs and,
consequently, diminishes the influence of the undesirable luminescence component.
Another important physical drawback of the aperture-less device is a danger that
the close proximity of the metal tip has a significant influence on properties of the
object under study. For example, the surface plasmons in the tip might enhance the
radiative recombination rate in the semiconductor under study. This effect is desir-
able in light-emitting devices and is exploited by introduction of metal nanoparticles
in the vicinity of InGaN quantum wells [24, 25]. However, the effect distorts the
measurement results in aperture-less SNOM devices. In general, the aperture-less
SNOM provides opportunities for reaching a higher spatial resolution, but a closer
study of the tip–sample system is often necessary to correctly exploit the system
and interpret the experimental results. This type of SNOM is currently under intense
study and development. Theoretical calculations of the field distribution under the
probe and implementation of differently shaped probes are being carried out.

The SNOM technique is suitable for the study of surface plasmon excitations
occurring in metallic nanoparticles [26] and might turn out to be an informative
tool in plasmonics – a field of studying localization and guiding of electromagnetic
energy at the interfaces between metals and dielectrics or semiconductors [27, 28].
The probe can be also exploited in a scattering mode when the signal from the area
under the tip is obtained at the wavelength of the incident light [29].

Spatial resolution in SNOM devices containing apertures is basically determined
by the aperture diameter. However, the probe transmission efficiency decreases
approximately as the fourth [30] or sixth [12–14] power of the aperture diameter.
Thus, a trade-off between the spatial resolution and the intensity of luminescence
available for detection is important. Though resolution of �=40 was demonstrated
two decades ago [31], majority of the SNOM systems currently in use exploit
apertures of � 100 nm (corresponding to resolution of ��=5).

Deviations in aperture diameters of different tips, roughness of the aperture edges
or metallic coating of the tip, and the slight damage gradually or abruptly occurring
to the tip during experiment deteriorate the reproducibility of the experimental
results and are considerable problems in SNOM applications. Thus, improvement
of the probe design and fabrication is still a serious challenge for producers of
SNOM equipment.

A SNOM device basically contains a probe, a feedback mechanism for probe
positioning, a piezoelectric sample stage, a light source, and a detector. A simplified
outline of the main SNOM device configuration modes is presented in Fig. 7.6.
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Fig. 7.6 Operation modes of a scanning near-field optical microscope: (a) illumination, (b) col-
lection, (c) illumination-collection, (d) aperture-less probe. White and narrow arrows depict
excitation and collected luminescence light, respectively

In illumination (I) mode, the sample is photoexcited through the probe in the near
field, and the luminescence is detected in the far field (Fig. 7.6a). In collection mode
(C), the sample surface is excited in the far field, while the luminescence light
is collected in the near field via the probe (Fig. 7.6b). In illumination–collection
(I–C) mode, the sample is excited and the luminescence is collected through the
probe (Fig. 7.6c). In SNOM devices with aperture-less probe (Fig. 7.6d), the sample
surface is illuminated and the luminescence signal is collected in the far field;
however, the excitation light field is strongly enhanced only directly under the
probe, thus enabling prevalence of the PL signal from the small spot under the
probe in the signal detected. Selection of the configuration depends, first of all, on
sample transparency.

Benefits of the SNOM images taken in I–C and I modes are illustrated in Fig. 7.7,
where the results of a study of an InGaN single quantum well (SQW) [32] are
presented. In the areas exhibiting longer diffusion lengths (encircled by solid white
lines), the PL intensity in I–C mode is weaker than that in I mode, since carriers
diffuse beyond the probe aperture into the areas with lower effective band gap,
where an intense emission is observed in I mode. Meanwhile in the areas where
the diffusion length is shorter (encircled by dashed white lines), a larger part of the
photoexcited carriers recombine non-radiatively before reaching the areas with the
lower band gap. The emission spectra in Fig. 7.7c support this conclusion.
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Fig. 7.7 SNOM images of an InGaN single quantum well in the I–C mode (a) and the I mode
(b), and PL spectra at spots labeled in the images (c). Reproduced from [32]

Fig. 7.8 Schematic image of the potential profile and carrier diffusion routes elucidated using
a dual-probe SNOM system with one probe fixed at point A and the second probe at different
positions. The shaded and white domains correspond to high and low potential energy regions,
respectively. Reproduced from [33]

The carrier diffusion in InGaN has been recently studied by a dual-probe SNOM
system independently controlling the distances between probe and sample and
between the probes in real time [33]. This technique enables reconstruction of the
potential profile as illustrated for an InGaN SQW in Fig. 7.8.

To keep the probe tip in close proximity of the sample surface, an accurate
position-sensitive feedback has to be established. Feedback methods and instru-
mentation employed in SNOM are similar to those used in other scanning probe
microscopes, including the currently common atomic force microscopes (AFM)
with the most mature feedback systems. Two methods for sensing the probe–sample
distance are basically used in SNOM: shear-force and tapping mode feedbacks.

In the shear-force feedback, the probe is dithered (vibrated) parallel to the sample
surface. Piezoelectric devices are used to provide the driving force to dither the
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Fig. 7.9 Types of topography feedback used in SNOM systems: (a) laser-bounce feedback with
position-sensitive photodiode (PSD), (b) tuning fork (TF) feedback with normal force, and
(c) tuning fork feedback with shear force

probe at one of its mechanical resonances. The dither amplitude is usually main-
tained below 10 nm to prevent deterioration of the spatial resolution. Lateral forces
of interaction between the probe and the sample change the amplitude and phase of
the probe vibrations. These changes serve as a measure of the probe–sample proxim-
ity and are employed for maintaining the constant distance of the probe to the sample
surface. Detection of the dither characteristics is usually accomplished by optical
means: a tiny laser beam is focused on the probe and the reflected light is employed
for the detection. The detection can be also accomplished piezoelectrically, by using
a tuning fork (see Fig. 7.9). The shift in tuning fork resonance frequency or quality
coefficient serves as an indication of the tip proximity to the sample surface.

In the tapping mode feedback, the probe position is modulated in direction
normal to the sample surface. Piezoelectrically activated bimorphs (cantilevers
consisting of two active layers) are usually employed for this purpose, and the
modulation amplitude is maintained to be small enough to avoid significant changes
in the near field on the sample surface. The probe makes weak, intermittent contact
with the sample surface. The vertical movement of the probe is driven at a mechan-
ical resonance and is monitored optoelectronically by using a laser beam, which
is reflected from the probe, or piezoelectrically by using a tuning fork. The forces
employed in the tapping mode (typically from nanonewtons down to piconewtons)
are smaller than those used in the shear-force feedback mode. Moreover, the tapping
can be used for additional measurements of mechanical properties of the sample or
for intentional mechanical modification of the sample surface.

Since transmittance of the tapered waveguide is usually as low as 10�8 to 10�6,
laser sources are usually employed for excitation. Though high excitation intensity
is favorable for better signal-to-noise ratio in SNOM experiments, the intensity
of the light delivered to the probe should be kept low enough to avoid significant
probe heating, which can cause reversible or even irreversible deterioration of the
device operation. The external lasers are usually coupled to the SNOM system via
optical fibers. Excitation wavelength is basically limited only by transparency of
the optics used.

Single photomultiplier tubes (PMT) or photodiodes (PD) can be used for detec-
tion of the spectrally integrated luminescence, while spectrometers equipped with
PMT, PD, or coupled charge device (CCD) cameras can be employed for measuring
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luminescence spectra. Small sample volume probed in SNOM experiments results in
weak optical signals to be detected and degrades the accuracy of the spectroscopic
results. Nevertheless, pulsed laser excitation and luminescence detection in time-
resolved mode by exploiting streak camera are also used in SNOM devices [34].
Transient lens technique [35] exploiting focusing and defocusing of a CW probe
beam by a lens created in the sample by changes in the refractive index due to
the spatially distributed nonequilibrium carrier density generated by a pulsed pump
beam has been also exploited for time-resolved PL measurement with a twin SNOM
system [36]. In this system, both beams were coupled into a metal-coated optical
fiber tip with the aperture size of 200 nm. The photoluminescence and the transient
lens signals were separated by a dichroic mirror and a colored glass filter. They
were detected with a PMT and a highly sensitive photodetector, respectively, using
a lock-in amplifier system.

Scanning of the sample surface is accomplished at a fixed probe position by
using a piezoelectric sample stage to shift the sample laterally. Commercial SNOM
devices are usually designed for use at room temperature. However, a higher
quantum yield, lower emission bandwidths, and the ability to influence the car-
rier dynamics by variable temperature encourage attempts to carry out SNOM
experiments at low temperatures. The most straightforward approach is to cool
down the entire microscope setup, including sample holder, near-field probe, piezo-
positioning stage, and positioning control system, by using gaseous or liquid helium
[37]. This approach has significant technical difficulties. Meanwhile, cooling the
sample by attaching it to the cold finger of a helium flow cryostat, while keeping
the rest of the system in the vacuum chamber [38], is another approach viable up to
the recent SNOM applications [39].

Capability of SNOM technique to map the PL spatial distribution with high
resolution is indispensable for study of materials with content fluctuations or/and
inhomogeneous defect and strain distribution. Figure 7.10 illustrates that application
of SNOM with a 30-nm aperture probe enables observation of PL bands in InGaN
single quantum well structures, which are narrower than the spatially integrated

Fig. 7.10 PL spectra
obtained using SNOM with
30-nm aperture probe at
different positions of an
InGaN single quantum well
structure at 18 K. Reproduced
from [34]



212 G. Tamulaitis

Fig. 7.11 Low-temperature
PL spectra obtained using
SNOM from nanometer-size
areas at different locations
close to a threading
dislocation. Reproduced
from [40]

band by a factor of five [34]. SNOM studies of high-efficiency GaInN/GaN quantum
wells revealed an additional high-energy PL band caused by emission from the
narrow band-gap sidewall regions of a V-shaped pit formed by a dislocation crossing
the quantum well (see Fig. 7.11). This observation provided a sound evidence
supporting the assumption that such V-shaped pits prevent non-equilibrium carriers
from non-radiative recombination at the dislocations [40].

7.5 Cathodoluminescence

Cathodoluminescence is the process of light emission caused by the interaction of
an electron beam with a material. Scattering of the high-energy primary electrons
having energies of 0.1–30 keV creates backscattered electrons, secondary electrons,
Auger electrons (when an electron in the excited atom relaxes from an outer shell
to the inner shell by transferring its energy to another electron), X-rays (due to
transition of an electron from the higher state down to the vacancy in the lower
electron shell), and visible, UV, or IR light. In semiconductors, the high-energy
electrons excite electrons from the valence band to the conduction band. The
effective ionization energy Ei, i.e., the average energy required to generate one
electron–hole pair, depends on the band gap Eg as Ei D 2:8EgCM , whereM is a
material-dependent constant ranging from 0 to 1 eV [41]. The number of electron–
hole pairs generated per one primary electron G depends on Ei and acceleration
energyEacc:G D .1��/.Eacc=Ei/. Here, � is the fraction of energy scattered back
or transmitted through the sample under excitation.

After relaxing to the bottom of the conduction band by a cascade emission of
electron and phonon excitations, the excited electrons can radiatively recombine
with holes left in the valence band and emit a photon with energy, which is close to
that of the band gap. The mechanisms of radiative recombination (band-to-band,
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excitonic, and defect-related) and non-radiative recombination are the same for
excitation by light or by electron beam. Just the excess energy, i.e., the initial energy
of the excited electron (hole) with respect to the bottom of the conduction (valence)
band, is considerably larger under the electron beam excitation. Consequently,
heating of the lattice or the electron–hole system at the same density of the excited
nonequilibrium electron–hole pairs is more probable in CL than in PL experiments.

CL spectroscopy is usually performed using an electron beam produced by a
scanning electron microscope (SEM) or a scanning transmission electron micro-
scope (STEM). The electron beam of adjustable current and energy is provided
by the electron gun. In the gun, electrons are emitted by an electron source and
accelerated toward the anode (accelerating voltage of � 5 kV and beam current
of � 200 pA are typical values for CL experiments). The majority of the classic
electron guns consist of a tungsten filament bent in the shape of a V-shaped hairpin
and heated to � 2; 700K. Other types of electron guns are also used and exhibit
longer lifetimes. The emission area of the V-shaped hairpin tip is typically of
� 100�m. The converging beam is focused and the first crossover in the electron
gun is demagnified on the sample surface using apertures and electron lenses.
A rotationally symmetric electromagnetic lens consists of a coil of wire inside an
iron pole piece. The magnetic field is weaker in the center of the gap and forms a
bell-shaped field distribution focusing the electron beam via Lorentz force, changing
its magnitude and direction along the bore radius. The diameter of the focused
electron beam is limited not by physical constraints, but rather by aberrations of
electron lenses. The real volume excited in semiconductor usually exceeds the size
of the focus spot on the semiconductor sample due to elastic and inelastic scattering
and spreading of primary and secondary electrons (see Sect. 7.6).

Since the scanning is performed by manipulating the electron beam while the
sample is maintained at a fixed position, it is comparatively easy to equip the CL
systems with a cold stage to perform measurements at variable temperatures down
to the liquid helium temperature (4.2 K) when using a flow cryosystem, or 8 K when
a closed-cycle helium cryosystem is used.

The luminescence of the sample under electron beam excitation is collected and
analyzed using the same equipment as in PL.

CL images of InGaN epilayers and QWs (see Fig. 7.12) served as the first direct
evidence of exciton localization in this material [42].

In CL experiments performed using SEM or STEM equipment, there is a possi-
bility to complement the results obtained by CL spectroscopy with the information
provided by SEM or STEM techniques. SEM can provide the topographical infor-
mation by detection of secondary electrons, the atomic number contrast revealed
by detection of backscattered electrons, or the elemental analysis obtained using
energy-dispersive X-ray spectroscopy (denoted by three synonymous acronyms
EDS, EDX, or EDXS). An example of matching information obtained using CL
and SEM techniques is presented in Fig. 7.13, where CL mapping images of a
single InGaN pyramid are displayed. STEM facilitates visualization of dislocations;
determination of Burger’s vector; direct lattice imaging; getting information on
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Fig. 7.12 Monochromated
scanning CL images of an
In0:2Ga0:8N SQW at
wavelengths of 400 nm (a)
and 420 nm (b). Reproduced
from [42]

Fig. 7.13 CL intensity
mapping of a single InGaN
pyramid for two different
wavelength ranges.
Reproduced from [43]

atomic composition, chemical bonding, valence and conduction band electronic
properties, surface properties and enables determination of element-specific pair
distance distribution functions by using electron energy loss spectroscopy (EELS).

High spatial resolution in CL spectroscopy can be combined with time resolution.
The first attempts were based on the fast deflection of the electron beam away
from the spot under study using deflection plates [44]. This technique suffered
undesirable sweeping of the sample by the electron beam and low time resolution
limited by a few hundred picoseconds. Currently, beam blankers are successfully
used in experiments where no high time resolution is necessary. The study of donor–
acceptor pair recombination in Mg-doped GaN by using 100-ns pulses produced by
a beam blanker operating at a frequency of 100 kHz can serve as an example [45].

A high time resolution of 10 ps at 50-nm spatial resolution was achieved using a
different approach: an optically driven electron gun [46]. The picosecond CL setup
is depicted in Fig. 7.14. The usual hairpin tungsten electron gun is replaced by a 20-
nm-thick gold photocathode deposited on a quartz plate. The pulsed electron beam
is generated by illuminating the photocathode with 200-fs pulses of a UV (266-nm)
mode-locked laser. The pulsed electron beam is bright enough to record the surface
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Fig. 7.14 Picosecond cathodoluminescence setup with examples of secondary electron and CL
images. Reproduced from [47]

morphology by detection of secondary emission and to use a streak camera for time-
resolved luminescence spectroscopy.

7.6 Excitation of Luminescence in Semiconductors

To interpret correctly the results in spatially resolved luminescence experiments, the
real spatial distribution of excitation in the sample has to be taken into account. The
excited volume might be influenced by light or electron beam absorption, diffusion
of photoexcited carriers, photon recycling, phonon wind, Fermi pressure, etc.

In the simplest model of semiconductors, the coefficient of the linear optical
absorption is zero below the band gap and increases in proportion to the density of
states above the band gap. Simultaneous absorption of phonons enables absorption
of photons with energies below the band gap and results in the Urbach tail in the
semiconductor absorption [48], i.e., in an approximately exponential decrease of
the absorption coefficient below the band gap. This tail can also be influenced by
impurities. In addition, Coulomb interaction between electron and hole results in
the formation of excitons. Wannier–Mott excitons (i.e., excitons with hole–electron
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Fig. 7.15 Primary excitation volume in (a) microphotoluminescence (�-PL), (b) scanning near-
field optical microscopy (SNOM), and (c) cathodoluminescence (CL) experiments

distance covering several lattice constants) are typically formed in inorganic
semiconductors. The excitons not only have a discrete spectrum below the band gap
but also enhance the above-band-gap absorption due to the Coulomb interaction
enhancement [49]. As a result, the absorption spectrum of ˛ above the band gap
is rather flat, and a typical value for absorption coefficient is 104–105 cm�1 and
1–103 cm�1 for direct and indirect semiconductors, respectively. The absorption
length l˛ D 1=˛ for ˛ D 105 cm�1 is approximately 100 nm. Thus, the excitation
volume at band-to-band excitation in �-PL experiments has the shape of a disc
with a diameter equal to the spot size of the focused light beam (usually not less
than � 1�m, though the diffraction limit is � 200 nm), and a height of � 100 nm
(see Fig. 7.15a). Semiconductor excitation by light with photon energy significantly
lower than the band gap is also possible, though considerably less probable, due to
two-photon absorption (via virtual states in the band gap) and two-step absorption
(via real defect-related states in the band gap), but is rarely used in spatially resolved
PL study, since the absorption length, which is excitation power density dependent,
is of the order of centimeters and more.

In SNOM experiments, the size of the excited spot approximately equals the
diameter of the tip aperture, both in parallel and perpendicular directions to the
surface (see Fig. 7.15b).

In CL experiments, the electrons impinging the sample encounter elastic and
inelastic scattering and spread in the volume, which is considerably larger in size
than that of the electron beam focus spot on the surface. The shape of the excited
volume in this case is sketched in Fig. 7.15c. The depth of the excited area depends
on the incident electron energy and might vary from hundreds of nanometers to
several micrometers.

Excitation creates strong carrier density gradients at the boundaries of the excited
volume. Consequently, the photoexcited carriers might spread beyond the excited
volume via diffusion. The diffusion length LD depends on the diffusion coefficient
D and the carrier lifetime 
 as LD D

p
D
 . At low density of nonequilibrium

carriers, the diffusion is governed by minority carriers. Meanwhile, at high exci-
tation power densities, when the density of nonequilibrium carriers exceeds that
of the equilibrium carriers, the densities of nonequilibrium electrons and holes
are equal, and ambipolar diffusion takes place. In the vast majority of inorganic
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semiconductors, the diffusion coefficient of electrons is considerably larger than that
of holes. However, the diffusion of electrons is inhibited via Coulomb interaction
by holes dragging behind. The ambipolar diffusion coefficient can be expressed as
a function of electron and hole mobilities �n and �p, respectively:

Da D 2�n�p

�n C �p

kT

q
: (7.8)

If �n � �p (as usual for most inorganic semiconductors),Da � 2Dp, where Dp is
the hole diffusion coefficient related to the hole mobility through the Einstein rela-
tion. A typical value for ambipolar diffusion coefficient of GaN at room temperature
is � 2 cm2=s, which, for 
 D 2 ns, results in LD � 0:6 �m [50]. Similar diffusion
lengths have been observed in other direct band-gap semiconductors (see review in
[51]). The diffusion length depends on temperature and can be strongly modified
by carrier localization. Giant ambipolar diffusion coefficients exceeding the usual
values by orders of magnitude can occur in certain semiconductor structures [52].
The carrier lifetime in indirect band-gap semiconductors is considerably larger than
that in direct band-gap semiconductors, and the diffusion length in semiconductors
such as Si and SiC can be of the order of millimeters.

The volume containing the nonequilibrium carriers can considerably exceed that
of the direct photoexcitation due to photon recycling. A photon emitted via electron–
hole recombination can be absorbed outside the volume of direct photoexcitation,
thus causing extension of the excited volume. The importance of this effect
depends on recombination mechanisms, the steepness of absorption edge, etc., and
might be rather high in semiconductors and structures with significant absorption
involving defects or localized states. In addition to the increased spatial spreading
of excitation, the photon recycling results in a red shift of the emission band due
to more effective reabsorption at the short-wavelength side of the band and in an
increase of carrier lifetimes with respect to those expected without recycling. Note
that the photon recycling might be important even for semiconductor quantum dots
and nanocrystals, where the excitation volume is restricted by the natural boundaries
of the nanostructure, but reabsorption in the neighboring nanostructures is possible.
The photon recycling, which increases the role of non-radiative recombination, is
very important in light extraction out of light-emitting diode (LED) structures. Ray
tracing calculations to take this effect into account are currently a routine procedure
in LED structure design (SimuLED from STR group or LightTools by ORA are
examples of the corresponding software). The photon recycling is also important
for light conversion in photovoltaic cells.

The excitation of high density of electron–hole pairs in semiconductor materials
might trigger additional mechanisms of spatial expansion of the photoexcited
carriers. Phonon wind [53] at intense photoexcitation of a thin semiconductor
surface layer by photons with large excess energy can cause a significant drag of
photoexcited electron–hole pairs out from the surface and, consequently, increase
the penetration depth of nonequilibrium carriers. Phonons emitted by the photoex-
cited carriers cascading down to the band bottom propagate predominantly into the



218 G. Tamulaitis

depth of the sample. Interaction of these phonons with electrons and holes provides
the nonequilibrium carriers with momentum directed outward the excited volume
and increases their penetration depth. Such a phonon wind-based transport has been
observed, e.g., in InGaAs-InP quantum well by using the �-PL technique [54]. At
excitation of dense electron–hole plasma above a critical value corresponding to the
minimum of free energy per electron–hole pair, the Fermi pressure [55] can cause
spreading of the plasma at velocities exceeding the equilibrium diffusion velocity
by orders of magnitude [56].

Good understanding of a semiconductor photoresponse can serve for pushing
the spatial resolution well beyond the diffraction limit. In continuous luminescent
objects, there are two fundamental requirements for sub-diffraction resolution in the
far field: (1) spatially nonuniform illumination and (2) a nonlinear photoresponse
[57]. Sub-diffraction resolution can also be achieved in studies of single fluores-
cence point sources such as single molecule labels or semiconductor quantum dots
[58]. Digital image processing enables considerably higher determination accuracy
for the “peak position” than for the extent of a single emitter [59].

7.7 Comparison of Techniques for Spatially Resolved
Spectroscopy of Semiconductors

The major advantages and disadvantages of the main techniques for spatially
resolved PL of semiconductors and semiconductor structures can be shortly sum-
marized as follows.

7.7.1 Micro-photoluminescence (�-PL)

Advantages: The simplest and least expensive technique for spatially resolved PL
study.
Disadvantages: Comparatively low spatial resolution. No capability for matching of
PL mapping with surface morphology or mapping of other material parameters.

7.7.2 Scanning Confocal Microscopy

Advantages: Scanning capability in all three dimensions, in contrast to all other
techniques discussed in this chapter. Flexibility in choosing photon energy for
excitation when compared with electron beam excitation in CL.
Disadvantages: Lower spatial resolution in comparison with SNOM and CL, though
higher than that in �-PL. No capability for matching of PL mapping with surface
morphology or mapping of other material parameters.
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7.7.3 Scanning Near-Field Optical Microscopy

Advantages: High spatial resolution. Capability of simultaneous mapping of surface
morphology and PL characteristics.
Disadvantages: Small detected signal due to low light throughput of the probe. Prob-
lems with repeatability due to variations in geometrical parameters of intentionally
identical probes and probe wear during experiment.

7.7.4 Cathodoluminescence

Advantages: Possibility to complement the results obtained by CL spectroscopy
with data on SEM or STEM mapping. Capability of the electron beam to excite
semiconductors with any band gap including wide-band-gap semiconductors such
as high-Al-content AlGaN, AlN, BN, and diamond.
Disadvantages: Dissipation of large amount of energy accumulated in the beam
of fast electrons in a small sample volume that enhances the danger of reversible
sample heating or heat-induced damage.
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Chapter 8
Time-Resolved Optical Spectroscopy

Andrea Balocchi, Thierry Amand, and Xavier Marie

Abstract This chapter presents an overview of different complementary techniques
used in ultra-fast time-resolved optical spectroscopy experiments in the picosecond
and sub-picosecond time range, with particular emphasis on their application to the
investigation of the optical and electronic properties of semiconductors.

8.1 Introduction

The development of lasers providing ultra-short pulses [1] has sparked the growth
of a new and interdisciplinary research field, the time-resolved optical spectroscopy,
investigating the optical phenomena occurring on picosecond to millisecond time
scales. One of the main applications in semiconductor physics offered by the
availability of such ultra-short lasers is the analysis of transient phenomena induced
on a sample by the excitation light pulse. For example, after a laser pulse has excited
charges in a semiconductor conduction band, the carriers can thermalize, diffuse,
or recombine radiatively or not. Or, again, a light pulse can be used to impress a
transient modification of the optical, electronic, or magnetic properties of a sample.
It is of fundamental importance, not only to the semiconductor physics field, to
understand these mechanisms whose temporal evolution brings an invaluable insight
into the underlying physics. The role of the time-resolved optical spectroscopy is
precisely to quantify the amount and the duration of these modifications.

Basically, two kind of analysis can give insight into the temporal processes
occurring in a given physical system: the spectral approach and the temporal
approach. In the former, the temporal evolutions are contained in the width of the
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measured spectral line, provided the spectral resolution is high enough.1 However,
two strong limitations appear here: (1) the system under investigation may contain
many micro-systems which in turn can be inhomogeneous, thus masking the
homogeneous line broadening due to intrinsic processes. (2) The evolution may
correspond to a nonlinear process making the interpretation of the linewidth difficult
and non-univocal. On the contrary, time-resolved spectroscopy gives a direct access
to the time evolution of a given system (through radiative recombinations or the
time evolution of the complex index of refraction) provided the time resolution of
the system is high enough. The latter is basically limited by the convolution of the
excitation temporal width with the temporal response function of the detection. For
instance, in time-resolved photoluminescence spectroscopy, the two limiting times
are the excitation laser pulse duration 
p and the time resolution of the detection


d, yielding an overall time resolution of the order of �t �
q

2p C 
2d . Thus fast

excitation sources are required, and the detection strategy should be optimized with
respect to the characteristic evolution time of the observed process. The counterpart
of a high temporal resolution analysis is the loss of spectral selectivity in the
excitation process. As a matter of facts, a short excitation pulse consists in a coherent
superposition of many Fourier components expanding on a range of the order of
�!p 	 1=
p, preventing the selective excitation of two optical transitions lying
closer than �!p in the spectral domain. On the other side, coherent superposition
of quantum states can be achieved in this case, and the temporal observation of
subsequent beats between the two states yields additional information, provided
that the beating period occurs within the temporal window of observation (for
instance, the radiative lifetime in time-resolved photoluminescence) [2]. High
spectral resolution can thus be achieved in the temporal domain.2

In this general context, ultra-fast lasers (providing picosecond or sub-picosecond
pulses) are the sources of choice for ultimate temporal resolution spectroscopy. The
availability of these light sources has consequently stimulated the advance of new
measurement devices and experimental techniques capable of resolving ultra-fast
light phenomena [1]. All-optical techniques or electro-optical methods have been
developed and the purpose of this chapter is to present an overview of some of
these techniques for time-resolved optical spectroscopy in the picosecond or sub-
picosecond time range with emphasis, when possible, on III–V-N semiconductors
when presenting application examples.

1The spectral resolution of a system is obtained by the convolution of the excitation spectral
function with the spectral response function of the detection.
2The spectral resolution achieved is then �! Š 1=
obs, where 
obs is the duration of the temporal
window of observation.
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8.2 Streak Cameras for Time-Resolved Photoluminescence
Spectroscopy

A technologically complex, although very versatile and fast photoelectric instrument
for the measurements of time-resolved ultra-fast phenomena is the streak camera
[3, 4]. The streak camera is a multichannel device allowing for the simultaneous
measurement of the dynamics of light events with picosecond or sub-picosecond
resolution, as a function of either their wavelength components (if coupled to a
spectrometer) or their spatial position (if coupled to an imaging optical system). The
fundamental principle is the conversion of a light phenomenon temporal profile into
a spatial one. This is achieved in several steps. The light signal is first converted
by photoemission into electrons whose emission time is temporally resolved by
spatial dispersion, and finally back-converted into photons for optical detection. The
instrument name finds its origin from the early development of ultra-fast recording
devices where a rotating drum would reflect light onto a photographic film, leaving
an impression “streak”, spatially reproducing the temporal event.

8.2.1 Working Principle

The basic principle of a streak camera can be summarized as follows (Fig. 8.1): the
train of emitted light pulses to be analyzed is imaged, using a system of lenses,
onto a photocathode where a slit, reducing the vertical extension of the beam, is
used to limit the time resolution degradation (see Sect. 8.2.5). Light is converted
into electrons in a vacuum tube, by photoelectric effect, spatially and temporally
separated according to the arrival time and horizontal (spectral) position of the
light pulses onto the photocathode. The resulting flux of electrons, an electronic
replica of the light pulse, will then be focused, accelerated, and sent into a deflection
region constituted by two deflection plates. A very fast sweeping voltage is applied
in this region, vertically deflecting the traversing electrons proportionally to their
arrival time. A temporal sequence is thus linearly converted into a spatial one.
The horizontal profile, corresponding to different wavelengths (or positions), is left
unchanged. The final process consists in the impact of the time-resolved electron
flux onto a phosphorous screen where the signal is converted back to photons to be
captured, typically, by a CCD camera. The result of the measurement is, therefore,
a tri-dimensional image where the horizontal axis represents the space coordinate
(wavelength or position), the vertical axis the time coordinate, and the signal
intensity is recovered from the phosphorous screen intensity (usually converted into
a color code by the CCD software). An electron amplifier, a micro-channel plate
delivering up to 103 gain [5], is inserted before the phosphorous screen and after the
temporal resolution has been performed in order to increase the brightness of the
recorded image. This allows also the limitation of the space charge effects between
the photoelectrons, minimizing repulsion effects hampering the temporal resolution.
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Fig. 8.1 Sketch of the working principle of a streak camera

Compared to fast photomultipliers or avalanche photodiodes, which can provide
time resolutions down to a few tens of picoseconds, the key advantage of a streak
camera is the recording of three-dimensional images thanks to its multichannel
character.

The interpretation of a streak camera image produced on the phosphorous screen
relies on three main aspects:

– The photon arrival time is related to the deflection angle imposed to the
photoelectrons in the sweep stage and, therefore, to the photoelectrons’ vertical
impact position on the phosphorous screen.

– The intensity of the light pulse is related to the flux of photoelectrons created
and, therefore, to the luminous intensity on the phosphorous screen.

– Different horizontal incident points of photons on the photocathode, reflecting
different signal wavelengths or spatial positions, are replicated by the photo-
electrons and, therefore, will appear at different horizontal positions on the
phosphorous screen.

8.2.2 Synchronization and Sweep Methods

The key element performing the temporal resolution of a streak camera is the sweep
stage in the deflection region. In order to detect transient phenomena correctly
with high time resolution, two main different deflecting techniques, namely the
“triggered mode” and “Synchroscan sweep”, are employed depending on the type
of measurement and laser used. A synchronization system (Fig. 8.2a) between the
deflection stage and arrival time of the photoluminescence is obtained by sending
a portion of the excitation pulse intensity usually to a PIN photodiode serving as a
synchronization reference for the sweep voltage circuit. A delay stage is then used
to adjust the trigger signal properly to the PL pulse arrival time.
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Fig. 8.2 (a) Experimental setup for time-resolved photoluminescence spectroscopy using a streak
camera with a photodiode synchronization system (BS D beam splitter). (b) Principle of time
operation of a streak camera in single sweep (top) and synchroscan (bottom) mode

Triggered mode. This operation mode [6, 7] is used with low repetition rate
phenomena from single pulses (from where it derives its name) up to a few MHz and
can cover temporal dynamics from a few tens of picoseconds to milliseconds. The
sweep voltage (Fig. 8.2b) consists in a simple linear ramp and it is ideally suited for
a single exposure. If multiple images have to be averaged, trigger jitter correction
techniques are necessary to minimize the temporal resolution degradation. In the
latter case, time resolutions of a few tens of picoseconds are typically achievable
with picosecond systems.

Synchroscan sweep. This sweep method [4] takes advantage of the high repetition
rate of mode-locked lasers (typically 80 MHz) to average multiple photolumines-
cence (PL) traces onto the same image. Very weak signals, un-recordable with
triggered mode cameras, can be measured with high signal-to-noise ratio and high
temporal resolution. Although the same electronic signal provided by the PIN
diode is used, the synchronization technique is here fundamentally different. The
electronic signal generated by a sequence of laser pulses detected by the PIN
photodiode is filtered, and the frequency of the fundamental harmonic extracted
in order to drive an oscillator and amplification circuit. The phase between the
first harmonics of the photodiode signal and the streak local oscillator is locked
using a phase comparator (Fig. 8.2b). For this reason, a very accurate tuning of the
frequencies of the streak oscillator and the mode locked laser must be achieved
before the experiment to bring them into resonance. The resulting high voltage sine
wave is then applied to the sweeping region. Its central part is used to produce,
with sufficient linearity, the deflection electrical field to convert the photoelectrons’
temporal profile into a vertical spatial one for repetitive streak imaging. Phase-
locking techniques are employed to minimize the electronic jitter and track the
laser pulses dephasing with high precision. The same light signal issued from
the same experiment repeated at the laser frequency is then accumulated on the
phosphorous screen, each pulse arriving exactly at the same position as the previous
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one. Greater time resolution (�2 ps) is achievable for signal integration with the
synchroscan compared to the triggered mode technique (�20 ps). However, short
temporal windows (<2 ns) and a very narrow laser repetition frequency bandwidth,
with respect to the designed one, are the constraints imposed by this high precision
sweep technique. In addition to a single fast synchroscan vertical sweep, on certain
systems it is possible to apply a slower perpendicular voltage sweep thanks to
supplementary horizontal deflection plates, shifting the pulses in the horizontal
direction [8]. Two temporal axes (dual time-base camera) with different time scales
are available, allowing measuring the slow variation phenomena of a fast signal.

8.2.3 Measurement Methods

The measurement method described in the preceding section consists in the record
of one or several consecutive images produced on the phosphorous screen. The
individual light pulses are integrated and the average intensity of the phosphorous
screen is then recorded. For this reason, this acquisition mode is called “analog
integration.” As stray light and electronic noise of different origins add up to each
image, a background subtraction of the raw data is unavoidable to recover the “real”
dynamics. This operation allows, in state-of-the-art systems, the recording of signal
with �200 fs time resolution in single sweep mode and a dynamic range of about
103, the latter mainly limited by phosphorous screen saturation phenomena.

Thanks to the high sensitivity of streak cameras, the system can be operated also
in “photon-counting” mode. This technique allows for the measurements of single
photon events and is well suited for very weak signals. The principle is the following
(Fig. 8.3a): a single photon event ejecting a single electron on the photocathode

Fig. 8.3 (a) Schematic drawing of the single photon-counting method in streak cameras and
(b) the S1 and S20 photocathode spectral dependence of the radiant sensitivity [8]
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will cause a measureable light intensity on the phosphorous screen thanks to the
electron amplification achieved by the micro-channel plate. Different from the
analog integration, the light intensity on the phosphorous screen will be interpreted
and recorded as a single event (a single pixel) by the CCD software, corresponding
to the arrival of a single photon. By suitably establishing a threshold value for the
measurement, it is possible to discriminate between noise and the signal created
by a single photon event, eliminating the need for background subtraction. The
multichannel character of the measurement is conserved, namely, the simultaneous
spatial (spectral) and time resolution of a light event. As for any photon-counting
techniques, the condition for single photon event, namely, very weak intensities,
has to be fulfilled to avoid multiple event distortions or saturation of the recorded
dynamics. As each event is stored in the CCD buffer memory, a higher dynamic
range can be achieved than with the analogue integration mode.

8.2.4 Photocathode Type and Sensitivity

The efficiency of the photo-conversion of light into electrons, relying on the
photoelectric effect with a photocathode with negative affinity, is a strong function
of the signal wavelength. Photocathodes optimized to the experiment wavelength
range have to be properly chosen. Similarly to photomultipliers, this is one of the
major drawbacks of these systems, although the spectral band covered by each type
of photocathode is relatively large. The spectral response of different photocathodes
is usually identified by the “S” convention, S1 being the system of choice for near-
infrared detection [9,10] and S20–25 [11] the most widely used photocathode types
for the UV to visible spectral range (see Fig. 8.3b). Commercially available systems
do not extend to wavelengths above �1:5 �m with their quantum efficiencies
dropping dramatically already above 1�m (approximately an order of magnitude
every 0:1 �m) and requiring photocathode cooling for lowering the noise level. If
detection of longer wavelengths is needed, different techniques, such as the up-
conversion, have to be employed (see Sect. 8.3). The strong wavelength dependence
of the photocathodes’ detectivity, especially at their extreme spectral regions,
requires a careful intensity correction of the recorded signals in order to recover
the real spectral features.

8.2.5 Time Resolution

Temporal resolutions as low as 2 ps for synchroscan mode (200 fs for femtosecond
single sweep-triggered cameras) are achievable with commercial systems. The
temporal resolution is intrinsically limited by several factors. Electrons transit time
spread in the acceleration region and synchronization jitter, for instance, play an
important role. Clearly, the time resolution is also limited by the vertical slit width
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proportionally to the deflection speed (see Fig. 8.1). Apart from these aspects,
the experimental conditions can have an important influence. This is especially
true when the system is used coupled to a spectrometer. Diffraction gratings
unavoidably introduce time broadening to the light pulse proportionally to the
grating width and groove density. This time broadening can sensibly limit the
time resolution of an experimental system. The remedy to this problem consists
in using a double monochromator in the subtractive mode. While recovering the full
temporal resolution of the streak camera, the multichannel character of the system
is lost as only a single spectral component temporal evolution can be recorded
in a broad emission spectrum. In an experiment, although the intrinsic streak
camera time resolution is not affected, it is inevitably the whole system resolution
(including the jitter of the mode-locked laser) that has to be taken into account
for the interpretation of a measurement. Despite the few limitations listed above,
streak cameras remain an extremely versatile (although expensive) time-resolved
luminescence spectroscopy tool in the picosecond and sub-picosecond time scale.

8.2.6 Application Examples

Figure 8.4 presents the result of a typical time-resolved photoluminescence spec-
troscopy experiment applied to the study of the photoluminescence dynamics of
dilute nitride GaAsN semiconductors [12]. The sample contains two 8-nm quantum
wells grown under exactly the same conditions by molecular beam epitaxy on a
(001) semi-insulating GaAs substrate and separated by a 130-nm GaAs barrier.
The first QW is a In0:34Ga0:66As layer (nitrogen free), whereas the second is a
In0:34Ga0:66As0:994N0:006 layer. The excitation source is a mode-locked Ti:Sa laser
with a 1.2-ps pulse width (FWHM) and a repetition frequency of 80 MHz. The
resulting PL intensity is dispersed by an imaging spectrometer and recorded by an
S1 photocathode streak camera. The overall system temporal resolution is �8 ps.
Figure 8.4a reproduces the room temperature time-integrated spectrum of the two
quantum wells, showing that a small fraction of N (less than 1%) considerably
reduces the band-gap energy. Figure 8.4b presents the corresponding photolumines-
cence dynamics taken at the well peak emission. The photoluminescence decay time
is greatly reduced for the second quantum well compared to the N-free one due to
the formation non-radiative defects caused by the N incorporation [12].

8.3 Up-Conversion Technique for Time-Resolved
Photoluminescence Spectroscopy

The up-conversion represents the technique of choice for time-resolved lumines-
cence spectroscopy in the infrared spectral region where other techniques employing
detectors such as photodiodes or photomultiplier tubes show no or very weak
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Fig. 8.4 (a) Room temperature time-integrated luminescence spectra of an InxGa1�xAs and an
InxGa1�xAs1�yNy quantum well with x D 0:34 and y D 0:006. (b) The corresponding
normalized photoluminescence dynamics measured at the emission peaks [12]. Reprinted with
permission from H. M. Zhao, L. Lombez, B. L. Liu, B. Q. Sun, Q. K. Xue, D. M. Chen, and
X. Marie, Applied Physics Letters, Vol. 95, page 041911 (2009). Copyright 2009, American
Institute of Physics.

detectivity with poor signal-to-noise ratio [13–15]. The up-conversion is also the
time-resolved technique that can yield the best time resolution, down to 5 fs [16].
The up-conversion relies on the nonlinear properties of dielectric crystals and it is
particularly suited for the measurements of the dynamics of PL signals excited by
the ultra-short pulses of mode-locked lasers with high repetition frequencies. This
time-resolution technique is essentially limited by the laser pulse width and can,
therefore, be typically of the order of 100 fs or less.

The basic principles behind the up-conversion techniques are presented in
Fig. 8.5 [13–15, 17]. The typical source is a mode-locked Titanium–Sapphire
(or a synchronously pumped dye) laser in the picosecond or femtosecond regime.
The laser is split into two separate beams by a beam splitter (BS). The first one (the
excitation laser) is used to excite the sample whose emitted PL is then collected
by a system of lenses (or parabolic mirrors) and focused onto the nonlinear crystal
(LiIO3 in the examples used here; less dispersive BBO crystals are for instance
more suitable for higher time resolutions). The second beam (delayed laser) is sent
through a variable-length optics path (delay line) and then focused on the same
spot as the PL signal onto the crystal. The nonlinear properties of the crystal3

allow then for the frequency mixing (up-conversion) of the PL and pump signals
if they are simultaneously present and satisfy definite polarization and incidence
angle conditions (phase-matching conditions). It is this up-converted signal, of
frequency equal to the sum of the laser and PL frequencies, that will be finally
dispersed by a monochromator and detected by a photomultiplier tube linked to a
photo-counting system or a CCD camera [18]. As the simultaneous presence of the
photoluminescence and laser signals is necessary to produce the frequency mixing,

3It is the �.2/ contribution of the crystal nonlinear susceptibility which is used here (see (8.12)),
which is non-zero in non-centrosymmetric crystals.
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Fig. 8.5 Up-conversion setup. Path “1”: one-color up-conversion technique. The same Ti:sapphire
laser signal is used for excitation and opening the optical gate. Path “2”: two-color up-conversion.
The Ti:sapphire laser is used to excite the sample and to synchronously pump the optical parametric
oscillator (OPO), while the signal from the OPO is used for the gate opening. Note that the part
played by the two lasers can be swapped (see Fig. 8.7c, d)

the nonlinear crystal works as an optical gate opened by the retarded laser: temporal
sampling of photoluminescence dynamics, with time resolutions comparable to
the laser pulse width, is therefore possible by simply varying the delay between
excitation and delayed laser signals. As the PL signal is up-converted to a higher
energy by mixing it with a laser of suitable energy, the detected signal can be made
to fall in a spectral domain (typically the visible) for which very sensitive detectors
are available (photomultiplier tubes, CCD cameras). This characteristic, allowing
for the analysis of photoluminescence in a wider infrared domain compared to
photocathodes (up to Š 10�m [17]), represents one of the key advantages of this
technique. Historically, this technique was conceived to detect far infra-red radiation
in astronomy [17].

8.3.1 Phase-Matching and Polarization Conditions

In addition to the time and spatial overlap of the luminescence and laser signals in
the nonlinear crystal, the frequency up-conversion needs to satisfy phase-matching
and polarization conditions in order to maximize the conversion efficiency. The
former condition translates the conservation of both momentum and frequency of
photons during the process and read [19] (see Fig. 8.6a):

kSum D kLum C kLaser; (8.1)

!Sum D !Lum C !Laser; (8.2)



8 Time-Resolved Optical Spectroscopy 233

Fig. 8.6 (a) Type I phase-matching conditions. (b) Sketch of the all-optical sampling of the
photoluminescence by the up-conversion technique

where the indices Sum, Lum, and Laser refer, respectively, to the up-converted,
luminescence and delayed laser signals. These conditions can be satisfied in a uni-
axial crystal with negative birefringence (being the extraordinary refractive index ne

smaller than the ordinary one no) such as LiIO3, BBO, LBO, and KDP, whose choice
essentially depends on the transparency range, the group velocity dispersion, the
corresponding magnitude of the nonlinear coefficient, and the temporal resolution
needed. For a given nonlinear crystal, these conditions impose, as well, restrictions
on the polarization state of the light signals to be mixed. For sake of simplicity and
illustration purposes, we will suppose quasi-collinear incident beams on a Lithium
Iodate crystal (LiIO3), one of the currently used nonlinear materials.

The phase-matching conditions (Fig. 8.6a) and the crystal symmetry dictate
that the polarization of the up-converted beam will be extraordinary for ordinary
polarized incoming beams (o C o ! e, type I up-conversion4) [15]. For such a
crystal, the effective refractive index neff seen by the extraordinary signal (the up-
converted one) traveling at an angle � with respect to the crystal optical axis is

4The up-conversion is named “type I” or “type II,” respectively, if the incoming beams (PL and
laser) are polarized parallel (either ordinary or extraordinary) or orthogonal to each other [15].
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1

n2eff.�; �Sum/
D cos2.�/

n20.�Sum/
C sin2.�/

n2e.�Sum/
: (8.3)

In this case, the phase-matching conditions (8.1) and (8.2) can be rewritten, respec-
tively, as

neff.�; �Sum/

�Sum
D n0.�Lum/

�Lum
C n0.�Laser/

�Laser
; (8.4)

1

�Sum
D 1

�Lum
C 1

�Laser
; (8.5)

where �Sum, �Lum, and �Laser are the respective signals’ wavelengths in vacuum. The
phase-matching conditions can be satisfied, for instance, by a fine angle-tuning of
the crystal to the matching angle �m � .Eksum; Ec/, being Ec the direction of the crystal
optical axis, defined by [15]:

sin2 �m D
n�2

eff
.�m; �Sum/� n�2

0 .�Sum/

n�2
e .�Sum/� n�2

0 .�Sum/
; (8.6)

where neff.�; �Sum/ is given by (8.4).
For a fixed �m and laser frequency, the up-conversion is realized for one single

PL wavelength. The nonlinear crystal plays here the role of a monochromator by
selecting only one spectral component of the sample emission to be detected. The
variation of the delay line will provide with the measurement of the luminescence
dynamics. Conversely, keeping fixed the delay line and synchronously varying the
crystal angle and monochromator central wavelength allow for the measurement of
the PL spectrum at a fixed time delay after the excitation. Finally, it is interesting
to note that the crystal acts also as a very efficient linear polarization analyzer
since only the component of the PL linearly polarized along the ordinary axis is
up-converted. This property is very useful when analyzing the polarized components
of the photoluminescence.

8.3.2 Two-Color Up-Conversion

Time-resolved photoluminescence spectroscopy is a powerful tool for the fine
investigation of the carrier dynamics and the coherent properties in semiconductors.
For these purposes, it is often necessary to excite the system quasi- or strictly
resonantly. In general, being the intensity of the photoluminescence several orders of
magnitude weaker than the excitation light, resonant excitation is often impossible.
The up-conversion technique makes no exception, as under resonant excitation, the
phase-matching condition will be satisfied for the second harmonic generation of
the incident laser backscattered in the PL analyzed solid angle and also for direct
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frequency doubling of the “gate-opening” pulse. This limitation can be overcome
by the use of two synchronous lasers at two different wavelengths. One of them is
used to excite the sample, whereas the other is used as the delayed beam to be mixed
with the PL signal (“open the optical gate” in the up-conversion terminology). As the
wavelengths of the PL and pump beam will be now different, no direct second har-
monic generation of the “gate opening” laser can be achieved, and strictly resonant
excitation can be performed (Fig. 8.7c, d). In practice, the two sources can be two
synchronized Titanium–Sapphire lasers or an optical parametric oscillator (OPO)
synchronously pumped by a fraction of the Titanium–Sapphire laser intensity used
for the excitation. The latter technique allows avoiding the complexity of the syn-
chronization techniques of two independent lasers and generates no jitter between
the two sources [20]. Nevertheless, during strictly resonant experiments, the mixing
of the OPO signal with the scattered light of the exciting Titanium–Sapphire laser

Fig. 8.7 Application examples of the up-conversion technique. One-color up-conversion:
(a) Time-integrated photoluminescence of different InGaN alloys emitting up to 1:8�m. (b) The
photoluminescence spectra of the In0:83Ga0:17N sample recorded at different delay times [21]. Two-
color up-conversion: The comparison of the photoluminescence spectra (c) and the decay time
(d) of InAs quantum dots under strictly resonant and non-resonant excitations [22]. Here, part of the
Ti:sapphire laser is used to pump an OPO which opens the optical gate. Reprinted with permission
from M. Paillard, X. Marie, E. Vanelle, T. Amand, V. K. Kalevich, A. R. Kovsh, A. E. Zhukov,
and V. M. Ustinov Applied Physics Letters, Vol. 76, page 76 (2000). Copyright 2000, American
Institute of Physics
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can mask the first instants of the PL dynamics (see Fig. 8.7d). This problem can be
minimized by a careful preparation of the sample surface and aligning the excitation
beam so that its mirror reflection does not enter into the detection solid angle.

8.3.3 Quantum Efficiency

If phase-matching conditions are satisfied, the quantum efficiency of the
up-conversion can be calculated by solving the system of coupled equations for
the PL, laser, and up-converted beams [17,19]. In the approximation of plane waves
and negligible depletion of the laser intensity, the efficiency �q for a perfect phase
matching,�k D kSum � .kLum C kpump/ D 0, reads [15]

�q.�k D 0/ D 2�deffL
2ILaser

c"0�Lum�Sumn0.�Lum/n0.�Laser/neff.�m; �Sum/
; (8.7)

where deff is the effective nonlinear susceptibility of the crystal,5 L the interaction
length in the nonlinear crystal, ILaser the intensity of the delayed laser, c the speed of
light, and "0 the vacuum permittivity. Typical values obtained for the quantum effi-
ciency in the case of a picosecond excitation laser under the experimental conditions
ILaser D 400mW average power, �Laser D 0:8 �m, �Lum D 1�m, and L D 1 cm
are �q Š 7%. This small value is the major drawback of the up-conversion technique
and it is mainly due to the very small acceptance angle (mrad) inherent to the
technique. In case of sub-picosecond pulses, the nonlinear crystal will induce a
stronger group velocity dispersion (GVD), and thinner nonlinear crystals of the
order of 1–2 mm are employed limiting the conversion efficiency. However, the peak
power is increased in this case, compensating the loss of efficiency to some extent.
In a practical situation, however, the hypothesis underpinning the expression (8.7) is
not strictly satisfied. Focusing and the non-co-linearity of the incident beams reduce
the interaction length to a value much smaller than the actual length of the crystals.

In the event that a strict phase-matching condition cannot be satisfied (�k ¤ 0),
the conversion efficiency drops according to [19]:

�q.�k/ D �q.0/ 
 sinc2
�
�kL
2

�

: (8.8)

In this case, the coherence length falls down according to Lcoh Š �=j�kj.

5deff D d15 sin � and d15 D 4:87� 10�23A � s � V �2 for LiIO3.
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8.3.4 Spectral Resolution

For a definite angle between the crystal and the incoming beams, at a given
laser wavelength satisfying the phase-matching condition, the frequency mixing is
efficient only for a narrow spectral band. Considering the spectral bandwidth as the
interval in energy for which the quantum efficiency drops to 50% from its maximum,
the spectral band�E of converted luminescence is given by [15]:

�E D 3:66 � 10�12

L..@kSum=@!/ � .@kLum=@!//
; (8.9)

where the energy is expressed in meV and the lengths in cm. The omnidirectional
character of the PL signal can contribute to limiting the spectral resolution of
a measurement. Slightly different PL wavelengths at slightly different incidence
angles, aside from �m, will satisfy the phase-matching conditions. An up-converted
signal of different wavelength and emerging angle with respect to the central one
will be produced. In order to improve the spectral resolution of the detected signal,
a supplementary vertical slit (in addition to the monochromator horizontal slit)
is employed along the detection optical path, setting the spectral resolution of
the experiment. In this case, the phase-matching conditions with respect to the
nominal ones are approximately fulfilled for all the laser pulse bandwidth, while
maintaining the photon energy condition (8.5), setting the spectral resolution to
the laser bandwidth. Under these conditions, the experimentally measured spectral
resolution in picosecond regime by up-converting a broad PL spectrum is in the
order of �E D 2–4meV, close to the laser energy width.

8.3.5 Time Resolution

The time resolution achievable by the system is mainly determined by the spectral
width of the laser and by the GVD induced by the different optical elements (lenses,
mirrors) composing the setup. In the case of the type I up-conversion presented here,
the temporal response broadening induced by the GVD in the nonlinear crystal is
given by

�t D L
�
@kLaser

@!Laser
� @kLum

@!Lum

�

; (8.10)

and can be particularly severe in the femtosecond domain where thinner nonlinear
crystals have to be employed and parabolic mirrors should replace the PL collection
lens to minimize the experimental system-induced GVD. Using picosecond lasers,
the GVD becomes negligible, and the time resolution is in first approximation,
directly determined by the laser temporal pulse width. The accuracy of the PL time
sampling step is instead determined by the precision of the mechanical delay line.
Using micro-translation stages or high precision stepping motors, accuracy of a few
femtoseconds can be easily achieved (3:3 fs=�m).
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8.3.6 Acceptance Angle

The strict phase-matching conditions of the frequency mixing process lead to the
up-conversion of a tiny fraction of the photoluminescence intensity emitted by the
sample despite its omnidirectional character. The acceptance angle of the nonlinear
crystal is in fact defined by

�� D 2; 78 no.�Laser/�Laser

LŒ1 � .no.�Laser/�Lum/=.neff.�m; �Sum/�Laser/	
; (8.11)

giving only�� � 10�3 rad for the picosecond system presented here.

8.3.7 Calibration Procedures

Temporal calibration is required in order to define the time origin of the exper-
imental setup. This corresponds to the condition of equal optical path between
the excitation and the delay line. This position is determined by measuring the
autocorrelation (or cross-correlation in case of two-color up-conversion) between
the backscattered excitation laser light and the delayed laser signal. This calibration
provides as well with an estimation of the laser beam pulse width and the system
response time. This information is retrieved from the measured correlation curve
fitted using a laser time intensity profile modeled by sech2.1:76t=
/ [1], 
 being the
temporal full width at half maximum.

Angular/spectral calibration is necessary in order to determine the value of the
nonlinear crystal angle �m, satisfying the phase-matching condition for given PL and
pump laser wavelengths. The calibration is obtained by frequency-mixing a broad
light source (Tungsten–Halogen lamp, for instance) with the laser, thus providing
the value of the up-converted wavelength �Sum D �Sum.�; �Laser; �PL/ as a function
of the crystal angle (�), the excitation laser (�Laser), and PL (�PL) wavelengths.
These data are then stored on the computer controlling the movement of the crystal
and the monochromator. The use of a CCD camera yields less stringent calibration
procedures [18].

8.3.8 Streak Camera and Up-conversion: A Comparison

After having presented the main features of the streak camera and up-conversion
technique, it can be interesting to evidence their differences and complementarities.
The type of experimental information that can be extracted from both systems,
namely, the photoluminescence dynamics, is in practice, similar. Nevertheless, the
precise experimental conditions will eventually determine the more suitable system
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for a particular need. The most striking difference between the two techniques
concerns the demand in preparation and operation of the systems. It is undeniable
that the up-conversion technique requires both lengthy and careful calibration
procedures in addition to long measurement times linked to its mono-channel
character and small effective quantum efficiency. Individual acquisitions are needed
for each point of a PL dynamics at a single wavelength. The reconstruction of a
full dynamics of an entire spectrum can be extremely time consuming. Conversely,
all this information is obtained with a single exposure with a streak camera.
On the other side, the up-conversion technique can offer both superior temporal
resolution, being limited in principle by the sole laser pulse width, and a much
greater dynamic range. High electron densities, and phosphorous screen saturation
phenomena represent instead the main limitation affecting the time resolution
and dynamic range in streak cameras. Moreover, if photoluminescence signals
of wavelengths longer than the available photocathodes’ detection limits have to
be measured, or strictly resonant excitation condition has to be used, the up-
conversion technique remains, up to now, the only possible solution (for instance,
with the LiO3 system presented here, no drop of the sensitivity is observed up to
�Lum � 2�m). Moreover, when polarization analysis is required, the up-conversion
system provides polarization resolution with a very high rejection, comparable to
the best Glan-Taylor analyzer, without any additional signal loss. Finally, financial
arguments might also play a non-negligible role considering the much heavier
investment demanded for a streak camera system.

8.3.9 Application Examples

Figure 8.7 presents a few typical experimental results obtained with the
up-conversion technique. Figure 8.7a, b shows the application of this technique
to the study of InGaN semiconductors grown by MBE, characterized by emission
wavelengths up to 1:8 �m. Although InGaAs photodiodes can be used for detecting
time-integrated PL, the up-conversion represents the only available solution to
acquire time-resolved data with picosecond time resolutions. The carrier dynamics
was characterized using for sample excitation the 1.2-ps excitation pulses generated
by a mode-locked Ti-doped sapphire laser with a repetition frequency of 80 MHz
with an excitation wavelength set to �exc � 800 nm. The detection was performed
with the up-conversion technique using LiO3 as the nonlinear crystal. The
sum frequency signal was dispersed by a monochromator and detected by a
photomultiplier tube linked to a photon-counting system. Figure 8.7a reproduces
the time-integrated spectra obtained at T D 20K of samples containing a variable
composition of Ga, showing a band-gap wavelength for pure InN, centered on
� � 1:55 �m. Figure 8.7b reports the PL spectra obtained at different time delays
for the sample containing 17% of Ga. This experiment allows the observation of
the thermalization of the hot carriers generated by the 800-nm laser pulse [21]. The
energy peak of the spectra during the first picoseconds shows a pronounced blue
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shift with respect to the time-integrated spectrum. As the delay time increases, we
observe a progressive red shift of the instantaneous PL spectral peak, reflecting
the hot carrier relaxation dynamics and the progressive reduction of the band-
filling effect as the photoexcited carriers recombine. By fitting the high-energy tail
of each delayed spectrum with an exponential function, it is possible to extract
the instantaneous carrier temperature and evaluate the time necessary for the hot
carriers to reach thermal equilibrium at T D 20K [21].

Figure 8.7c, d reports an application example of the two-color up-conversion
technique used for the investigation of InAs Stranski—Krastanov quantum dots
under strictly resonant excitation conditions at cryogenic temperatures. The sample
presented was grown by MBE and consists of ten layers of quantum dots separated
by 8-nm GaAs barriers. They are located in a Bragg mirror microcavity in order
to better extract the emitted photons and reduce the emission solid angle [22]. The
strictly resonant conditions allow the selective excitation of the fundamental energy
level of a quantum dots family. The observed PL spectrum (Fig. 8.7c) shows a much
narrower spectral emission compared to the non-resonant excitation, and coincides
with the exciting laser spectral width. These observations demonstrate that at low
temperature, no charge transfer occurs between different dots belonging to either the
same or different planes. Figure 8.7d reports the correspondent PL dynamics of the
quantum dots fundamental states under non-resonant and strictly resonant excitation
conditions. The intensity peak observed during the first picoseconds of the resonant
dynamics is due to the laser scattering from the sample surface. Under resonant
conditions, the carriers are directly photogenerated on the dot fundamental energy
level, where they remain confined. The dynamics allows the direct determination
of the exciton radiative lifetime. The slightly longer PL decay time observed under
non-resonant conditions reveals the contribution to the PL dynamics of the carrier
relaxation processes in the quantum dots [22].

8.4 Pump and Probe Time-Resolved Spectroscopies

The pump and probe technique is a straightforward and one of the most widely
used ultra-fast spectroscopic techniques offering high temporal resolution, large
sensitivity and signal-to-noise ratio. Under the same name fall several different
spectroscopic techniques linked by a common fundamental principle. The basic idea
is to use two ultra-fast light pulses, the pump and the probe one, to respectively
first perturb the sample, and second to sense the perturbation effects by monitoring
the changes induced on the probe beam interacting with the sample (Fig. 8.8). The
arrival of the pump beam is used to define the origin of the time creating the
perturbation and its effect can then be monitored at different pump–probe time
delays by sending the probe beam through an optical delay line. The temporal
variation of the perturbation effects can, therefore, be reconstructed with a temporal
resolution defined by the probe pulse width and a sampling accuracy determined by
the precision of the delay line step.
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Fig. 8.8 Typical realizations
of the pump–probe
experiment: (a) Differential
transmission setup with
lock-in detection in double
modulation. (b) Experimental
realization for pump–probe
dichroism or Faraday rotation
measurements

The first fundamental assumption to the interpretation of pump and probe results
is the hypothesis that the intensity of the probe beam is low enough not to influence
the measurement: the result has to be verified to be independent from the probe
intensity while still conserving a reasonable signal-to-noise ratio. This means that
the excited system response is still linear with respect to the probe. Second, it
is important to achieve a correct spatial overlap of the pump and probe beam in
order to ensure that the probe senses a homogeneously perturbed region (since
the sample response is in general non-linear). To this purpose, spatially narrower
probe spot sizes, about half in diameter, compared to the pump ones are typically
used. A variation to this experiment consists in the measurement of the spatial
diffusion of the pump-induced perturbation in addition to its temporal evolution.
In this case, the probe beam optics is mounted on a precision x–y translation
stage, allowing the record of a two-dimensional map of the perturbation spatial
extent. Finally, it is worth noting that although the pump and probe technique is an
ultra-fast spectroscopic tool, it does not require fast detectors. Similarly to the up-
conversion technique (Sect. 8.3), the experiment is repeated for any delay several
times (millions times per second in the case of high-frequency mode-locked lasers)
and the averaged response of the detector is then recorded.

The pump–probe interaction is, in a classical description, a nonlinear optical
process whose resulting signal is proportional to the third-order optical suscepti-
bility of the material: the experiment involves the evaluation of the probe signal
variation induced by the pump beam intensity. It is assumed usually that the material
polarization EP D "0� EE can be expressed in terms of the Taylor series with respect
to the electric field as

EP D "0


�.1/ EE C �.2/ EE EE C �.3/ EE EE EE C : : : �; (8.12)
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where �.1;2;3/ represent, respectively, the linear, second-order and third-order
susceptibility of the material and "0 the vacuum dielectric constant. If we consider,
for the sake of simplicity, only centrosymmetric materials, the second-order
susceptibility �.2/ disappears for symmetry considerations. The total electric field
writes Etotal D RefEp.!p/ei!pt C Epr.!pr/ei!prt g, where the pump and probe fields
are labeled Ep and Epr, respectively. By injecting Etotal into the preceding equation
and considering only the terms radiating at the probe frequency, it is straightforward
to identify that the term describing the probe variation under the influence of the
pump signal is the third-order polarization EP .3/ / �.3/Ip EEpr, where Ip is the pump
intensity. Since the material complex refractive index Qn is linked in a dielectric
material to the susceptibility through ".!/ D 1C�.!/ D Qn2.!/ D Œn.!/C i�.!/	2

(where n and � represent, respectively, the real and imaginary parts of the complex
refractive index Qn/, the nonlinear polarization at the probe frequency induces a
corresponding variation on Qn. The real and imaginary parts of the refractive index,
being related through the Kramers–Krönig relations, are mutually influenced, and
the pump–probe experiment results depend on the whole Qn. Nevertheless, if the
probe beam frequency !pr is coincident or close to a material transition (!pr � !0
in Fig. 8.9), the effects on the probe signal will be dominated by the variation of
the absorption coefficient �˛ / ��. On the contrary, if !pr senses a transparency
region of the material (!pr � !1 in Fig. 8.9), the measurement will be dominated
by the variation�n of the real part of the refractive index.

If the pump and probe experiment measures the pump-induced variation of the
material absorption in reflection or transmission, the experiment is respectively
termed differential transmission and differential reflection (see Sect. 8.4.2). If the
polarization of the pump and probe beams is taken into account, the experiment
may also reveal induced dichroism or birefringence (see Sect. 8.4.3). Depending
on the symmetry of the global system, the dichroism can be either linear or
circular, signifying, respectively, a different absorption coefficient for orthogonally
linearly .�x ¤ �y/ or orthogonally circular .�C ¤ ��/ polarized probe beams.
Correlatively, linear or circular birefringence phenomena (nx ¤ ny and nC ¤ n�,
respectively) can be as well induced [23, 24]. Often time-resolved pump and probe
experiments make use of sub-picosecond laser pulses, characterized by a consider-
able spectral width (�E � 20meV for 100-fs pulses), which unavoidably covers

Fig. 8.9 Pump-induced
changes of the real and
imaginary parts of the
refractive index for a
homogeneously broadened
transition described by a
Lorentz oscillator. The
shaded regions correspond to
the position and spectral
width of the probe signal
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both transparency and absorption regions: absorption, dichroism, and birefringence
phenomena coexist, and it is the detection method which has to be adapted to the
demanded analysis [24–26].

8.4.1 Probe Characteristics and Detection Techniques

The spectral characteristics of the probe beam are chosen according to the experi-
mental needs and can be either narrow or have a broad spectral width. The former
kind of probe beam is used if a particularly narrow discrete spectral level has to
be selectively probed avoiding the contribution of near states. Typical examples
are studies of the absorption or the induced dichroism of quantum dots [27] or
defect-bound states. The same frequency for pump and probe beam is often used
(“one-color” pump and probe experiments). In this case, the same laser source is
split in appropriate proportion in the two beams and a delay line allows the tuning
of the time delay between the pump and the probe. In the cases where the analysis
is needed on a wide spectral region, spectrally broad signals with relatively flat
intensity distribution can be generated by sending high peak-power laser pulses on
liquids, glasses, or non-linear optical fibers [28]. The generated signal, the so-called
continuum, typically appears as white light; it can be spectrally filtered to the desired
wavelength range and makes possible the record of transient absorption phenomena
simultaneously at different wavelengths using, in general, a CCD camera. A few
typical examples of applications in semiconductor physics are the measurement of
carrier distribution, relaxation dynamics, and exciton screening or formation times
under non-resonant excitation [29–31].

In order to achieve the best sensitivities, lock-in synchronous detection is often
used along with an optical chopper. The chopper normally modulates the pump
beam and is used as synchronization signal for the lock-in amplifier. The probe
signal is measured with a photodiode or a photomultiplier tube linked to the lock-in
input. The result is directly proportional to the transmission (reflection) difference
of the probe with and without the presence of the pump. For superior signal-to-
noise ratio, a double frequency modulation technique is usually employed [32]. Both
pump and probe beams are modulated by a mechanical light chopper at two different
frequencies, respectively, fpump and fprobe. The resulting probe variations, detected
by a photodiode or a photomultiplier tube, will bear the signal S.t/ at both the sum
and difference frequenciesS.t/ / cosŒ2�.fprobe�fpump/	CcosŒ2�.fprobeCfpump/	,
and the demodulation to retrieve the signal can be performed on either of the
two frequencies. This yields (1) an improved sensitivity and (2) the elimination of
measurement of the pump stray light scattered into the probe propagation direction:
only the cross-correlated signal between pump and probe is measured. Care has
to be taken, like in any lock-in detection experiment, to avoid the demodulation
frequency to correspond to a multiple or divisor of the main frequency: the fpump and
fprobe frequencies are chosen to be incommensurable. Signal variation of the order
of 10�5 can thus be routinely detected. As the frequencies achievable by mechanical
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choppers are at most a few kilohertz, acousto-optic modulators (photo-elastic modu-
lators in case of polarization-dependent experiments), with modulation frequencies
of up to the MHz region, can be additionally employed to improve the signal-to-
noise ratio. This third light frequency modulation fMHz can be added at the laser
output before generating the pump and probe signal. Then a two-step demodulation
protocol is used: the first stage demodulates the high-frequency modulation, while
the second stage demodulates the remaining signal at fpump˙fprobe. By shifting the
signal at higher frequencies, laser intensity instabilities, mechanical vibrations, and
the 1=f component of the noise are considerably reduced.

Balanced photo-detection technique (optical photodiode bridge) is another detec-
tion scheme commonly adopted if great sensitivity and low signal-to-noise ratio are
required. This technique is implemented by using two photodiodes connected in
such a way that their photocurrents cancel if submitted to the same signal intensity.
Usually, in order to compensate the non-identical sensitivity of the detector or the
non-perfectly equal intensities of the signals, signal compensation means such as
variable neutral density filters are utilized (nulling the optical bridge). The output
of the balanced bridge is, therefore, zero until a mechanism modifies one beam (the
signal one) with respect to the reference one. A net signal appears then on the output.
This scheme is particularly useful, for instance, in polarization-dependent pump–
probe experiment (dichroism or birefringence-induced polarization rotation): the
polarization components of the probe beam are separated and simultaneously sent to
the optical bridge. A polarization-dependent differential absorption will unbalance
the bridge and appear as a signal. One of the advantages of the method is that the
background and electronic noise are automatically subtracted, provided that the two
bridge photodetectors are selected to be nearly identical.

These sensitive lock-in-based measurement techniques are, however, bound to be
limited to a narrow wavelength range as the detection is performed by photodiodes
or photomultiplier tubes. It is often of crucial importance to accompany the
dynamical information with a spectral analysis of the probe modification by using a
spectrometer coupled to a CCD camera or a photodiode array. This technique has the
non-negligible advantage of offering the simultaneous measurement of the transient
at different wavelengths.

It is known that in a pump–probe experiment, measurement artifacts can appear
due to coherent interactions between the pump and probe pulses for small pump–
probe relative delays. In practice, these artifacts overlap with the signal, making
extraction of the desired information difficult. A simple solution consists in the
comparison between co-polarized and cross-polarized experiment results. This is,
however, not possible in the case where polarization-dependent phenomena have to
be investigated as the researched effects cannot be isolated. Another more complex
technique consists in the separate measurement of the isolated coherent artifact
emerging at a different angle [33], which is then subtracted from the raw. Other
artifacts may arise from the Fabry–Perot interferences between the front and back
faces of the sample [31]. In this case, antireflection coatings can be employed to
minimize the interference fringes. On the contrary, putting a sample in an optical
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cavity can enhance the sensitivity of the pump–probe experiment due to the probe
multiple reflections inside the sample [34].

8.4.2 Time-Resolved Differential Absorption and Dichroism
Experiments

In the case of semiconductor physics, the differential absorption technique relies
on the absorption modification by the pump-generated carriers due to the Pauli
exclusion principle. The experiment usually consists in exciting the material with
laser pulses, creating a nonequilibrium carrier distribution reflecting the energy
profile of the pump pulse. The excess carriers affect, in turn, the optical properties
of the material through the complex index of refraction determining the absorption
coefficient [30, 31, 35, 36].

In a simple approach, neglecting excitonic contributions and considering a direct
band-gap semiconductor, the pump-induced change in the absorption coefficient
˛ can be expressed as ��˛.�t; �/ D ˛0.fe C fh/, where ˛0 represents the
absorption coefficient of the unperturbed sample, and fe and fh are the electron and
hole population distributions. The pump-generated carriers subsequently modify
their energy distribution and will eventually thermalize with the lattice as the time
progresses due to different phenomena such as carrier–carrier interactions or phonon
emissions. Therefore, for a given pump wavelength of spectral width��, the pump
perturbation may also have repercussions on a broader energy range. By choosing a
suitably large spectral width of the probe beam and by varying the pump–probe
delay �t , the population dynamics can be thus reconstructed. In practice, it is
the amplitude of the transmitted (or reflected) probe, as a function of the arrival
time after the pump, which is measured providing insight into the lifetime and
recombination dynamics of the photogenerated carriers.

For instance, in the case of transmission geometry, the differential absorption
�˛ D ˛p � ˛0 (where ˛p and ˛0 are, respectively, the sample absorption coefficient
with and without the pump) can be related to the corresponding transmission �T
by6 �˛ D �1=LŒln.1 C �T=T /	, where L is the thickness of the layer of
interest [29–31]. Figure 8.10 illustrates the use of the pump and probe technique
to measure the fast relaxation times of non-thermal photoexcited carriers in GaAs
quantum wells [29]. In the experiment, the well absorption changes are monitored
with a few tens of femtosecond resolution over a wide energy range, which
allows a temporal and spectral analysis of the relaxation of hot photogenerated
carriers. The sample consists of 65 9.6-nm wide GaAs quantum wells separated
by 9.6-nm AlGaAs barriers. The pump and probe beams are derived from a white-

6For small signal variations, this equation can be approximated to �˛ Š �1=L.�T=T0/, stating
that a measurement of the differential transmission is directly related to the absorption coefficient
variation.
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Fig. 8.10 Room temperature
differential transmission
spectra of GaAs/AlGaAs
quantum wells taken at
different pump–probe delays.
The detail of the pump signal
is reported at the bottom of
the graph [29]. XHH and
XLH correspond,
respectively, to the fundament
heavy and light hole exciton
transitions. Reprinted figure
with permission from W. H.
Knox, C. Hirlimann, D. A. B.
Miller, J. Shah, D. S. Chemla,
C. V. Shank, Phys. Rev. Lett.,
56, 1191 (1986). Copyright
(1986) by the American
Physical Society. http://link.
aps.org/doi/10.1103/
PhysRevLett.56.1191

light continuum. The former is passed through an interference filter to tailor its
spectral width and energy position. The pulse is centered on 1.51 eV, i.e., above
the lowest heavy- and light-hole transition energies, and focused to a �20 � �m
spot size. A white-light continuum of �50 � fs pulse width is used to probe
the absorption dynamics over a 150-meV spectral range. Figure 8.10 presents the
differential transmission spectra, from negative to positive pump–probe delays,
showing snapshots of the thermalization process: the transmission increase near the
fundamental excitonic transition is delayed compared to the variation observed near
the pump energy, proving that the exciton absorption bleaching [31] occurs after the
carrier thermalization and the filling of the lower-lying band states [29].

Differential absorption experiments can be performed as well as a function of
the pump and probe beam polarizations providing information on the transient
dichroism induced by the pump in the sample [37–39]. In this case, information on
the carrier spin dynamics in addition to simple population dynamics can be extracted
by monitoring the absorption variations as a function of the relative pump and probe
beam polarizations. As an application example, we show in Fig. 8.11a the time-
resolved differential absorption technique used to measure the heavy-hole exciton
spin relaxation in GaAs/AlGaAs superlattices. The circularly polarized pump and
probe beams are generated by a 1-ps mode-locked dye laser and are respectively
tuned to and slightly below the heavy-hole transition. Figure 8.11a shows the
temporal evolution of the right (�C) and left (��) circularly polarized differential
transmission probe signals after a right circularly polarized pump beam. The

http://link.aps.org/doi/10.1103/PhysRevLett.56.1191
http://link.aps.org/doi/10.1103/PhysRevLett.56.1191
http://link.aps.org/doi/10.1103/PhysRevLett.56.1191
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Fig. 8.11 (a) Temporal evolution of the polarization-dependent differential transmission signal
probe slightly below the heavy hole transition in a GaAs/AlGaAs superlattice at T D 4K [37].
The pump is �C polarized. Reprinted figure with permission from S. Bar-Ad, I. Bar-Joseph, Phys.
Rev. Lett., 68, 349, (1992). Copyright (1992) by the American Physical Society. http://link.aps.
org/doi/10.1103/PhysRevLett.68.349 The effect relies on the polarization-dependent exciton non-
linear absorption saturation under resonant excitation. (b) Photo-induced dichroism experiment:
Experimental measurement at T D 2K of the temporal evolution of InAs/GaAs quantum dots
dichroism revealing a nonzero value after the trion recombination time. The repetition frequency
of the experiment is �80MHz so that the resident hole spin is not fully relaxed before the next
pulse excites the sample. This measurement reflects the long spin lifetime of the resident hole
[27]. Reprinted figure with permission from B. Eble, C. Testelin, P. Desfonds, F. Bernardot,
A. Balocchi, T. Amand, A. Miard, A. Lemaı̂tre, X. Marie, and M. Chamarro, Phys. Rev. Lett.,
102, 146601 (2009). Copyright (2009) by the American Physical Society. http://link.aps.org/doi/
10.1103/PhysRevLett.102.146601

analysis of the temporal evolution of the intensity difference of the two orthogonally
polarized probe beams, which is proportional to the population difference between
right and left circular excitons, gives insight into the spin dynamics governing the
heavy-hole exciton transition [37].

These types of differential absorption experiments monitor the transient
dynamics of the pump photogenerated carriers while still present in the sample.
In other words, the probe senses the dynamics of externally created carriers in
the sample “environment.” A very useful feature offered by the pump–probe
technique is the possibility of sensing the modifications imparted on the sample
under the action of the pump, and as such, also after the pump-generated carriers
have disappeared: the probe senses here the result of the previous presence of the
pump on the sample. For instance, information can be imprinted on the sample
through the photogenerated carriers, encoded, for example, in the form of carriers
spin through optical orientation experiments. This information can be transferred
to the intrinsically present charges, or to nuclear or magnetic impurity spins, and
might then persist long after the photogenerated carriers have recombined [26, 27].
The role of the probe beam is here to determine the lifetime and the dynamics of
the written information.

A typical example of this application is the photo-induced dichroism experiment
presented in Fig. 8.11b [27]. Here, the pump beam prepares the system, a p-doped

http://link.aps.org/doi/10.1103/PhysRevLett.68.349
http://link.aps.org/doi/10.1103/PhysRevLett.68.349
http://link.aps.org/doi/10.1103/PhysRevLett.102.146601
http://link.aps.org/doi/10.1103/PhysRevLett.102.146601
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quantum dot ensemble, with a preferential carrier spin orientation. The linear
probe beam experiences here a different absorption for its circular polarization
components. The measurement of the intensity imbalance is proportional to the net
spin polarization created in the system. This photo-induced dichroism measurement
is applied to the study of the resident hole spin relaxation due to hole–nuclei
interaction in InAs quantum dots. The sample consist of 30 planes of InAs/GaAs
quantum dots p-modulation doped with carbon delta doping ensuring, on average,
the presence of a single resident hole per dot of random spin orientation. The pump
and probe beams are provided by a mode-locked Ti:sapphire laser. A photoelastic
modulator oscillating at 42 kHz is used to modulate the polarization of the pump
beam between circular right and left polarizations. The probe beam is instead
linearly polarized. The probe circular polarization components’ intensities are
measured after the transmission through the sample with a balanced optical bridge.
Due to the optical selection rules, the pump beam selectively generates positive
trions with a preferential orientation of the electron spin. Due to the fast electron–
nuclei hyperfine interaction, the electron flips its spin before the trion radiative
recombination: this effectively leaves the quantum dot with a resident hole with
an opposite spin orientation compared to that before the excitation. This spin-
cooling preparation mechanism effectively unbalances the population of spin-up
to spin-down resident hole quantum dots. Due to the Pauli principle, the resonant
linearly polarized probe will, therefore, experience a difference in the absorption
coefficients of its left and right circularly polarized components. The measurement
of the persistence of this absorption unbalance after the trion recombination time
is a direct estimation of the resident hole spin dephasing time due to the hyperfine
interaction with the nuclei, which occurs on a time scale of �10 ns.

The pump and probe technique is, therefore, a fundamentally different spec-
troscopic tool compared to photoluminescence techniques. The latter relies on the
presence of photogenerated carriers and the results are principally sensitive to the
energetically lower-lying states. The pump and probe technique can instead sense
any of the available states falling in the probe energy profile and, relying on the
absorption, is sensitive to the available density of states. Finally, as just mentioned,
the probe beam can be used to analyze the persistence of pump-imprinted features
even for times longer than the photogenerated carriers’ lifetimes (which is seldom
achievable with photoluminescence techniques).

8.4.3 Faraday and Kerr Rotation Spectroscopy

“Optically active” materials exposed to a magnetic field cause linearly polarized
light traversing them to rotate its axis of polarization. This phenomenon, known
under the name of Faraday effect, is the consequence of an induced inequality of
the material refractive index for left (nC) and right (n�) circularly polarized light,
termed circular birefringence. This difference is wavelength dependent and propor-
tional to the material magnetization and its thickness. The material magnetization
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is usually induced by external magnetic fields. In the case of optical orientation
experiments in non-magnetic semiconductors however, the polarization state of the
incident light can photogenerate carriers with a preferential spin orientation thanks
to the optical selection rules [40] which, in turns, creates a net magnetic moment
within the sample. This will similarly cause a dissymmetry on the sample refractive
indices nC and n�. The opposite helicity components of a linearly polarized light
signal will experience, therefore, a relative phase shift which is at the origin of the
rotation of the linear polarization direction according to

�F.!/ D !L

2c
.n� � nC/: (8.13)

The amount of the probe polarization rotation is proportional to the carrier spin
orientation in the sample: the spin-polarized photogenerated carriers reduce the
optical transitions preferentially for one circularly polarized component of a linear
probe. The difference in the absorption causes, through Kramers–Krönig relations,
a difference in the respective refractive index at the origin of the rotation of the linear
polarization direction. A measurement of the time evolution of the polarization
rotation angle proportionally reflects, therefore, the temporal evolution of the carrier
spin polarization degree [25]. If the variation of the probe polarization state is
monitored in reflection or transmission spectroscopy (Fig. 8.8b), the experiment is
termed Kerr and Faraday rotation, respectively [23, 41, 42]. This last terminology
is used whenever a polarization change is experienced by the probe signal, even
without the presence of an external magnetic field as, for instance, in optical
orientation experiments.

The light-induced Faraday (Kerr) rotation is an extremely sensitive spectroscopy
tool for the detection of very small carrier spin polarization. The typical experimen-
tal setup for Faraday rotation is, in its main aspects, identical to the polarization-
dependent differential absorption, as presented in Fig. 8.8b. Circularly polarized
pump and linearly polarized probe beams are sent onto the sample. After transmis-
sion through the sample, the probe beam is projected on two orthogonal polarization
directions having equal intensity without the presence of the pump. The difference
in their intensities is measured typically in an optical bridge or simultaneously
spectrally resolved on a CCD camera on different pixel lines. Typical magnitudes
of the rotational angles for semiconductors are generally between 10�4 and 10�3
degrees, with resolution up to 10�6 degrees using the balanced photodiode bridge
technique [26].

As an application example, we show in Fig. 8.12a the use of the time-resolved
Kerr rotation technique applied to the measurement of the electron Landé g-factor
in thin films of dilute nitride GaAsN [43]. The sample consists of a 190-nm-thick
GaAs0:991N0:009 layer grown on a semi-insulating (001)-oriented GaAs substrate by
molecular beam epitaxy. The time-resolved Kerr rotation experiment was carried
out at room temperature and the sample was excited at near-normal incidence
with a degenerate pump and delayed probe pulses from a Coherent mode-locked
Ti:sapphire laser delivering 120-fs pulses at 76-MHz repetition frequency. The
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Fig. 8.12 (a) Conduction band electron Quantum Beats measured by Kerr rotation on a thin
GaAs0:991N0:009 layer at room temperature at different external magnetic fields perpendicular to
the excitation and sample growth direction [43]. At B D 2T, we deduce that the electron Zeeman
splitting is about 4:4�eV. (b) Mn2C ion magnetic moment Quantum Beats measured at T D 4:6K
in Mn doped ZnCdSe/ZnSe quantum wells under an external magnetic field B D 2T applied
perpendicular to the excitation and sample growth direction [44]. Reprinted figure with permission
from S. A. Crooker, J. J. Baumberg, F. Flack, N. Samarth, and D. D. Awschalom, Phys. Rev. Lett.,
77, 2814 (1996). Copyright (1996) by the American Physical Society. http://link.aps.org/doi/10.
1103/PhysRevLett.77.2814. The conduction electron beats are also clearly visible for time delays
below 25 ps

pump beam is modulated between left and right circular polarization by a 50-kHz
photoelastic modulator, and the probe linear polarization rotation is detected through
a lock-in amplifier. The pump pulse creates a net conduction band electron spin
polarization thanks to the optical selection rules [40] inducing a circular birefrin-
gence. The probe polarization rotation �K at different pump–probe delays �t is a
direct measurement of the conduction band electron spin dynamics. The application
of an external magnetic field B perpendicular to the laser excitation direction
induces the Larmor precession of the conduction band electron spin reflected by
the oscillation of the Kerr signal (Quantum Beats). The temporal variation of the
Kerr signal provides a measurement of the Landé g-factor and the conduction band
electron spin dephasing time 
s through the equation

�K.�t/ D Ae��t=
s cos.2��L�t/; (8.14)

where A is a constant and �L D g�BB=h is the Larmor precession frequency (�B

being the Bohr magneton and h the Planck constant). The electron Zeeman splitting
is thus measured with high accuracy, and the g factor deduced.

Figure 8.12b [44] presents an example of a Faraday rotation experiment
applied to the measurement of the electron spin resonance of Manganese ions
in ZnCdSe/ZnSe multiple quantum wells containing Mn2C ions. The experimental
technique is similar to the Kerr rotation previously described. A circularly polarized
120-fs pulse-width pump beam, traveling along the sample growth axis z and tuned
to the electron heavy-hole transition, injects spin-polarized electrons and holes into
the sample. The application of an external magnetic field perpendicularly to the
sample growth causes the precession of the photogenerated carriers according to

http://link.aps.org/doi/10.1103/PhysRevLett.77.2814
http://link.aps.org/doi/10.1103/PhysRevLett.77.2814
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their respective Larmor frequencies. The Larmor precession is measured through the
period of the oscillations of the rotation imparted to the direction of the polarization
of a linearly polarized probe in transmission geometry (Quantum Beats measured in
Faraday rotation). The observation of the probe rotation oscillations after the recom-
bination of the photogenerated carriers shows a characteristic period corresponding
to the Mn2C ion g-factor g D 2:0. This result is interpreted as the Larmor precession
of the Mn2C ions magnetic moment around the direction of the externally applied
magnetic field. The Mn2C ions magnetic moment, misaligned from its original
direction parallel to the external magnetic field, thanks to the spin-torque induced
along the magnetic field created by the photogenerated carriers, freely precesses for
several hundreds of picoseconds after the carriers’ recombination.

To conclude this non-exhaustive overview, let us briefly mention multiple-beam
pump–probe experiments frequently employed in semiconductor physics:

1. In spin-grating experiments [45–47], two synchronous pump pulses create a tran-
sient carrier density grating on the sample, by which the probe is subsequently
diffracted. These experiments are sensitive tools for the probe of the carrier
population or spin diffusion in the sample.

2. In four-wave mixing experiments [48, 49], the two pump pulses impinge on
the sample at different time delays. These experiments allow measuring the
polarization decay of the sample once excited by the first pulse. Moreover, time-
resolving the differential signal by up-converting it gives additional information
on the nature of the physical process (free induction decay versus photon echo
corresponds, respectively, to homogeneous versus inhomogeneous system) [50].
All these techniques rely on the nonlinearity, induced in particular by �.3/, of the
optical response of the sample.

8.5 Time-Correlated Single-Photon Spectroscopy

A well-established technique for the measurement of luminescence dynamics is
the time-correlated single-photon counting (TCSPC). It represents a very versatile
tool suitable for the time-resolved spectroscopy studies from the ultra-fast domain
(picosecond scale) up to the millisecond regime. This measurement method, based
on the counting of single photon events, is statistical in nature. In order to acquire a
statistically significant number of events in a short time, TCSPC is ideally coupled to
the high-frequency mode-locked lasers as excitation source. The working principle
can be schematically outlined as follows when operating with a pulsed laser (see
Fig. 8.13): for each single pulse, the START signal can be triggered by an auxiliary
photodiode which detects some fraction of the excitation laser pulse. The first
luminescence photon arriving at the detector triggers the STOP signal. For the
detected photon, the time elapsed between the reference signal and the photon
arrival instant is measured. The histogram of the number of counts is, therefore,
progressively constructed. One count is added in the histogram to the memory
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Fig. 8.13 Schematic representation of the START–STOP technique operation under pulsed
excitation

corresponding to the time slot (the channel) determined by the elapsed time. These
same steps are repeated a very large number of times (millions per second in case
of mode-locked lasers). Due to the random character of the spontaneous emission,
the obtained histogram (number of photons counted as a function of the START–
STOP time interval) is a reconstruction of the luminescence dynamics. As the
technique relies on single photon measurements, it is very sensitive. However, it is of
capital importance to ensure that the signal intensity is low enough to avoid multiple
photon events. A distorted dynamics will otherwise be measured due to the “pulse
pile-up” leading to a saturation of the number of counts per channel. As a practical
rule, the photon detection rate is kept to a few percent of the reference signal
rate. Photodetectors with high gain and fast response times, such as micro-channel
plates, photomultipliers, and avalanche photodiodes, are therefore necessary to feed
a detectable electrical signal to the START–STOP electronics and to achieve high
temporal resolution.

8.5.1 TCSPC Setup and Electronics Components

A schematic diagram of a typical TCSPC setup is presented in Fig. 8.14a. The
excitation source is separated into two beams by a beam splitter (BS). The first
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Fig. 8.14 Setup and detection principles of the START–STOP technique. (a) Implementation of
the experiment. (b) Principle of the TCSPC

beam constitutes the reference signal, detected by a fast photodiode. The second is
used as excitation for the photoluminescence, which is then collected by a system
of lenses and dispersed by a monochromator. Finally, the light pulse will reach the
detector with a certain delay compared to the reference signal. At this point, the
light signals are converted into their electrical counterparts and fed to the START–
STOP electronics. The reference and luminescence electrical signals generated by
the detectors are sent to the start and stop inputs, respectively, where a constant
fraction discriminator (CFD) evaluates their intensity with respect to set noise and
multiple event levels. Only signals larger than the minimum and lower than the
estimated double photon occurrence levels proceed further: this effectively removes
low-intensity electrical noise from the signal. At this point, the electrical pulses are
shaped into standard short rectangular signals (� 10 ns TTL pulses). A delay stage
is then used to shift the entire measurement into the detection temporal window, as
the latter can be considerably smaller than the laser repetition period. Both signals
subsequently reach the time-to-amplitude converter (TAC). The TAC (Fig. 8.14b)
can be viewed as a high precision stopwatch: the reference pulse provides the start
signal, whereas the luminescence pulse associated with one single photon emission
gives the stop time. It is important to note that reference and luminescence signals
are not simultaneous. At the start pulse arrival, the TAC begins charging a capacitor
until the stop pulse reaches itself the TAC. Thus, the time elapsed between the
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start and stop is proportionally converted into the amplitude of an analog voltage.
A single count (corresponding to the detected photon) will then be assigned to
the memory channel corresponding to the time slot ti determined by the TAC-
generated amplitude digitalized by an analog-to-digital converter. The repetition
of this sequence generates the histogram of the photon counts versus arrival time,
effectively reproducing the luminescence dynamics.

This counting method constitutes the forward measuring method. In case of
very low signals, it may occur that no luminescence signal reaches the detector for
several start signals. In order to decrease the operating charge of the electronics, the
counting system can be operated in the reverse mode, namely, in the STOP–START
method. The role of the reference and luminescence signals is interchanged: even if a
very low photon flux is generated as luminescence, the TCSPC electronics is started
only when a photon issued from the sample reaches the detector, and it is stopped by
the subsequent reference signal. The TCSPC software usually automatically adjusts
the representation of this inverted histogram to show the luminescence dynamics
correctly. The advantage of the reversed mode is that it considerably reduces the
dead time of the electronics. In the normal operation mode, this corresponds to
the accumulation of scans where no PL photons are detected, up to the capacitor
maximum charge where the system is then reset, fixing the upper temporal limit.

A few drawbacks of this technique have to be highlighted. In addition to the
modest time resolution (a few tens of picoseconds typically, see Sect. 8.5.2), the
low count rate demanded to fulfill the single photon event condition often imposes
long acquisition times: care has to be taken on the excitation laser drifts among
other factors reducing the accuracy of the measurement. Moreover, as for the
up-conversion technique, the single channel nature of the method requires multiple
acquisitions at different wavelengths if the full dynamics of a spectrally large signal
has to be reconstructed.

8.5.2 TCSPC Temporal Resolution and Sensitivity

TCSPC is a versatile technique capable of resolutions of a few tens of picoseconds
and suitable for measuring dynamics in a very vast temporal window, limited in
the higher range by the laser repetition frequency. Its characteristics make the
TCSPC a valuable and relatively low cost technique for ultra-fast time-resolved
photoluminescence. Its temporal resolution is determined by the convolution of the
response time of the main elements constituting the setup: the light source pulse
width, the TCSPC electronic jitter, and the detector. It is often the latter element
that sets the temporal resolution. The minimum Transit Time Spread for micro-
channel plates or the response time for avalanche photodiodes is often a few tens
of picoseconds, at least an order of magnitude greater than picosecond laser system
pulses and TCSPC electronics jitter. As said before, a histogram of the number of
detected photons (the events) as a function of time memory channel is built. The
frequency of events in each channel ti must be sufficient to reduce the statistical
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noise due to the Poisson distribution: �Ni= NNi Š 1=
p NNi , where NNi represents

the average event number in the ti time slot. On the contrary, the photodetector
dark current adds up to the signal so that the sensitivity is eventually limited by the
detector detectivity, electronics, and statistical noises.

8.5.3 Application Examples

Figure 8.15a presents an example of a photoluminescence decay time of a single
InGaAs/GaAs quantum dot isolated by use of a confocal microscope [51], measured
by the TCSPC technique. The sample is excited by a 80-MHz mode-locked
Ti:sapphire laser delivering 1.2-ps (FWHM) pulses at 867 nm, and the luminescence
intensity is dynamically recorded by a single-photon avalance photodiode (SPAD)
with 
R D 350 ps time resolution. The electrical signal generated by the SPAD is
then sent to a TCC900 Edinburgh Instrument card performing the time-correlated
single-photon detection providing 4,096 time slots (channels) and less than 25 ps
electronics jitter. The whole system is sensitive enough to detect the luminescence
dynamics of a single quantum dot filled with a single electron-hole pair. It is clear
here that the temporal resolution is limited by the SPAD constituting the “slow”
response time element of the chain. The measured lifetime is here about 
r D 1 ns.

Another application of such method is currently used to record the correla-
tion function g.2/.
/ of single photon sources. Here, the source can be either
pulsed (Fig. 8.15b) or continuous wave (Fig. 8.15c). A confocal microscope isolates
some single radiant nano-object. The detection follows the Hanbury Brown–

Fig. 8.15 (a) The low-temperature luminescence dynamics of a single InAs/GaAs quantum dot
measured by the TCSPC technique [51]. (b, c) The low-temperature autocorrelation histograms
of the exciton line in a single InAs/GaAs quantum dot under pulsed (b) and continuous wave
(c) excitation, respectively [52]. The curve (c) clearly displays a photon antibunching behavior,
characteristic of single photon sources
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Twiss scheme [52]. Two examples of g.2/.
/ correlation curves are shown in
Fig. 8.15b, c for, respectively, a pulsed and a continuous wave excitation applied
to the investigation of the luminescence properties of a single InAs/GaAs quantum
dot. The correlation time of the exciton line 
c can be extracted and the obtained
value of g.2/.0/ demonstrates the single photon source character of these quantum
dots. Here, under low excitation power, 
c Š 
r Š 1 ns, the quantum dot radiative
exciton lifetime.

8.6 Time-Resolved Optical Spectroscopy: A Synoptic
Comparison of the Different Techniques

To conclude this chapter, we propose a synoptic comparison of the characteristics of
the different time-resolved optical spectroscopic techniques presented here. In the
table below, the goodness of a characteristic is proportionally coded to the number
of star used: one star indicates “good,” whereas three stars denote “very-good.”

Technique/ Sensitivity Time Spectral Intensity Temporal System
Property resolution domain dynamics range cost

Streak camera    a b 
Up-conversion c           
Pump–probe     d    e   
Start–Stop              
aExcept in single photon counting mode
bIn triggered or dual-time base modes. In synchroscan mode it is limited to �2 ns
cExcept for the near infrared region (above �1�m) where its sensitivity is the
highest compared to other detection techniques
dLimited by the available pulsed laser wavelengths unless a white light continuum
is used
eDepending on the pump laser repetition rate
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Chapter 9
Raman Spectroscopy of Compound
Semiconductors

Jordi Ibáñez and Ramon Cuscó

Abstract Raman spectroscopy has become a widely used characterization tool
in today’s semiconductor research. In this chapter, we provide an introductory
background to the physics of Raman scattering and discuss present-day applications
of Raman spectroscopy in the field of compound semiconductor physics. Illustrative
examples of Raman studies are given on a variety of topics such as crystal quality
assessment, strain determination, alloy composition, impurities, and free-charge
characterization in doped semiconductors.

9.1 Introduction

Raman spectroscopy is a powerful spectroscopic tool for the investigation of
materials. It is widely applied in many different areas of science and technology,
from materials science, chemistry, or geology, to archeology, art identification,
or forensics. Although the Raman effect (i.e., the inelastic scattering of light by
elementary excitations in condensed matter systems) was discovered more than
80 years ago,1 Raman spectroscopy has only become widely extended after the
commercialization of inexpensive laser sources and the development of multichan-
nel detectors in the 1980s and 1990s. Raman spectroscopy has found widespread
use for the study and characterization of semiconductor materials and structures,

1Although independently discovered by Raman and Krishnan and by Landsberg and Mandelstam
(see [1, 2]), the Raman effect was named after the Indian scientist Sir C. V. Raman, who was
awarded the Nobel Prize in Physics in 1930 for this discovery.
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as it provides valuable information about the crystal quality, the strain state, or
the composition of the samples in a nondestructive and contactless way. From a
fundamental point of view, Raman scattering is highly attractive as it allows one to
investigate the lattice dynamics of semiconductors and also to probe their electronic
structure, the electron–phonon interaction, or free carrier effects.

The constant evolution of the available instrumentation, together with an ever-
increasing theoretical and analytical insight, has led to several different approaches
of Raman spectroscopy that are gaining considerable attention among researchers.
These include surface-enhanced Raman scattering, nonlinear Raman spectroscopies
(e.g., stimulated Raman scattering), scanning near-field Raman microscopy (SNOM
Raman), tip-enhanced Raman spectroscopy, or inelastic X-ray scattering. These
nonstandard methodologies will not be discussed here.

The main objective of this chapter is to present a brief overview of standard
(spontaneous) Raman spectroscopy for the investigation of compound semiconduc-
tors. The text is mainly aimed at students or researchers with no or little experience
in Raman spectroscopy whose investigations might benefit from this technique. In
Sect. 9.2, we briefly introduce the theory of Raman scattering. The selection rules for
zinc-blende and wurtzite compounds are discussed, as these are the most relevant
crystalline structures of III–V and II–VI semiconductors. After briefly describing
the most common, commercially available instrumentation (Sect. 9.3), we present
several examples of Raman spectroscopy to investigate semiconductor materials
(Sect. 9.4). The text is not restricted to any particular material system, although
special attention is paid to III–V–N materials, since these are currently attracting
a considerable deal of attention. Examples about the characterization of the crystal
quality and strain of as-grown epilayers and ion beam implanted material, impurity
incorporation, alloying effects, and the study of LO-plasmon coupling to determine
the free-carrier concentration in polar semiconductors are given.

9.2 Raman Scattering by Phonons

9.2.1 The Raman Effect

As is well known, light scatters elastically when it encounters imperfections within
a medium (single atoms, molecules, or dust particles in air, or surface roughness
and dislocations in crystalline materials). Elastic scattering phenomena, also known
as Rayleigh scattering, change the direction of propagation of light, but leave its
frequency and wavelength unchanged [3, 4]. A very small fraction of light (around
1 per 106 photons depending on the wavelength and the electronic structure of
the material) may also undergo inelastic scattering processes, generically known
as Raman scattering. Although the term Raman scattering may in principle refer
to inelastic light scattering by any elementary excitation in a medium (phonons,
plasmons, magnons, electronic and spin excitations, etc.) [3–5], here we mainly
focus on vibrational normal modes (i.e., phonons in crystalline materials and local
vibrational modes associated with impurities).
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In a first-order Raman process, a photon of energy hvi and wave vector ki
is scattered by one phonon of energy Eq D „!q and wave vector q, which is
excited or absorbed in the process. Energy and momentum are conserved, and as
a consequence, the energy and momentum of the scattered photon are given by

„!s D „!i ˙ „!q; (9.1a)

„ks D „ki ˙ „q: (9.1b)

In the previous expressions, the positive sign corresponds to phonon absorption
(the so-called anti-Stokes component), while the negative sign refers to phonon
excitation (Stokes component). In a standard Raman experiment, a monochromatic
light source (a laser) is focused on the sample; light that has undergone inelastic
scattering is collected and analyzed with the appropriate instrumentation (see
Sect. 9.3).

Typical Raman spectra show the intensity of the collected light, usually backscat-
tered radiation, as a function of the Raman shift, i.e., the difference between
the wavenumber of the incoming and the scattered radiation, .1=�i/–.1=�s/,
customarily expressed in cm�1 units. Given that photon wavenumbers, energies,
and frequencies are all proportional quantities on account of Planck’s equation
(E D „¨ D hc=�), it is clear from energy conservation (9.1a) that the Raman shift
is proportional to the energy and frequency of the excited/absorbed phonons. Thus,
in Raman scattering jargon, phonon energies and phonon frequencies are commonly
expressed in cm�1.

In conventional Raman experiments, one most often detects the Stokes compo-
nent because the probability of anti-Stokes processes is much smaller (a phonon
population must exist before the phonon can be absorbed by the incoming photon).
Since the phonon population in the lattice depends on the temperature of the sample,
the intensity ratio between the Stokes and anti-Stokes components can be used to
evaluate the temperature of layers, devices, or nanostructures [6].

One important consideration directly emerges from energy and wave vector
conservation (9.1a, b). First, note that the largest phonon wave vector accessible
in a Raman experiment is attained in a backscattering configuration, for which
ks � ki D 2 n=�i, where n is the refractive index of the medium. Consequently,
the wave vector of the excited or absorbed phonon in a one-phonon process is
q . 4 n=�i, which is much smaller than the wave vector of the phonons at the edge
of the first Brillouin zone (i.e., 4 n=�i � 2 =a0, where a0 is the lattice constant).
Thus, it can be assumed that the wave vector of the phonons that participate in first-
order Raman scattering processes is equal to zero. This implies that in a crystal
with N atoms (and, therefore, 3N normal modes of vibration), only first-order
features arising from zone-center optical modes may be expected in the Raman
spectrum. Note that zone-center acoustic phonons correspond to rigid translations
of the crystal and, therefore, the frequency of acoustic phonons with q � 0 is
vanishingly small.
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Higher-order Raman processes, in which two or more phonons are excited or
absorbed, are also possible. Since such processes are less likely, the intensity of
higher-order Raman bands is usually low. In this case, however, phonons with non-
zero wave vector can participate in the Raman scattering process provided that the
sum of the wave vectors of all phonons involved is equal to zero.

9.2.2 Macroscopic Theory and Selection Rules

Group theory allows one to classify the vibrational modes of molecules and crystals
in terms of their symmetry properties [3, 4, 7–9]. By using group theoretical
arguments, it can be shown that the zone-center optical modes of zinc-blende
crystals belong to the triply degenerate �15 irreducible representation (also denoted
�4 in Koster notation), which, as a consequence of the cubic symmetry of the zinc-
blende structure, transforms like the three components of a vector [3, 4, 7, 9]. While
cubic symmetry imposes that these modes be degenerate at q D 0 in zinc-blende
crystals, for q & 0 the longitudinal optical (LO) modes exhibit higher frequencies
than the transverse optical (TO) modes because of the additional restoring force
originated by the macroscopic electric fields associated with the longitudinal
vibrations in the polar crystal [7]. In the case of wurtzite crystals, the zone-center
optical modes can be decomposed as �opt D 2E2 C 2B1 C A1 C E1 (in molecular
notation, see for instance [3,4]). Phonons belonging to theE2 andB1 representations
are nonpolar, while those with E1 and A1 symmetry are polar modes. In the case
of A1 modes (one-dimensional irreducible representation), the atomic displacement
takes place along the c axis of wurtzite, while in E1 modes (two dimensional), the
atomic displacements are perpendicular to the c axis. Thus, for phonon propagation
parallel (perpendicular) to the c axis, the A1 modes are longitudinal (transverse),
while those with E1 symmetry are transverse (longitudinal). One of the modes with
E2 symmetry mainly involves motion of the heavy atom, and therefore it is a low-
frequency mode (E2l ). Conversely, the remaining mode of E2 symmetry involves
motion of the lighter atom, and as a consequence, it is a high-frequency mode (E2h).

Raman spectroscopy is a very powerful tool to study the symmetry of zone-
center phonons. The intensity of a given first-order Raman peak depends on the
polarization of the incoming and scattered light through the so-called Raman
tensor, the form of which is given by the symmetry of the phonon involved in
the process (i.e., it depends on the crystal structure of the material). For a detailed
discussion on the theory of Raman scattering in crystals, see for instance [3, 4].
The textbook Fundamentals of Semiconductors by Yu and Cardona [7] offers an
excellent introductory discussion of this topic.

The dependence of the Raman intensity on the polarization of the incident
and scattered light can be understood within the framework of a semiclassical
macroscopic theory of light scattering. Within this framework, the elastic scattering
of light by a material can be viewed as the emission of electromagnetic radiation by
a large ensemble of dipoles that are induced to oscillate by the incident light, i.e.,



9 Raman Spectroscopy of Compound Semiconductors 263

by an oscillating electric field E D E0 cos.ki 
 r � ¨it/ Oe i . Here, Oei is an unitary
vector indicating the polarization direction of the incident radiation. The intensity
of the light emitted by the oscillating dipoles polarized in a given direction Oes is
proportional to j Oes 
P j2, where P D �.!i ;ki/E is the polarization induced by the
incident radiation and �.!i ;ki / is the electric susceptibility of the crystal [3, 4, 10].
The form of �.!i ;ki /, which in general is a second-rank tensor, is determined by
the electronic structure of the material [4].

The inelastic scattering of light by vibrational excitations can be included in the
previous treatment by expanding the unperturbed susceptibility, �.!i ;ki /, in terms
of the normal coordinate of vibration of the ions, � D �0 cos.q 
 r �!qt/ O�, where O�
is an unitary vector parallel to the atomic displacements. Thus,

�.!i ;ki ; �/ D �.!i ;ki /C d�.!i ;ki /

d�

 � C 
 
 
 : (9.2)

By introducing this expression in the definition of P , it is found that in addition to
the elastic component that oscillates in phase with the incident radiation, the induced
polarization exhibits two different sinusoidal terms that oscillate with frequencies
! D !i˙!q and wave vectors k D ki˙q, as in (9.1). These two terms correspond
to the Stokes and anti-Stokes components of the inelastically scattered light. Within
this approach, higher-order Raman processes are described by higher-order terms in
the expansion of �.!i ;ki /.

The total intensity of light scattered by the medium and polarized in the direction
defined by the vector Oes can be obtained by calculating the time average of the power
radiated by the oscillating dipoles. By using the last term of (9.2), this leads to

I /
ˇ
ˇ
ˇ Oes 
  !R 
 Oei

ˇ
ˇ
ˇ
2 h���i ; (9.3)

where
 !R D .d�=d�/ O� is a second-rank tensor known as the Raman tensor.

The brackets represent averages over time. Equation (9.3) holds for the Stokes
component; a similar expression with h���i instead of h���i applies in the case of
the anti-Stokes component. Within the formalism of second quantization, these two
quantities can be evaluated by substituting the normal displacements � and �� by
phonon creation and annihilation operators, � and �� so that h���i D „Œn.!/ C
1	=2!q and h���i D „n.!/=2!q , where n.!/ is the Bose–Einstein occupation
factor. These expressions, together with (9.3), can be employed to evaluate the
temperature of a sample if the intensities of the Stokes and anti-Stokes components
are determined experimentally.

From the definition of
 !R , it follows that the Raman tensor transforms like

the irreducible representation of the phonon involved in the first-order Raman
scattering process. Consequently, Raman tensors for the different modes can be
constructed by using group theory techniques. In [3, 4], the tensors for the Raman-
active modes corresponding to the 32 crystal classes are listed. By using (9.3) and
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Table 9.1 Selection rules for several backscattering polarization configurations in zinc-blende
crystals

Scattering geometry TO mode LO mode

z.xy/Nz A
z.xx/Nz
z.y0y0/z A
z.x0y0/Nz
y0.z0z0/ Ny0 A
x00.z00z00/ Nx00 A A
Symmetry allowed modes are indicated with the letter A. The scattering geometry is expressed
by using Porto’s notation: in a given a.bc/d configuration, a and d denote the direction of the
incident and scattered light, respectively; b and c denote the polarization direction of the incident
and scattered light, respectively. x D Œ100	, y D Œ010	, z D Œ001	, Nx D ŒN100	, Ny D Œ0N10	,
Nz D Œ00N1	, x0 D Œ110	, y0 D Œ1N10	, x00 D Œ111	, y00 D Œ1N10	, z00 D Œ11N2	, etc. In the cubic lattice,
the x, y, and z directions are equivalent

Table 9.2 Symmetry allowed (A) Raman modes for several scattering geometries in wurtzite
crystals

Scattering geometry Raman-active modes in wurtzite crystals
E2 A1(TO) E1(TO) A1(LO) E1(LO)

z.xx/Nz A A
z.xy/Nz A
x.yy/ Nx A A
x.zz/ Nx A
x.zy/ Nx A
x.yz/y A A
Porto’s notation is used (see Table 9.1). Here, z D Œ001	 direction is parallel to the c axis of the
wurtzite structure. In the hexagonal lattice, the x and y directions, perpendicular to the c axis, are
equivalent and can be arbitrarily defined

the appropriate tensors for zinc-blende and wurtzite crystals, selection rules for
polarized Raman scattering measurements can be obtained. Tables 9.1 and 9.2 show
the selection rules for different scattering geometries in zinc-blende and wurtzite
crystals, respectively. According to the selection rules, the TO mode of zinc-blende
compounds is forbidden in backscattering experiments with incidence on (001)
faces, whereas the TO and LO modes are simultaneously observed on (111) faces.
For a more detailed discussion of the selection rules in zinc-blende materials, see
for instance [4, 7]. In the case of wurtzite compounds, it is found that the B1 modes
are not Raman active. These modes are referred to as silent modes, since they are
neither Raman nor infrared active. The E2 and A1(LO) modes can be detected in
a typical backscattering configuration with incidence along the c axis of wurtzite
and parallel polarizations. The A1(TO) and E1(TO) modes can be observed for
incidence along a direction perpendicular to the c axis, while the E1(LO) mode is
allowed in a 90ı configuration.

In order to illustrate how the selection rules are applied to identify the different
modes of a crystalline material, we show in Fig. 9.1 room-temperature Raman spec-
tra of a wurtzite ZnO crystal acquired in different polarization configurations [11].
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Fig. 9.1 Room-temperature
first-order Raman spectra of
ZnO in different scattering
geometries [11]

As expected from the selection rules, the z.xx/Nz spectrum is dominated by the two
intense, sharpE2 modes at 99 and 438 cm�1. The low-frequencyE2 mode, involving
mainly Zn motion, displays an extremely narrow Raman peak whose linewidth
is basically determined by the spectral bandwidth of the experimental setup. The
A1(LO) mode is observed as a weak band at 574 cm�1. The prominent feature
at 333 cm�1 corresponds to second-order scattering [11]. In the x.yy/ Nx spectrum,
in addition to the strong E2 modes, the A1(TO) mode appears at 378 cm�1. An
additional peak emerges at 410 cm�1 in the x.yz/ Nx and x(yz)y spectra, which is
assigned to the E1(TO) mode. Finally, the E1(LO) mode is observed at 590 cm�1
in the x.yz/y spectrum. Note that a residual intensity of the forbidden E2 modes is
seen in the x.yz/ Nx and x.yz/y spectra. Residual forbidden signals may arise from a
relaxation of the selection rules due, for instance, to lattice disorder or from a slight
misalignment of the sample surface and/or of the optical path.

9.2.3 Resonant Raman Scattering

The energy of the excitation radiation used in conventional Raman experiments is
much larger than the energy of the phonons involved, which is typically of a few tens
of meV. Thus, it is clear that direct photon–phonon interaction is not responsible for
the creation/annihilation of phonons in the inelastic scattering of light; electrons
and holes must mediate the process. From a quantum mechanical point of view,
a first-order Raman event can be viewed as a three-step process in which (1) an
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incoming photon excites an electron–hole pair; (2) the (virtual) electron or hole
excites or absorbs a phonon; and (3) the electron–hole pair recombines and the
outgoing photon is emitted. The probability of first-order Raman scattering can be
calculated with time-dependent perturbation theory as a function of the strength
of the electron–photon and electron–phonon coupling [3, 7]. The electron–phonon
interaction takes place through the so-called deformation potential mechanism, by
which the electronic bands are modulated by the bond distortions associated with
the phonons. This is just the quantum mechanical analog of the modulation of the
classical electronic susceptibility introduced in (9.2) to describe the allowed Raman
scattering in continuous media.

For the present discussion, it suffices to keep in mind that the probability obtained
from perturbation theory contains denominators of the formEg�„!i andEg�„!s,
where Eg refers to any direct band gap of the material (the numerators basically
contain electron–photon and electron–phonon matrix elements). Thus, when the
energy of the excitation radiation is close to a direct electronic transition, a strong
enhancement of the Raman signal is observed. This resonance effect is important
from an experimental point of view since it may allow the detection of otherwise
very weak Raman modes. Resonant Raman scattering also enables one to probe
the electronic structure of semiconductors by tuning the excitation wavelength.
The observation of a resonance enhancement can be linked to critical points in the
electronic structure of the material. On the other hand, since real electron–hole pairs
are created under resonant excitation, these may also mediate the Raman scattering
processes. Thus, additional electron–phonon interaction channels different from the
deformation potential mechanism may contribute to the resonant enhancement of
the inelastic light scattering. Such scattering mechanisms exhibit selection rules that
differ from those of the symmetry-allowed scattering. They are usually referred to
as forbidden scattering. For instance, electrons and LO phonons can directly interact
through Coulomb interaction by means of the long-range macroscopic electric field
associated with the LO modes (Fröhlich interaction). The Raman tensor is in this
case diagonal [3, 4] and, as a consequence, LO modes excited through the Fröhlich
scattering mechanism may only be observed when the polarization of the incident
and the scattered light has the same direction.

9.3 Raman Instrumentation

Next, we briefly discuss the most common configurations used to perform con-
ventional Raman scattering experiments. For a more detailed discussion, see for
instance Chap. 2 of [5].

Today, most of the commercial, state-of-the-art Raman systems rely on sin-
gle or triple dispersive spectrometers equipped with holographic gratings and
multichannel detectors (liquid nitrogen-cooled or Peltier-cooled charge coupled
devices). These systems can be used for IR, visible, and UV Raman experiments.
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Fig. 9.2 Sketch of a triple spectrometer. The following elements are represented: collecting lens
(CL), polarization analyzer (P), entrance slit (S0), first-intermediate (S1) and second-intermediate
(S2) slits, gratings Gi .i D 1; 2; 3/, and coupled-charge device multichannel detector (CCD)

Since the wavelength of the Raman scattered light is usually very close to the
excitation wavelength, the Rayleigh radiation needs to be eliminated. In single
spectrometers, this is most often achieved with a holographic notch filter or a
dielectric edge filter. These filters have a cut-off frequency around 100–200 cm�1,
and as a consequence, single spectrometers do not allow one to detect low-frequency
modes. Filters with a much lower cut-off frequency are currently being developed.
This is expected to overcome in a near future the limitation of single spectrometers
for ultra-low-frequency measurements.

The resolution of single spectrometers depends on the focal length of the
spectrometer, the groove density of the grating, and the aperture of the entrance
slit, and is ultimately limited by the size of the pixels of the multichannel detector.
In triple spectrometers, Rayleigh rejection can be achieved by using the so-called
subtractive mode. Figure 9.2 shows a typical sketch of a triple spectrometer, with
gratings represented by Gi .i D 1; 2; 3/. S0 is the entrance slit, S1 is the first
intermediate slit, and S2 is the second intermediate slit. In the subtractive mode,
the first two gratings (G1 and G2) and the first intermediate slit (S1) are set to
block the stray light, while the third grating (G3) acts as a single spectrometer. This
mode of operation permits one to detect Raman signals as low as �10 cm�1. Triple
spectrometers can also be operated in an additive configuration, in which the three
gratings disperse the collected light for high-resolution measurements. In this case,
the optical path is modified by means of the triple stage (see Fig. 9.2).

Most modern Raman systems are equipped with a confocal microscope. The use
of objectives with a high numerical aperture yields spatial resolutions as low as
�1�m as well as high optical collection powers. In the case of transparent samples,
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as is the case, for instance, of wide band-gap semiconductors grown on transparent
substrates such as sapphire, the confocal microscope enables one to reduce the
depth of focus of the measurements and thus to reduce the Raman signal from the
substrate. Modern confocal micro-Raman systems, in combination with motorized
piezoelectric stages, allow one to map the Raman signal from a sample with spatial
resolutions as low as 200–500 nm, which is particularly interesting to investigate
inhomogeneous samples. For example, confocal micro-Raman measurements have
allowed probing the location and orientation of single GaN nanowires (�100 nm
diameter, 1�m length) by mapping the Raman signal of the substrate material [12].

9.4 Applications of Raman Spectroscopy in Semiconductor
Physics

From the discussion of Sect. 9.2, one may anticipate the type of information
that can be gained from a Raman spectrum. In general, the first-order Raman
spectrum of a highly crystalline material is dominated by intense, narrow peaks.
Under nonresonant conditions, the number and symmetry of Raman-active modes
depend on the crystal structure of the material. Thus, Raman spectra performed
in different polarization geometries may be highly relevant for structural studies.
Under resonance, the enhancement of the Raman signal can be used to probe the
electronic structure of the material or to study the electron–phonon interaction.
Given that the frequency of the phonons is determined by the particular bonds
involved in the atomic vibrations, temperature, strain/stress, or phonon confinement
affects the frequency of the Raman peaks. Thus, Raman spectroscopy can be used
to evaluate the strain state of an epilayer, to measure the temperature of a device, or
to determine the pressure coefficient of Raman-active phonons. From the latter, the
mode Grüneisen parameters can be obtained.

On the other hand, the width of first-order features is primarily determined by
the finite lifetime of the phonons, which is a consequence of anharmonic decay (the
spectral resolution of the spectrometer used to analyze the collected light further
contributes to the broadening of the Raman peaks). In a disordered crystal and also
in nanocrystals, the q � 0 selection rule is relaxed and phonons from the whole
Brillouin zone can participate in the inelastic scattering phenomena. In the extreme
case of an amorphous material, the first-order Raman spectra closely resemble the
one-phonon density of states of the perfect crystal. With regard to higher-order
Raman bands, broad features may be expected due to the contribution of different
combinations of phonons with qi ¤ 0 (and

P
i qi D 0 owing to wave vector

conservation). In samples with a poor lattice quality, the weak and broad features
arising from higher-order Raman processes are expected to vanish. Next, we present
illustrative examples about these and other issues.
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9.4.1 Crystal Quality and Strain State

Raman spectroscopy is widely employed to characterize the crystal quality of
as-grown semiconductor structures and processed samples. For instance, Raman
scattering may provide relevant information to optimize the growth of material
prepared by bulk or epitaxial methods. Raman scattering is also a highly valuable
tool for the characterization of material that has been subject to mechanical,
chemical, or thermal treatments. In particular, Raman spectroscopy is one of the
most effective techniques to monitor the lattice damage induced by an ion beam
implantation process and to determine the optimal post-implantation annealing
conditions [13–19].

To illustrate the connection between the Raman spectrum of a sample and the
degree of lattice disorder, we show in Fig. 9.3a z.y0y0/Nz Raman spectra of InP
samples implanted with different doses of SiC ions. As is well known, the ion
beam bombardment displaces lattice atoms and creates point defects and disordered
regions in the crystal. Thus, the q D 0 selection rule is relaxed in the disordered
crystal, giving rise to measurable shifts and broadenings of the Raman peaks. Also,
lattice damage yields internal strains that further shift the first-order peaks. While
the spectrum of virgin InP (curve A) is dominated by the allowed LO mode (see
Table 9.1), an increasing signal from the forbidden TO mode shows up in curves
B and C (samples implanted with 1012 and 5 � 1012 cm�2, respectively). Also, two
weak broad structures appear around 62 and 138 cm�1 in curve C, associated with
disorder-activated transverse and longitudinal acoustic modes (DATA and DALA
modes, respectively) [21]. With increasing implantation dose, a significant loss of
intensity and a broadening of the first-order peaks, as well as an enhancement of
the DATA and DALA modes, are observed (curves D and E). For an implantation
dose of 1014 cm�2 (curve F), the long-wavelength first-order optical phonon peaks
are almost replaced by a broad band centered around 300 cm�1 reflecting the whole
density of states. In curve G (5 � 1014 cm�2), the Raman signal from the first-order
modes is completely lost, which confirms the complete amorphization of the crystal.
The broad structure that develops at 436 cm�1 can be assigned to phosphorous–
phosphorous vibrations arising from the formation of phosphorous clusters [22].

Figure 9.3b shows first-order Raman spectra of an InP sample implanted at a
high dose of Si ions (5 � 1014 cm�2), as in curve G of Fig. 9.3a, after rapid thermal
annealing (RTA) for 10 s at low (300ıC) and high temperatures (875ıC). Clearly,
when the sample is annealed at 300ıC, it remains amorphous, since only a broad
band is detected in the optical mode region. In contrast, the Raman spectrum of
the sample annealed at 875ıC displays well-defined TO and LO peaks, showing
that a high degree of lattice recovery has been achieved. A detailed investigation of
the optimal annealing conditions in similar Si-implanted InP layers indicates that
the highest degree of lattice recovery and the highest electrical activations and Hall
mobilities are actually achieved at 875ıC [16, 17].

The deformation of the crystal lattice (i.e., strain) plays a key role in the
optical and electronic properties of semiconductors. Given that strain gives rise to a
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Fig. 9.3 (a) Room-temperature Raman spectra of InP samples implanted with 150 keV SiC ions
at different doses [17]. A to G, respectively: virgin InP, 1012, 5 � 1012, 1013, 5 � 1013 , 1014, and
5�1014 cm�2. (b) Raman spectra of InP implanted with 150 keV SiC ions at 150 keV and annealed
at 300ıC (upper curve) and 875ıC (lower curve) [16]. (c) Frequency of theE2h mode as a function
of the residual electron concentration in different InN/sapphire epilayers grown by molecular beam
epitaxy [20]. Inset: selected Raman spectra (E2h mode) of InN/sapphire epilayers with different
levels of residual electron densities

substantial modification of the vibrational properties of a crystal, Raman scattering
is a very powerful tool to evaluate the strain state of semiconductor layers. One
important source of strain in semiconductor heterostructures is the lattice mismatch
between different layers, as is the case, for instance, of biaxial strain in InGaAs
thin films pseudomorphically grown on GaAs substrates. Similarly, a residual strain
field occurs in layers of group-III nitrides grown on hetero-epitaxial substrates like
sapphire, Si(111), or SiC. Such strain fields are originated by lattice mismatch and
by the different thermal expansion between the substrate and the nitride compounds.
In addition, the presence of point defects in the lattice gives rise to hydrostatic strain
that coexists with the uniaxial or biaxial strain arising from the mismatch between
layers. The hydrostatic strain is particularly important in the III-nitrides [23].

It can be shown that up to first-order terms, the frequency of the optical phonons
depends linearly on the components of the strain tensor through the so-called
phonon deformation potential constants [24, 25]. Expressions for the dependence
on strain of the optical phonons in cubic and hexagonal semiconductors can be
found in the excellent compilation by S. Adachi [26], where values for the phonon
deformation potentials for q D 0 optical phonons in several group-IV, III–V and
II–VI semiconductors are given. Examples of the application of Raman scattering
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to probe the strain in semiconductor layers and structures can be found in [27] (bulk
InGaAs), [28] (dilute GaAsN epilayers, see discussion in the next section), [29]
(bulk InN), [30] (self-assembled InAs/GaAs quantum dots), and [31] (GaN/AlN
quantum dots). A comprehensive discussion about the effect of strain on the
phonons of superlattices is given by Jusserand and Cardona [32].

To illustrate the effect of strain on the Raman spectra of as-grown material, we
show in the inset of Fig. 9.3c theE2h peak obtained for different InN epilayers grown
by molecular beam epitaxy (MBE) on sapphire. The as-grown samples contain
different levels of background carrier concentration, Ne , which are originated by
background donors associated with impurities or defects and also by strong electron
accumulation at the InN surfaces [33]. It has been suggested that positively charged
nitrogen vacancies along dislocations are responsible for the residual free charge
[33]. A careful analysis of the Raman spectra reveals that the E2h peak of these
samples broadens with increasing Ne (see [20] for details), which indicates that
the samples with higher residual electron concentrations have a poorer crystalline
quality. On the other hand, a correlation between the E2h frequency and Ne is
also found (see Fig. 9.3c). As is well known, the nonpolar E2h mode is very
sensitive to biaxial strain [29]. Thus, the observed reduction of the E2h frequency
with increasing Ne can be attributed to the relaxation of the residual compressive
strain present in the InN/sapphire layers [20]. Given that the relaxation of biaxial
strain in these layers mostly occurs by forming threading dislocations, the observed
correlation between the E2h frequency, the E2h width, and Ne seems to confirm
that the background electron density is also determined by donor-type nitrogen
vacancies associated with threading dislocations.

9.4.2 Impurities and Alloys

The ability of tuning the electronic properties of semiconductors through controlled
doping is a key element in current solid state technology. Likewise, alloying of
two or more pure semiconductor compounds is crucial for device applications, as
it allows one to develop novel materials in which the band gap can be tailored
by adjusting the composition. Raman spectroscopy is a powerful technique for the
study and characterization of alloys and of intentional or unintentional impurity
concentrations in semiconductors. The presence of impurities affects the vibrational
properties of the host material, giving rise to different types of impurity modes
which can be studied by means of Raman scattering. Similarly, the Raman spectrum
of an alloy strongly depends on composition as well as on the vibrational properties
of the pure end members. Thus, the Raman spectrum of an alloy can be used to
assess its composition.
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9.4.2.1 Impurity Modes

Let’s first focus on the study of impurity modes. When an impurity atom replaces a
heavier host atom, a local impurity mode, also known as local vibrational mode
(LVM), may appear in the Raman spectra. The frequency of a LVM lies above
the phonon frequencies of the host lattice. The amplitude of the atomic vibrations
decays exponentially away from the mass defect, and the localization of the mode
in the real and frequency domains (i.e., LVMs are long-lived modes) gives rise
to a sharp Raman peak. This is the case, for instance, of C in Si, for which C
concentrations as low as 1017 cm�3 have been detected by Raman spectroscopy [34].
Similarly, C in GaAs gives rise to a sharp LVM at 583 cm�1 [35]. LVM peaks arising
from vacancies or other point defects not related to an impurity atom may also be
observed. For example, in the case of implanted GaN, several features are usually
attributed to vacancies and anti-sites induced by the ion beam implantation process
[18, 19].

In order to illustrate the observation of sharp Raman peaks associated with local
modes, we show in Fig. 9.4a Raman spectra of NC-implanted and OC-implanted
ZnO. Clearly, the features that appear in the NC-implanted sample can be attributed
to N-related LVMs. The assignment of impurity modes is often controversial, and
usually complex calculations are required to interpret the Raman spectra. Alterna-
tively, the sensitivity of impurity modes to isotopic substitution can be exploited to
investigate their origin. In the case of N-doped ZnO, Raman measurements carried
out on ZnO samples implanted with different N isotopes indicate that N motion is
not involved in the observed LVM peaks [36]. Thus, the observed LVMs do not arise
from substitutional N.

In compound semiconductors with a large mass difference between constituent
atoms, when a heavier impurity replaces the lighter atom, a gap mode may appear
in the phonon gap between the acoustic and optical modes. This is the case, for
instance, of As in GaP, where an AsP gap mode at 269 cm�1 has been reported [40].
The vibrational amplitude around the mass defect is more extended in gap modes
than in LVMs. As a consequence, broader Raman lines are expected. An excellent
review of impurity modes in a range of semiconductors of high technological
interest has been written by McCluskey [41].

LVM spectroscopy of impurity complexes provides valuable information about
the incorporation and electrical activation of donors/acceptors and non-intentional
dopants in semiconductor materials. This is the case, for instance, of Mg acceptors
and H impurities in group-III nitrides. In the case of Mg-doped GaN, three LVMs
at 136, 262, and 656 cm�1 arising from to N–MgGa vibrations are observed [42,43].
In MOCVD-grown material, it was found that the lack of p-type conductivity is
related to the formation of Mg-N-H complexes. The LVMs associated with such
complexes were detected by Raman spectroscopy, and a fingerprint LVM peak at
3,123 cm�1 was found to disappear after the thermal annealing treatment required
to obtain p-type conductivity [44]. Other LVMs associated with Mg�H complexes
and H-decorated vacancies are also detected in p-type MBE samples, but they are
more stable to thermal annealing treatments [45]. Raman spectra of LVMs have also
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Fig. 9.4 (a) Raman spectra of ZnO layers implanted with NC and OC to achieve a volume
impurity concentration of �5�1019 cm�3 [36]. The arrows indicate the impurity modes associated
with N. (b) Illustrative examples of one-mode behavior (InGaN, top panel) and two-mode behavior
(InGaAs, bottom panel) of phonons in ternary alloys, as calculated in [37] and [38], respectively.
(c) z.xx/Nz Raman spectra of InGaN layers over the whole composition range showing the A1(LO)
and E2h modes evolving from one end-member binary to the other [39]

revealed the presence of C-Hn complexes in MBE-grown GaN layers due to residual
contamination in the growth chamber [45].

The presence of impurities may change dramatically the optical and electronic
properties of the host material. This is well illustrated by the surge of research
activity in III–V dilute nitride alloys [46], where the incorporation of N impurities
in small concentrations, typically below 5%, leads to strong band-gap reduction
and bowing, large conduction band non-parabolicity, and anomalous changes in
the electron effective mass. One should note that owing to the small N content
of dilute nitrides, for lattice dynamics studies, it can be assumed that these
compounds are not alloys but just heavily doped materials. In the next section,
we will address the study of phonons in alloys over the entire composition range
by means of Raman scattering. With regard to dilute nitrides, Raman scattering
has been employed to obtain information about the incorporation of N and about
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the crystal quality of these compounds [28, 47–53]. A NAs LVM is detected at
470 cm�1 in GaAsN [28, 47–49]. Similarly, the NAs LVM appears at 443 cm�1 in
dilute InAsN, although other N-related features that might arise from high-order N
complexes (i.e., N2-In-As2 complexes and higher orders) or from non-substitutional
configurations have also been reported [51, 52]. In the case of InGaAsN, LVM
peaks arising from different Inx � N � Ga4�x substitutional N environments have
been observed [50, 51, 53]. LVM frequencies obtained with first-principles density-
functional calculations for dilute GaAsN and InGaAsN are in good agreement with
the experimental values [54, 55].

The intensity of the LVMs can be used to determine the impurity concentration
provided that previous calibrations are available. Kaschner et al. [56] proposed the
intensity of impurity peaks observed in N-doped ZnO [see Fig. 9.4a] as a measure
of the concentration of N incorporated to the host ZnO lattice. In the case of dilute
GaAsN, it has been found that the intensity of the NAs LVM correlates well with the
N content obtained by X-ray diffraction measurements [47].

9.4.2.2 Alloys

Raman scattering is a powerful technique to characterize the composition, crystal
quality, and strain of alloys. Miscibility and phase segregation may be important
issues which may also be investigated by means of Raman spectroscopy. The
variation of the phonon frequencies with the molar fraction of the alloy provides
a straightforward determination of the alloy composition. For a collection of
polynomial fits to the composition dependency of the Raman frequency for a
wide range of semiconductor alloys, see [5], p. 93. It should be emphasized that
these relations apply to bulk alloys. In semiconductor heterostructures, a change in
composition not only affects the intrinsic alloy frequency but also the elastic strain,
and this must be taken into account in the analysis of the phonon frequency shifts
(see, for instance, [30] for the case of InGaAs/GaAs self-assembled quantum dots).

In AxB1�xC ternary alloys, the long wavelength optical phonons may display
either a one-mode behavior, in which the frequencies vary almost linearly between
the pure end members, or a two-mode behavior, in which two sets of optical modes
corresponding to each sublattice (AC like and BC like) can be observed. Typical
examples of frequency dependence on composition for one-mode and two-mode
behavior alloys are shown in Fig. 9.4b for the case of InGaN (upper panel) and
InGaAs (lower panel). In the small-x limit, the AC-like mode of the two-mode
behavior alloy becomes the local or gap mode of the impurity A in the lattice BC.
When the optical frequencies of the binary components differ significantly, A atoms
(B atoms) are basically at rest in the BC-like (AC-like) modes. This results in a
frequency downshift due to mass disorder effects. Phonon frequencies are further
affected by microscopic strains associated with the distortion of AC and BC bond
lengths in the alloy [38], which are important in alloys with very different lattice
constants of the binary constituents. In polar lattices, a strong coupling between
sublattice oscillators may occur via the macroscopic electric fields that accompany
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the LO modes, which results into oscillator strength transfers. Such effects give
rise to a bowing in the frequency dependence on composition of the LO modes,
as illustrated in the lower panel of Fig. 9.4b for the case of InGaAs (see [38] for
details).

The phonon mode behavior in group-III nitride alloys has been studied theo-
retically by Grille et al. [37] using a modified random isodisplacement model. In
contrast to the two-mode behavior of AlGaAs and InGaAs, the LO phonons in
group-III nitride alloys generally display one-mode behavior on account of their
light common anion. The phonon mode behavior of LO modes in group-III nitride
alloys has been confirmed by Raman scattering measurements [39, 57]. While the
E2h modes of InGaN display one-mode behavior, there is strong experimental
evidence that the E2l , E2h, A1(TO), and E1(TO) modes of AlGaN exhibit a two-
mode behavior [57]. Figure 9.4c shows Raman spectra of InGaN alloys over the
whole composition range. The spectra show the continuous evolution of theA1(LO)
andE2h modes from InN to GaN as the In molar fraction is reduced. The substantial
broadening of the Raman peaks in the alloy layers reflects the alloy disorder and
composition fluctuations, which are particularly important in the mid composition
range. The strong intensity displayed by the A1(LO) mode in some of the spectra of
Fig. 9.4c is due to the electronic (Fröhlich) resonance of the excitation wavelength
used. This effect may not only complicate the analysis of the longitudinal polar
modes, but it may also yield information about composition fluctuations in the alloy,
as regions with different composition can be selectively enhanced. This topic is,
however, beyond of the scope of this chapter.

9.4.3 Raman Scattering by LO Phonon–Plasmon Coupled
Modes

When a significant free-carrier density Ne is present in a polar semiconductor,
the longitudinal plasma oscillations couple to the LO phonon modes via their
macroscopic electric fields, giving rise to LO phonon-plasmon coupled modes
(LOPCMs) [58]. For high mobility plasmas, the frequency of these coupled modes is
very sensitive to the free-charge concentration and can be used as a nondestructive,
contactless probe to determine the charge density by optical methods.

In order to illustrate the behavior of the LOPCMs in high-mobility n-type binary
semiconductors, we show in Fig. 9.5a Raman spectra of a series of n-type InP
samples with electron concentrations in the 7 � 1016 � 1 � 1019 cm�3 range. As
can be seen in the figure, in addition to the TO and LO modes of bulk InP, two
features whose frequency depends on Ne are also observed. With increasing Ne,
the low-frequency coupled mode (L�), which is visible for Ne & 1018 cm�3,
displays a phonon-like character and approaches the TO frequency. In contrast, the
high-frequency mode (LC) is plasmon like and its frequency increases as �N1=2

e

approaching the plasma frequency !p D .4�e2Ne="1m�/1=2, where "1 is the
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high-frequency dielectric constant of the material and m� is the effective mass
of the free carriers. To understand this behavior, one should recall that owing to
their longitudinal nature, the frequency of the LOPCMs basically corresponds to
the zeroes of the dielectric function of the material, ".!/ D "1 C 4�.�I C
�e/ [7, 58]. Here, �I D ."1=4�/.!2LO � !2TO/=.!

2
TO � !2 � i�i!/ is the dielectric

susceptibility of the ionic lattice, where the parameter �i takes into account the
finite lifetime of the ionic vibrations, and �e is the dielectric susceptibility of the
free-carrier plasma [58]. As a first approximation, the free-electron contribution
to the susceptibility can be included within a classical description of the plasma
oscillation (Drude’s model) so that �e.!/ D �."1=4�/!2p=!.! C i�e/ [58]. �e
is a phenomenological damping parameter related to the finite lifetime of the
plasmons. Then, the zeroes of ".!/ yield the LOPCM frequencies:

!2˙ D
1

2

"


!2LO C !2p

�˙
r

�
!2LO C !2p

�2 � 4!2p!2TO

#

: (9.4)

This coupled mode analysis, which can be generalized to ternary [61, 62] and
quaternary [63] alloys, reproduces fairly well the Ne dispersion of the L� and
LC branches as obtained experimentally. A more detailed dielectric model for
the LOPCM Raman line shape was developed by Hon and Faust [64]. Within
this model, based on fluctuation–dissipation theory, the LOPCM Raman intensity
(Stokes component) can be expressed as

I.!/ / Œn.!/C 1	J
�

� 1

".!/

�
"1
4�
C 2A�I � A2�I

�

1C 4��e

"1

��	

; (9.5)

where J denotes the imaginary part, n.!/ is the Bose–Einstein factor, and
A D !2TOC=.!

2
LO � !2TO/, where C is the Faust–Henry coefficient [58]. The plasma

contribution to the susceptibility �e can be treated using Drude’s model or other
approaches of higher complexity. One has to bear in mind that wave vector
dispersion and conduction band non-parabolicity usually have an important effect on
the LOPCM frequencies and should be taken into account [59]. The simple Drude’s
model neglects these effects and may yield significant errors [59]. In the simple,
classical framework of Drude’s model, wave vector dispersion can be introduced by
considering a wave-vector dependent plasma frequency (hydrodynamical model)
[65, 66], and the effects of band non-parabolicity can be taken into account by
using the optical effective mass [66, 67]. Alternatively, one can use the Lindhard–
Mermin dielectric function [58, 59, 68–70], a quantum mechanical approach that
intrinsically incorporates wave vector dispersion and non-parabolicity effects. In
addition, this latter approach also includes the effects of Landau damping, an energy
loss mechanism by which the collective coupled mode excitations are absorbed by
electronic single-particle excitations [68]. Such effects can substantially alter the
coupled mode behavior, particularly in semiconductors in which LOPCMs occur at
low energies [62, 63].
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Fig. 9.5 (a) z.xy/Nz Raman spectra at 80 K of Si-doped InP samples for a wide range of free
electron densities [59]. (b) Coupled mode dispersion calculated from (9.5) using the Lindhard–
Mermin dielectric function. Note that the curvature of the plasma frequency as a function of
electron concentration, !p.N

1=2
e / (dashed line), reflects the conduction band non-parabolicity.

For Ne . 1:1 � 1018 cm�3, the L� mode is strongly Landau damped and is not observed. The
L� dispersion for lower Ne (dotted-dashed line) was obtained from (9.4). (c) 80K z.xy/Nz Raman
spectra of semiconducting InP acquired at increasing excitation powers. The LO Raman peak arises
from the surface depletion layer [60]. For the spectrum acquired at 28 mW, both the Raman data
(circles) and the Lindhard–Mermin lineshape fit (solid thin line) are shown

We show in Fig. 9.5b the coupled mode dispersion calculated by using (9.5) (i.e.,
by taking the frequency corresponding to the peak intensities of calculated LOPCM
lineshapes) together with the Lindhard–Mermin susceptibility. The behavior of the
L� and LC branches discussed above is well reproduced. It can be seen that in the
strong coupling region, which in most cases includes the range of electron densities
usually present in doped semiconductors, the phonon–plasmon interaction has to
be suitably modeled to extract reliable information about the carrier density of the
samples.

When a suitable lineshape model is used to fit the Raman spectra, the free-
electron density values obtained from the Raman measurements are in good
agreement with Hall data [59, 70], which validates Raman spectroscopy as a
versatile contactless technique to characterize the free-carrier density in doped
semiconductors. As can be seen in Fig. 9.5c for the case of a photoexcited plasma
in InP (see discussion below), the Lindhard–Mermin lineshape model yields very
good fits to the Raman spectra (see also [59,62,70] for the case of n-InP, n-InGaAs,
and n-InN, respectively).
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When the Raman spectra are excited with above-band gap radiation, photoexcited
electron–hole pairs are generated. Provided that the surface recombination velocity
is sufficiently low [71], the steady state free-carrier density obtained under high
power-density excitation may allow the observation of LOPCMs [60, 72–75]. The
low recombination rates in semiconducting InP makes this material a paradigm of
photoexcitation effects in Raman spectra. Representative spectra are displayed in
Fig. 9.5c, where it can be seen that the LC coupled mode peak is resolved from
the surface depletion layer LO peak and clearly shifts to higher frequencies for
moderate increases in excitation power. In this case, the lineshape analysis based on
the Lindhard–Mermin model allows one to extract the photoexcited carrier density
as a power of the power excitation [60]. Photoexcitation effects may be particularly
relevant in micro-Raman experiments, where very high power densities are achieved
[72, 75].

In semiconductors with low free-charge mobility such as p-type GaAs, only
a single LOPCM peak is observed between the TO and LO phonon frequencies
[76, 77]. Such different coupled mode behavior, which was shown to be due to the
overdamped nature of intraheavy-hole transitions [77], has also been observed in
n-type semiconductors with very low mobility as, for instance, GaAsN dilute nitride
alloys [78]. Typical Raman spectra of n-GaAsN layers showing an overdamped
LOPCM peak between the TO and LO frequencies are displayed in Fig. 9.6a.
To illustrate the behavior of the overdamped LOPCMs, we show in Fig. 9.6b the
calculated dependence of the LOPCM frequencies as a function ofNe for the case of
low-mobility n-GaAsN [78]. This type of behavior is obtained when large �e values
(& 1;000 cm�1) are employed in order to calculate the frequency of the LOPCMs.

From the preceding discussion, it is clear that Raman scattering is a powerful,
contactless tool to determine the free-charge density in doped semiconductors.
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Fig. 9.6 (a) 80K z.xy/Nz Raman spectra of Se-doped n-type GaAs1�xNx epilayers with x D 0:1%
(Ne D 5:3� 1018 cm�3) and x D 0:36% (Ne D 1:5� 1019 cm�3). (b) Calculated dependence of
the coupled mode frequency on the free electron density for overdamped LOPCMs in low-mobility
n-type GaAs1�xNx [78]
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However, the sensitivity of the Raman spectra to the presence of free charge can also
be utilized in studies of other relevant physical properties of semiconductors. Thus,
Raman scattering experiments have been employed to derive information about the
depletion layer thickness [79], the cross-over of electronic band minima in InP under
hydrostatic pressure [80], the energy separation between � and L electronic band
minima in GaInAsSb [81], the surface recombination velocity in InN [75], or the
electron effective mass in GaAsN dilute nitride alloys [78].

References

1. C.V. Raman, K.S. Krishnan, Nature 121, 501–502 (1928)
2. G.S. Landsberg, L.I. Mandelstam, Zeitschrift für Physik 50, 769 (1928)
3. W. Hayes, R. Loudon, Scattering of Light by Crystals (Wiley, New York, 1978)
4. M. Cardona, in Light Scattering in Solids II, Topics in Applied Physics, ed. by M. Cardona,

G. Güntherodt (Springer, Berlin, 1980)
5. W.H. Weber, R. Merlin (eds.) Raman Scattering in Materials Science, Springer Series in

Materials Science, vol. 42, (Springer, Berlin, 2000)
6. T. Beechem, A. Christensen, S. Graham, D. Green, J. Appl. Phys. 103, 124501 (2008)
7. P.Y. Yu, M. Cardona, Fundamentals of Semiconductors (Springer, Berlin, 1996)
8. D.J. Harris, M.D. Bertolucci, Symmetry and Spectroscopy: an Introduction to Vibrational and

Electronic Spectroscopy (Dover, New York, 1978)
9. M.S. Dresselhaus, G. Dresselhaus, A. Jorio, Group Theory: Application to the Physics of

Condensed Matter(Springer, Berlin, 2008)
10. J.D. Jackson, Classical Electrodynamics (Wiley, New York, 1998)
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Chapter 10
Cyclotron Resonance Spectroscopy

Oleksiy Drachenko and Manfred Helm

Abstract We give an overview of the basic theory of cyclotron resonance, discuss
some experimental aspects of cyclotron resonance spectroscopy in high, mostly
pulsed magnetic fields, and finally discuss some recent cyclotron resonance experi-
ments on various semiconductor materials.

10.1 Introduction

Cyclotron resonance (CR) refers to the resonant absorption of electromagnetic
radiation, usually in the microwave or far-infrared range, by electrons in a static
magnetic field. It was first observed by Dresselhaus et al. [1, 2] in germanium
and silicon. The resonance frequency, called cyclotron frequency, is given by
!c D eB=m, where e is the elementary charge, B the magnetic field, and m the
mass of the charge carrier. In semiconductors this is the effective mass, m�, which
is usually smaller than the free-electron mass and derives from the band structure
of the material. Its inverse reflects the curvature of the E(k) dispersion relation.
The above relation will be derived below in a classical and quantum mechanical
framework. Since m� is the only material parameter entering the expression for
the cyclotron frequency, cyclotron resonance is a prime, direct method for the
determination of the effective mass. In addition, information on scattering times
can be deduced from the spectral linewidth and on the free-carrier concentration
from the integrated absorption strength.

In this chapter, we will give a brief account of the basic theory of cyclotron
resonance in semiconductors, from both a classical and a quantum mechanical
point of view. It is not intended to provide an extensive review of the vast amount
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of existing literature on this topic. For more extensive descriptions, the reader is
referred to the book chapter by Kono [3], the books by Miura [4] and Hamaguchi
[5], and chapters in the book “Landau level spectroscopy” [6].

The chapter is organized as follows: in Sect. 10.2, we start with a description
of cyclotron resonance based on the classical equation of motion. This leads to the
classical formula which is an extension of the Drude absorption to finite magnetic
fields. Then we present the simplest quantum mechanical theory of cyclotron
resonance, namely, as an absorption process between Landau levels, described by
Fermi’s Golden Rule. In Sect. 10.3, we address several experimental issues and
describe in some detail an experimental setup for cyclotron resonance experiments
in high, mostly pulsed magnetic fields. Finally in Sect. 10.4, we discuss some recent
experiments obtained in our laboratory on various semiconductor material systems.
This contains experiments not only on the so-called dilute nitrides, which are III–V
semiconductors with a small (<1% range) fraction of nitrogen substituted for the
group V element (i.e., InAsN, GaAsN), but also on p-type quantum wells (InGaAs),
which show an interesting behavior due to their rather complicated valence-band
structure.

10.2 Basic Theory

10.2.1 Classical Description

Let us start from the classical equation of motion of an electron in a magnetic field

m� dv
dt
C m�v



D �eE� e.v � B/: (10.1)

Here, v is the electron velocity,m� is the electron effective mass, 
 a phenomenolog-
ical scattering time, and e the elementary charge. The right side contains the driving
terms, i.e., B is the static magnetic field, here assumed to point in the z-direction,
and E is the AC electric field polarized in the xy plane, corresponding to a plane
wave propagating along the z-direction (Faraday geometry). Assuming a harmonic
dependence of v and E, this equation can easily be solved in steady state for the
velocity components. We can define the conductivity tensor � via Ohm’s law and
the current density j = nev = � E, where n is the electron density.

The non-vanishing components of � are then given by

�xx D �yy D �0 1C i!


.1C i!
/2 C !2c 
2

�xy D ��xy D �0 !c


.1C i!
/2 C !2c 
2
(10.2)

�zz D �0 1

1C i!

;
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where �0 D ne� D ne2
=m� is the DC Drude conductivity. Here, the cyclotron
frequency !c has been introduced according to the above definition. The absorption
of a plane wave linearly polarized in the x-direction is proportional to Re(�xx/, but
it is more instructive to decompose the conductivity into components responding to
left- and right-circularly polarized radiation:

�˙ D �xx � i�xy D �0 1

1C i.! � !c/

: (10.3)

This represents the decomposition into a resonant and a non-resonant contribution.
The resonant term, �C for electrons, is called cyclotron resonance active (CRA),
and the non-resonant term, ��, cyclotron resonance inactive (CRI). Electrons are
CRA for right-circular polarization and holes for left-circular polarization, since the
latter have the opposite sign of !c due to their positive charge (or negative effective
mass). Thus the polarization of CR provides information on the nature of the charge
carriers.

The real part of the resonant part is a pure Lorentzian with the half-width at
half-maximum of � D 1=
 (in !-space), given by

Re�C D �0 1

1C .! � !c/2
2
: (10.4)

For !c
 D�B � 1, the non-resonant term can be neglected even for linear
polarization, but one has to consider that only 50% of the radiation can be absorbed
at most in this case.

The absorption coefficient can be obtained from the real part of the conductiv-
ity by

˛ D Re�C
"0cn1

; (10.5)

where n1 is the refractive index, c the light velocity, and "0 the vacuum permittivity.
As an example, we plug in numbers for a semiconductor with electrons having

a mobility of � D 1;000 cm2/Vs and density nD 1016 cm�3 (and refractive index
of 3.5), resulting in a peak absorption coefficient of ˛ D ne�="0cn1 D 172 cm�1.
This value increases linearly with both the mobility and the carrier density.

Now let us address a practical problem: What happens if the peak absorption
becomes very large, due to either a narrow linewidth or a large carrier concentration?
The transmission through a semiconductor slab can be approximately written as
T D .1�R/2e�˛d , whereR is the reflectivity and d is the sample thickness. When
˛d � 1, the transmission approaches zero and the linewidth becomes distorted;
it acquires a “flat bottom” (for linear polarization at a transmission value of 0.5)
and appears much broader than 2� . For a quasi two-dimensional electron gas,
the conductivity has the dimension [��1]. As a consequence, the absorption is a
dimensionless quantity and can be written as A D Re�="0cn1, but only as long as
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this expression is much smaller than unity. Otherwise, the full expressions for an
infinitely thin metallic slab embedded in a dielectric have to be used, for which the
transmission is given by

T D 4n21

j2n1 C �=."0c/j2
: (10.6)

10.2.2 Quantum Mechanical Description

In quantum mechanics, the Hamiltonian of an electron in a magnetic field is
written as

H0 D 1

2m� .pC eA/2; (10.7)

where A is the vector potential of the magnetic field, which is given by A = (0, Bx, 0)
in the asymmetric (Landau) gauge, when B has only a z-component B=(0, 0,B). The
corresponding Schrödinger equation can be written in the form of a shifted harmonic
oscillator with an orbit center coordinate x D �„ky /eB.

This leads to energy levels of the form

EN.kz/ D .N C 1

2
/„!c C „

2k2z

2m� : (10.8)

For a bulk 3D semiconductor, this leads to a series of one-dimensional Landau
levels (LL). The xy motion is now condensed into the Landau levels, and free
motion of the electrons remains possible along the z-direction. In a two-dimensional
electron system like the one that exists in a quantum well, the z-motion is quantized
into electric subbands already by the quantum well potential, and application of a
magnetic field results in a completely quantized system. Note, however, that the
analog to an artificial atom cannot be carried too far, since each Landau level is
infinitely degenerate with respect to the wavevector component ky (or the spatial
coordinate x/.

In order to calculate the absorption between Landau levels according to Fermi’s
Golden Rule, we need the interaction Hamiltonian of the electromagnetic field
acting on the unperturbed Landau levels. Note that we have to distinguish now the
vector potential of the electromagnetic field Aem, from the static vector potential AB

[A in (10.7)] that describes the magnetic field B. The Hamiltonian is then given by

H D 1

2m� ŒpC e.AB C Aem/	
2 � H0 C e

m� .pCAB/ 
 Aem (10.9)

in the one-band effective mass approximation for simplicity.



10 Cyclotron Resonance Spectroscopy 287

The induced transition rate from LL N to LL N 0, WNN0 , can then be calculated
from Fermi’s Golden Rule, and the absorption coefficient is related to the transition
rate via ˛I D n„!WNN 0 , where n is the electron concentration and I is the intensity.

The dipole (or momentum) matrix element contained in WNN 0 can be directly
calculated from the explicit wave functions, but we can also take advantage of
the known properties of a harmonic oscillator, which actually can be derived
algebraically. The dimensionless oscillator strength, generally defined by

fNN0 D 2m�!N 0N

„
ˇ
ˇ
˝
N 0 je 
 r jN ˛ˇ

ˇ2 (10.10)

for a transition from LL N to LL N
0

, where e is the unity polarization vector of the
electric field [for CRA polarization e = (ex+iey//

p
2], is given by fN;NC1 D N C 1,

i.e., transitions between higher LLs become stronger. However, an electron sitting
in LL N can also undergo stimulated emission to LL N � 1. So for any distribution
(e.g., Fermi–Dirac) of electrons over the LLs, both terms have to be taken into
account. In a perfectly harmonic system, !NC1;N D !N;N�1 D !c, thus the “extra”
oscillator strength cancels because of N C 1 � N D 1, and there remains a net
CR absorption with an oscillator strength of unity, corresponding to the classical
result and consistent with the Bohr correspondence principle for high quantum
numbers (and with the Thomas–Reiche–Kuhn sum rule). This is also the reason why
a harmonic cyclotron resonance laser is impossible—there is always net absorption
and not emission. For a perfectly harmonic system, this finally gives the same result
for the absorption coefficient as in the classical calculation.

In reality, however, there is no perfect parabolic system in a semiconductor,
since at high energies, all bands tend to change their curvature. Non-equidistant
LLs allow the observation of different Landau level transitions and thus can provide
the possibility to obtain information on the hot-electron distribution, e.g., to extract
an electron temperature, or to quantify the polaron effect [7, 8]. Non-parabolicity
(corresponding to an energy-dependent mass) also breaks the symmetry between
absorption and emission and leads to the possibility of cyclotron resonance optical
gain at certain frequencies [9]. Note that this was noticed already 60 years ago for
relativistic free electrons [10], being the basis of gyrotrons [11]. A detailed account
of non-parabolicity requires multiband calculations, e.g., within k
p theory, and goes
beyond the scope of the present discussion [4, 5, 12]. The dilute nitrides discussed
later in this chapter exhibit, of course, a very large non-parabolicity stemming from
the interaction with the localized N states and described within the band anticrossing
(BAC) model [13, 14]. In this situation, the observation of multiple CR lines has
also been predicted [15]. Valence bands in common semiconductors, consisting of
typically three bands of light, heavy, and spin–orbit split holes, respectively, always
require multiband calculations, and their theoretical description [16, 17] is beyond
the scope of this brief overview. Finally, we would like to mention that cyclotron
resonance emission spectroscopy has also been performed, pioneered by Gornik
et al. [6, 7, 18].
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10.2.3 Further Considerations

The key material parameters that can be accessed with a CR experiment are the
effective mass and the CR linewidth �.D 1=
) (half-width at half-maximum),
equivalent to a characteristic scattering rate. The measured effective mass can be
compared to band–structure calculations, often on the basis of k
p perturbation
theory. A most valuable information is the dependence of the effective mass on
energy, since this will reflect the E(k) dispersion relation of the band. This can be
gained either by investigating samples with different doping levels, and thus values
of the Fermi energy, while keeping all other parameters unchanged, or by simply
recording CR spectra at different magnetic field values, corresponding to different
photon energies.

The linewidth appears to be related simply to the Drude scattering time 
 , as seen
in the classical expression (10.3). In the simple quantum mechanical expression, the
linewidth is merely a phenomenological parameter as well. While the CR linewidth
may be related to the mobility via � D e
=m� D e=�m� in a first approach, this
does not necessarily reflect the truth in many cases. In bulk semiconductors, the
CR linewidth has been found to be proportional to the square root of the impurity
concentration [19] in some cases. Also, one has to consider the difference between
the so-called single-particle relaxation time, 
s, and the mobility scattering time
(or transport lifetime), 
t, the latter being weighted by 1 � cos � , where � is the
scattering angle [20, 21]. This reflects the weaker sensitivity of the mobility to
forward-scattering processes. The relation of these two scattering times depends on
the nature of the scattering processes; e.g., 
s can be much smaller than 
t for remote
impurity scattering in a two-dimensional electron gas, but the two are identical for
short-range scattering. The CR linewidth, on the other hand, can be different from
both [22]. In a strict quantum mechanical way, one has to include the relevant
scattering mechanisms in a microscopic calculation of the dynamic conductivity,
via the Kubo formula or related many-body formalisms [23–28]. Phenomena such
as oscillatory linewidth as a function of Landau level filling [26] or narrowing
through collective effects [29] can only be obtained in such a framework. Ando
has predicted a

p
B dependence for electrons in a 2DEG [26]. A large amount of

literature is available on many aspects of these issues, in particular concerning the
CR in GaAs/AlGaAs heterojunctions [30, 31]. Some of the relevant works can be
found in [5, 6].

In semiconductors, a substantial carrier concentration, necessary to observe
CR, is usually achieved by doping with shallow impurities. These impurity states
will also have characteristic absorption features as a function of magnetic field,
which are particularly visible at not too high doping (below the Mott density) and
low temperature. The most conspicuous feature is absorption due to transitions
between the 1s ground state and the 2pC excited state of a hydrogenic impurity.
This transition is located energetically slightly above the CR, and since it exhibits
[at intermediate and high fields (i.e., „!c > impurity binding energy)] the same
slope E.B/ as the cyclotron resonance, it is often called impurity-shifted cyclotron
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resonance [19, 32–34]. In the limit B ! 0, it extrapolates to a finite energy value,
namely, the 1s–2p transition energy, whereas the CR extrapolates to zero. This
behavior results from the fact that the 1s level is pinned to the lowest, N D 0, LL,
while the 2pC level is pinned to the N D 1 LL. Also, more general disorder-related
infrared modes have been discussed [35].

By using optical excitation to generate free carriers, the complications due to
impurity states can be avoided; however, for direct semiconductors, substantial
optical power is needed due to the fast carrier recombination time (<1 ns). For
indirect semiconductors such as Si or Ge, having a much longer recombination time
(�s to ms), this method is more practical. CR can even be detected through changes
in the photoluminescence [36].

10.3 Experimental Techniques

In this section, we switch to some more experimental issues. First, we will give a
short overview of the methods for generation of high magnetic fields, and then we
will discuss peculiarities of cyclotron resonance spectroscopy.

10.3.1 High Magnetic Fields

Today, there are several common ways to obtain high magnetic fields depending on
the operating range. The first most well-known and easiest-to-operate way is based
on superconducting DC coils. Here, the coils are wired using a superconducting
material, which ensures dissipation-less electrical current. This method provides a
relatively easy way to generate constant or slowly varying magnetic fields. In DC
magnets, the best signal-to-noise ratio can be reached due to complete absence of
pick-up signals, that are proportional to @B=@t . It is also easier to use synchronous
detection, averaging and filtering, since the magnetic field can be kept constant as
long as it is necessary for the experiment. Regardless of these evident advantages,
there is a fundamental reason limiting the maximum operating field—the critical
field of superconductor material, which breaks the electron–electron correlation and
kills the superconductivity. The typical value of the critical field for commercially
available coils is limited by 20–22 T (see, for example, [37]).

Another type of DC coil is the Bitter magnet (proposed by Francis Bitter [38]).
This is a resistive coil where a large current is driven through the conductive plate set
in a helical configuration. Typically, Bitter-type magnets are capable of delivering
up to �33 T; however, the dissipation power rises up to tens of MWatt in this case
[39]. In order to dissipate this power, a huge amount of deionized water is pumped
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Fig. 10.1 Methods of generation of high magnetic fields arranged in order of maximum achievable
field strength

through the coil.1 The combination of an external superconducting coil with a Bitter
magnet inside, a so-called hybrid magnet, allows one to obtain up to 45 T [40, 41].

Above 45 T, only pulsed magnets are available to scientists (see Fig. 10.1).
Pulsed magnets fall into two general classes: non-destructive and destructive. Non-
destructive coils are solenoids driven by a bank of capacitors.2 The magnetic field
in this case is limited by the ultimate tensile strength of the conductor material or
the internal reinforcement and typically lies between 60 and 100 T [42–44].

Destructive pulsed magnets overstep the material’s strength problem and are
designed to explode within every pulse. In some cases, the sample remains intact
and only the coil explodes (semi-destructive pulsed fields); in the other case, the
sample explodes together with the coil. The highest magnetic fields are achieved
by explosively compressing the magnetic flux around the sample. The time scale
is typically fixed within the microsecond range, since it is governed by the
time of shock wave propagation through the magnet. Figure 10.1 summarizes the
distribution of the magnetic field types as a function of the maximum achievable
field. Interested readers can refer to [45] for a detailed review.

In this chapter, we limit ourselves to non-destructive pulsed magnets available at
the high magnetic field laboratory in Dresden (HLD) [42]. There are currently three
coil types available for experiments characterized by their energy, pulse duration,
and clear bore (see Table 10.1). Each coil is immersed into liquid nitrogen and
is installed inside individual blast-protected caves. The driving circuit is basically
nothing more than a typical LC circuit (Fig. 10.2a). At the time t D 0, fully charged
capacitors discharge via stack of optically triggered thyristors into the coil. The

1A typical Bitter magnet at the High Field Magnet Laboratory at Radboud Universiteit Nijmegen
delivers up to 33 T within 32-mm clear bore at room temperature, consumes �17 MW, and is
cooled by the 140 l/s water flow at �30 bar [38].
2There exists also another very special driving circuit based on giant motor generator [43]. As
usual, together with evident advantages, including the possibility to obtain arbitrary pulse shapes,
there are disadvantages like a high-frequency noise in magnetic field caused by mechanical
vibration that propagates into the current circuits.
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Table 10.1 List of magnetic
field coils available at
Dresden high magnetic field
laboratory (HLD)

Type 1 Type 2 Type 3

Pulse energy 8.64 MJ 1.44 MJ 1.44 MJ
Max magnetic field 70 T 65 T 55 T
Pulse duration 150 ms 20 ms 50 ms
Clear bore at 77 K 24 mm 20 mm 24 mm
Cool down time 2 h 1 h 1 h

Fig. 10.2 (a) Schematic diagram of the driving circuit for pulsed magnets. (b) Typical magnetic
field profiles of three coil types available at HLD

electrical current rises as a sin.t=
p

LC/ and reaches its maximum at time tmax D
�
p

LC=2. To avoid negative recharging of the capacitors and increased sweep-down
time, a special diode (namely, crowbar) is installed parallel to the coil. This diode
opens when the voltage on the capacitors becomes slightly negative in the vicinity of
t D tmax and short-circuits the coil. Starting from this moment, the current is no more
sine-like, but decays as exp(-L=R/, whereR is the coil resistance. The energy stored
in the coil dissipates by Joule heat. Assuming that the coil is not deformed during
the current sweep, the magnetic field is proportional to the current. Figure 10.2b
shows typical magnetic field traces of the coils at HLD.

10.3.2 Cyclotron Resonance Spectroscopic Techniques

There are basically two principal ways to perform CR experiments: one is
frequency-dependent magnetospectroscopy (FMS) and the other is the magnetic
field-dependent or laser magnetospectroscopy (LMS). The former measures
wideband transmission spectra at a given quasi-constant magnetic field, while
the latter traces the transmission at a given wavelength when the magnetic field
changes. The typical scheme of an FMS spectrometer includes a Fourier-transform
infrared (FTIR) spectrometer connected with a DC superconducting or hybrid coil
using optical waveguides (polished stainless-steel or brass pipes, see, for example,
[3, 4] for review). The DC magnet is an essential part of the FMS method, since the
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FTIR spectrometers have mechanically movable optical components, thus spectra
cannot be acquired in a millisecond timescale, which otherwise would be necessary
under pulsed magnetic fields (see Fig. 10.2b for typical magnetic field profiles
of pulsed magnets).3 In turn, the static magnetic field gives rise to an important
advantage of the FMS method: a high signal-to-noise ratio due to the long possible
(theoretically infinite) time for integration or spectral averaging. On the other hand,
FMS spectrometers are naturally limited by the highest achievable DC magnetic
fields of �45 T. If higher magnetic fields are desired for the experiment, which is
usually the case when low-mobility samples are under study,4 only pulsed magnets
can be considered.

The LMS method measures transmission through the sample using a monochro-
matic light source while the magnetic field changes, which is naturally achieved,
when pulsed magnets are used. This is, however, also an inherent disadvantage,
because the sample conditions are changed during the measurement. Regarding
typical values of the effective mass, the corresponding cyclotron frequency at high
magnetic fields usually falls into the far-infrared or THz spectral region, which is
also known as “THz gap” due to lack of compact, powerful, and reliable sources of
radiation.5 Currently, this spectral range is mainly filled with CO2 or CO2-pumped
gas lasers, which are cumbersome and difficult to align and operate. An attractive
replacement as infrared source for everyday use can be novel semiconductor
quantum cascade lasers (QCLs). These lasers, based on inter-subband transitions
in quantum wells, are now available in a wide spectral range from the near to the far
infrared. They are compact, typically tens of microns wide and several millimeters
long, and work under simple current injection (no optical alignment) and become
more and more commercially available.

Another promising source of infrared radiation is the free electrons laser (FEL).
It is, of course, not as portable as QCLs, or even conventional gas lasers, but offers
the unique possibility of wavelength tuning over a wide spectral range. This feature
can be particularly useful to probe the band dispersion of semiconductors. The FEL
is based on the coherent emission of relativistic electrons while passing alternating
magnetic fields (undulator or wiggler). For example, the FEL at Helmholtz-Zentrum
Dresden-Rossendorf is based on a two-stage superconducting linear accelerator
(ELBE) with a maximum energy of 20 MeV each, delivering 40 MeV in total.
The electron beam can be directed into one of the two undulators, namely, U27
and U100, covering continuously the wavelength range from 4 up to 280�m [47].
An important peculiarity of the FEL at ELBE (FELBE) is the so-called cw mode,

3Recently, the FMS method was also demonstrated for pulsed magnets using rapid scan time-
domain spectroscopy [46].
4The observability condition for the cyclotron resonance is �B > 1. A magnetic field greater
than 10 T is required in order to resolve the cyclotron resonance line when the carrier mobility is
� D 1; 000 cm2/Vs.
5For an effective mass m� D 0:13, which is almost twice as much as in bulk GaAs, the cyclotron
frequency at 50 T would correspond to a resonance wavelength of � D 17:5�m.
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when the FELBE delivers a continuous train of short Fourier-limited micro-pulses
with 13-MHz repetition rate; therefore, unlike many other FELs, no additional
synchronization of the FEL with the magnetic field pulses is necessary. Recently,
the first CR experiment that uses FELBE radiation for the measurements under high
pulsed magnetic fields was performed on p-type InGaAs/GaAs multiple quantum
wells [17]. However, being very flexible (continuously tunable) and powerful
sources, FELs have an important disadvantage for everyday use: the beam time is
expensive and demanded for many other types of experiments.

In this section, before going to the illustration of the use of CR spectroscopy
to study the basic parameters of semiconductors, we would like to introduce an
example of a compact and universal LMS CR spectrometer. A typical LMS CR
spectrometer is built using the following scheme: light from the externally placed
excitation laser is guided inside the magnet, and then, transmitted through the
sample, light is guided back toward an externally placed photodetector [3, 4].
Consequently, since external components are involved, the experimental setup
requires optical alignment, and becomes susceptible to vibrations and cumbersome.
On the contrary, QCLs are compact enough to be placed inside the variable
temperature insert (VTI), all together with the sample and the detector. The
advantages offered by this design include high vibration stability (the ensemble
source–sample–detector vibrates in the same way), no external components apart
from the electronics (no optical alignment), and low waveguide losses due to short
optical paths. As a drawback, the performance of the QCL source and detector could
be strongly perturbed by the magnetic field.

The performance of QCLs under high magnetic fields was intensively studied
during the last decade [48–51]. It was found that in general, when the magnetic
field is applied along the growth direction, the emission intensity exhibits giant
oscillations as a function of magnetic field (see Fig. 10.3a). This effect, now known
as inter-subband magneto-phonon resonance, is caused by periodic quenching
of the LO phonon assisted non-radiative energy relaxation channel [49]. Some
designs, especially bound-to-continuum, may also suffer from the weakening of
the injection/extraction efficiency [52]. In most cases, however, in the low magnetic
field limit (B<1T), the emission intensity varies slowly and weakly (see Fig. 10.3a).
The inset of Fig. 10.3a illustrates the axial distribution of magnetic field in the type
1 coil at HLD. It can be easily seen that when the distance from the center of the
coil is more than 20 cm, the magnetic field drops below 1 T and, therefore, does not
strongly affect the QCL performance. Note that the component of the magnetic field
parallel to the QW plane is expected to affect strongly the injection efficiency, the
radiative transition efficiency, and, finally, the emission wavelength [53]. The latter
is particularly important for the LMS-type CR, because the excitation energy is
expected to be constant during the sweep of magnetic field. Therefore, the in-plane
component of the magnetic field has to be minimized.

On the detector side, for the mid-infrared spectral region one can use, for
example, Si:B blocked impurity band (BIB) photodetectors sensitive from typically
4 up to 35�m. The BIB structures consist of a highly doped active layer that
ensures high quantum efficiency, and a blocking layer made from undoped material,
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Fig. 10.3 (a) Typical variation of the QCL intensity as a function of magnetic field. The QCL,
emitting at 11:2�m [see P. Kruck et al., Appl. Phys. Lett. 76, 3340 (2000) for details], is driven by
1�s current pulses with 20-kHz repetition rate. The temperature of the heatsink is 4.2 K. The inset
shows the axial distribution in the type 1 coil at HLD. (b) Photocurrent in a Ge:Ga photodetector
as a function of magnetic field at T D 2K, under FEL excitation at � D 46�m and constant
intensity

which blocks the dark current through the impurity band of the active layer
[54, 55]. The sensitivity of the Si:B BIB structures under high magnetic fields
was recently studied up to 30 T [56]. It was found that the photocurrent under
constant illumination monotonically drops down by a factor of �5 (at T D 4:2K
and low voltage bias) when the magnetic field rises up to 30 T, remaining, however,
relatively weak and slowly varying at low fields (B <1T). For the far-infrared
spectral region, Ge:Ga extrinsic photodetectors can be considered. In contrast to the
Si:B BIB devices, these photodetectors appear to be more sensitive to the magnetic
field, especially in the low-field limit. Figure 10.3b shows a typical magnetic field
dependence of the photocurrent under monochrochromatic illumination of constant
intensity. As can be seen, the photocurrent drops by an order of magnitude at 30 T,
but the variation is not negligible even at low fields (B <1T). Additionally, the
photocurrent exhibits pronounced oscillations that become visible starting from
0.5 T. Consequently, the distance from the magnetic field center must be kept as
long as possible.

Figure 10.4 sketches the proposed CR spectrometer consisting of several parts
[57]. First, the VTI, is designed to fit the He cryostat (3) sitting in the bore
of a pulsed magnet (2). The VTI integrates a QCL source (4), sample/reference
holder (5), and detectors (6) with their preamplifiers (7). Outside the magnet
(2) and VTI, there are a pulsed current source, a data-acquisition system, a
control computer, and, if necessary, an external radiation source. The VTI is
shown schematically in Fig. 10.5. If an external radiation source is used, the
light is transmitted through the input window and guided down through the
polished stainless-steel over-moded waveguide (light pipe) that ends with the QCL
holder (note that the quality of polishing is particularly important to achieve low
attenuation of the excitation laser). The QCL holder in this case is fit with a
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Fig. 10.4 Schematic view of the experimental setup. The pulsed magnetic field coil (2) immersed
into the liquid nitrogen dewar (1) contains a 4He cryostat (3) with the VTI. The VTI integrates
the quantum cascade laser source (4), the sample and reference holders equipped with a heater
and temperature sensor (5), the photodetector module (6), and photodetector preamplifiers (7). The
VTI is made vacuum tight with a stainless-steel shield (8). The quantum cascade laser is driven by
an external pulsed current source. The signals from the detectors are digitized with a fast analog-
to-digital converter and transferred to the control computer for post-processing

passthrough. Otherwise, if an internal source is used, an appropriate QCL module
should be plugged into the holder. Currently, QCLs are widely commercially
available and can be easily adapted for the proposed LMS spectrometer. The
light passing through the QCL holder (or emitted by the internal QCL source)
is split into two channels/waveguides: the reference and the signal. The two-
channel design is not only useful to compensate the fluctuations of the source
intensity, but can also be helpful to compensate the magnetoresistance of the
detectors, which is important when Ge:Ga detectors are in use (see the discussion
above).

The distance from the QCL holder and the center of the coil should be chosen
as a compromise between two parameters: magnetic field acting on the laser and
the cooling conditions. Proper cooling of QCLs is particularly important due to
high threshold currents and the quick degradation of their emission intensity when
the temperature of the active zone rises. In the usual laboratory environment, the
cooling of QCLs is ensured by a big copper heat sink, which is impossible to place
inside pulsed magnets because of eddy currents. As a result, most of the QCLs
cannot be operated in CW mode, instead they have to be driven with typically
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Fig. 10.5 Details of the VTI.
The external light, if
necessary, is transmitted
through the input window and
guided via the stainless-steel
waveguide down to the QCL
holder, which contains the
passthrough for the external
radiation. When an internal
source is in use, the
passthrough is replaced by an
appropriate QCL module.
The wave front is then split
into two waveguides. The
replaceable detector modules
are installed below the sample
holder. The VTI setup is
made vacuum tight with an
outer stainless-steel shield.
The inset presents a photo of
the detector module fit with
two Ge:Ga crystals next to a 1
Eurocent coin

100–300-ns-long current pulses at 20–50-kHz repetition rate depending on the QCL
design (although it would be highly desirable to run them in cw).

The sample holder, located in the center of the magnetic field coil, contains the
temperature sensor, a magnetic field sensor (pick-up coil of Hall generator [58]),
and, finally, the heater. The latter must be capable to locally heat up the sample,
while the performances of QCLs and detectors should be unaffected. Good thermal
decoupling of the sample holder from the detectors and QCL holder is another
reason to keep the distances between them as long as possible.

The emission wavelength of QCLs may, in general, slightly depend on the
injection current (and, therefore, applied voltage). Consequently, high-precision
measurements may require additional calibration of QCL sources using high-
precision spectrometers. Alternatively, a reference sample, exhibiting a well-defined
resonance, can be installed in the reference channel.
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The detectors are located below the sample holder. Since the magnetoresistance
of the detectors is not negligible, and both Si:B BIB and Ge:Ga detectors require
liquid He temperatures to be operated, the distance between the center of the coil
and the detector holder should be as long as possible. It is, however, usually limited
by the design of the He cryostat installed inside the pulsed magnet (see Fig. 10.4).

To measure small photocurrents, the head of the VTI probe contains a set
of two high-frequency transimpedance preamplifiers, one for each of the two
channels. This design, which avoids flexible cables between the detectors and
the preamplifiers, helps to reduce the microphone noise greatly when measuring
extra-low currents. Amplified signals are then digitized using fast analog-to-digital
converters and transmitted to the control computer for post-processing. Synchronous
detection locked to the repetition rate of the QCL can also be used. This, however,
introduces an additional delay of the order of the integration time, which, in turn,
may affect precise measurements of the resonance position.

10.4 Cyclotron Resonance Spectroscopy

In this section, we consider practical applications of cyclotron resonance spec-
troscopy to study basic parameters of semiconductors, which may be interesting
for new researchers starting to work in this field. We will present examples from
several material systems together with a very brief discussion. For the advanced
readers, we suggest to refer to more detailed reviews, for example, [4, 6] or to the
original papers.

10.4.1 Dilute Nitride InAs1�xNx

Currently, there is no other parameter of dilute nitride semiconductors reported in
the literature that is scattered over such a wide range of values as the effective mass.
For InAs1�xNx, along with a number of papers related to the optical properties
(see, for example, [59–64] and references therein), only a few study the effective
mass behavior as a function of the nitrogen content [65–67]. In these works, a
large enhancement of the effective mass, up to m�

e D 0:04m0, even for a moderate
nitrogen content of x D 0:2%, has been shown, while the bulk InAs effective mass
is only m�

e D 0:024m0. These changes have been, however, observed for highly
doped samples, where the Fermi energy is relatively high; therefore, the band non-
parabolicity may play an important role. On the other hand, little is known about
the effective mass at the conduction band edge, and about the conduction band
dispersion in the vicinity of the �-point.

Recently, an attempt of direct measurements of the effective mass was reported
[68]. In this experiment, a set of nominally undoped InAs1�xNx samples with x
ranged between 0% (reference sample) and 1.9% has been studied under high
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magnetic field up to 60 T. The primary aim of the experiment was to probe the
energy dispersion of the conduction band using excitation at different energies, since
the conduction band of dilute nitride semiconductors is expected to be strongly non-
parabolic due to the interaction with the localized nitrogen level. The samples were
grown by molecular beam epitaxy (MBE) on semi-insulating (100)-oriented GaAs
substrates. The epilayers have a thickness d of �1�m and nominal N content
of xD 0, 0.4, 0.6, 1.1, 1.9%. The N content was confirmed after growth with
high-resolution X-ray diffraction measurements. Photoluminescence measurements
also confirmed the systematic red shift of the emission line from 0.42 to 0.31 eV
(T D 4:2K) when x rises from 0 to 1.9% [59].

Figure 10.6 shows typical magneto-transmission curves, measured using the
QCL emitting at � D 11:4 �m, for samples with an N content ranging from
x D 0% (Fig. 10.6a) up to x D 1:9% (Fig. 10.6c). To analyze these data, we
can use the simple Drude model. As discussed in the first part of this chapter,
the CR absorption coefficient in Drude model is given by a Lorentzian, where the
line position yields the effective mass, the full width at half-maximum is related
to the carrier mobility or carrier scattering time, and the area under the curve reflects
the carrier concentration [see (10.3)–(10.5)].

a

b

c

Fig. 10.6 Typical magneto-transmission curves measured for a series of InAs1�xNx samples
using a QCL emitting at � D 11:4�m (a) corresponds to x D 0% (reference sample) measured
at T D 4:2K (upper curve) and T D 65K (curve lowered by 0.2 arb.u.), the arrow points to the
impurity cyclotron resonance, (b) x D 1:1%, (c) x D 1:9%. Dotted lines show a theoretical fit
using a Lorentz-like absorption coefficient with the following parameters (a) m� D 0:033, � D
7; 000 cm2/Vs, n D 2:3� 1016 cm�3, (b) m� D 0:033, � D 3; 500 cm2/Vs, n D 3� 1017 cm�3,
(c) m� D 0:033, � D 3; 500 cm2/Vs, n D 2� 1018 cm�3
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The magneto-transmission curves can be then calculated using the equation
T D .1 � R/2e�˛d . Note that since the real part of the dielectric function of the
sample is strongly modified by the magnetic field in the vicinity of the resonance,
the CR line shape can be perturbed by interferences related to the sample thickness.
In this case, the sample has to be wedged at a small angle.

Another peculiarity is the absolute CR transmission minimum, which is only 0.5
for the linearly polarized light rather than zero. This is because only one circularly
polarized part of the excitation light is CR active, right or left one depending
on the type of the carriers. The other part passes through the sample unaffected.
When the CR absorption line falls below the 0.5 level, the excitation source
most probably emits elliptically polarized light (see the discussion at the end of
Sect. 10.2.1). The magneto-transmission curve corresponding to a nitrogen content
xD 1:9% in Fig. 10.6c shows a good example of a CR line deformed partially by
this effect (“saturation” of the CR line). In the particular case shown in Fig. 10.6c,
the line is not fully reproduced by the absorption coefficient (10.5), especially
in the high magnetic field part. This can be ascribed to another effect, namely,
the non-parabolicity of the conduction band. The parabolic band approximation
is only valid in the vicinity of band extrema. If the energy of carriers becomes
large, the band dispersion deviates from the parabolic one due to the interaction
with the higher bands. In general, the band starts to show sub-quadratic behavior,
which would correspond to an effective mass that becomes heavier with increasing
energy. In case of strong non-parabolicity and large filling factor (i.e., many Landau
levels occupied), the CR line is formed by a weighted average of the transitions
corresponding to different effective masses. As a result, the CR line has a clearly
marked high-field tail, which cannot be modeled within the simple Drude model
and requires a more sophisticated analysis (see discussion in Sect. 10.2.2). The band
non-parabolicity can also result in a spin-split cyclotron resonance, since the energy
and therefore the “effective mass” for the spin-down transition are higher than that
for the spin-up. As a result, the spin-up transition occurs at lower fields than the
spin-down at the given excitation energy (or vice versa).

The upper CR curve shown in Fig. 10.6a presents also a sharp resonance, which
occurs at a magnetic field slightly lower than the main CR line. This feature
can be attributed to the impurity cyclotron resonance (see Sect. 10.2.3). At low
temperatures, the carriers tend to be captured at the impurity centers, which have
a hydrogen-like energy spectrum. Under high magnetic fields, the 1s ground state
becomes bound to the ground Landau level (nD 0), while the 2pC state is bound
to the first Landau level (nD 1), but the binding energy for the 1s state is slightly
higher due to the smaller extension of the wave function. As a result, the transition
1s–2pC occurs at a magnetic field smaller than the free-electron cyclotron resonance
at a given excitation energy. The best way to distinguish between free-electron
and impurity CR lines is to perform experiments at different temperatures. When
the temperature rises, the impurity states become less populated and the spectral
weight of the impurity CR redistributes toward free-electron CR. According to this,
the sharp line seen in Fig. 10.6a at 4.2 K disappears at higher temperatures (see
the curve lowered by 0.2 arb.u.). Also, wavelength-dependent CR experiments can
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be performed, which would show that the impurity-shifted CR energy does not
extrapolate to zero at zero magnetic fields, but rather to the 1s–2p transition energy.

Finally, Fig. 10.7 summarizes the information obtained from the experiment on
InAs1�xNx . As can be seen, in contrast to many previous works, the effective mass
shows only a moderate enhancement with increasing x, when long-wavelength (low
excitation energy) lasers are used for the experiments, and practically no mass
enhancement under short-wavelength excitations.

On the other hand, a huge increase in carrier density by two orders of magnitude
(from �2 � 1016 cm�3 up to � 2 � 1018 cm�3/ was detected when the nitrogen
content rises from 0 up to 1.9%, reflected in the increased area under the CR curve.

To analyze this effect, let us first calculate the reduction of the fundamental
band gap due to incorporation of nitrogen according to the two-level BAC model
[13,14] (with the interaction parameter VND 2:5 eV, and the energy of the nitrogen
level 1 eV above the edge of the conduction band). Then, assuming that the
Fermi energy keeps its position, while the conduction band edge moves down (see
inset of Fig. 10.7b), one can calculate the carrier densities for different values of
nitrogen content (and, consequently, different band-gap energies and positions of
the conduction band edge with respect to the pinned Fermi energy). The solid line in
Fig. 10.7b shows the results of such calculation. As can be seen, the experimentally
obtained values for the carrier densities (symbols) can be fit reasonably well by
assuming the Fermi energy pinned at 10 meV above the conduction band edge of
pure InAs. A pinning of the Fermi energy arises from strong localization of donor
crystal defects, making their energy fixed relative to the vacuum level, rather than to
the band structure. In this case, when the fundamental band gap reduces (conduction
band edge shifts down), more and more carriers from these donors are supplied
to the conduction band. Additionally, the incorporation of nitrogen itself can be a
source of donor defects in the crystal.

Fig. 10.7 (a) Dependence of the effective mass on nitrogen content obtained using different
excitation lasers. (b) Dependence of the carrier concentration on nitrogen content, obtained
experimentally (symbols) and calculated using the BAC model assuming the Fermi energy pinned
to its level EF at x D 0 (solid lines). The inset illustrates the Fermi energy pinning: the Fermi
energy remains pinned to its position at x D 0 (dashed line), while the band moves down as a
function of nitrogen content
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It is also remarkable that in contrast to many previous works, a very small (or
negligible, when short-wavelength lasers are used) enhancement of the effective
mass was observed, even when the nitrogen content rises up to x D 1:9%. For the
samples with high nitrogen content, this can be explained by their high electron
density. Indeed, when the nitrogen content rises to x D 1%, the Fermi energy rises
to �100 meV, which is already high enough to be in the strongly non-parabolic
region. In this case, the CR line contains contributions from electrons distributed
over a wide range of energies, and therefore a wide range of effective masses. The
CR position is then given by a weighted average of the collective CR absorption
and cannot be directly related to a single effective mass. For the samples with low
nitrogen content and low carrier concentration, these results confirm the negligible
change in the effective mass due to nitrogen incorporation.

10.4.2 Dilute Nitride GaAs1�xNx

The effect of nitrogen incorporation on the effective mass of GaAs1�xNx is expected
to be much stronger than that in the case of InAs1�xNx , because the energy of
the localized nitrogen level is only �150 meV above the conduction band edge
(in contrast to �1 eV for InAs1�xNx/. However, GaAs1�xNx exhibits similar
uncertainty with respect to the effective mass as InAs1�xNx. Some groups have
reported a huge enhancement of the electron effective mass from m�

e D 0:067m0

(bulk GaAs) up to m�
e D 0:12m0 (x D 1:2%/ [69]; others observe only a moderate

enhancement up to m�
e D 0:09m0 for x D 1:3% (see, for example, [70]). Many

other values can be found in the literature, reflecting the variety of different samples
under study or too large uncertainties caused by assumptions that had to be made
when indirect methods are applied [71–73].

Figure 10.8 illustrates the cyclotron resonance spectra for 1-�m-thick
GaAs1�xNx epilayers with nitrogen content x D 0 (reference), 0.2, and 0.4%.
For low nitrogen content (x D 0:2%/, the CR line is clearly resolved; however,
unlike in many previous works, no significant change in the effective mass with
respect to the reference sample is detected. The CR absorption quickly disappears
when the nitrogen content rises due to quick degradation of the crystal quality and
therefore carrier mobility, making CR experiments challenging and requiring very
high magnetic fields.

10.4.3 Valence-Band Dispersion Probed by CR

An InGaAs layer grown on a GaAs substrate is a typical example of a strained
system, where the strain is generated by the small lattice mismatch between the
InGaAs and GaAs layers. The strain provokes significant changes in the valence-
band structure, removing the Brillouin-zone center degeneracy and shifting the
light-hole (lh) band down with respect to the heavy-hole (hh) band, which becomes
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λλλ

Fig. 10.8 Cyclotron
resonance absorption in
1-�m-thick GaAs1�xNx at
different values of x

the uppermost (lowest hole energy). The dispersion of the bands also changes: the
lh band becomes “heavier,” while the hh band becomes “lighter”—the so-called
mass reversal effect, which is also known to exist in quantum wells due to lateral
confinement. The reduction of the hh band effective mass naturally leads to an
enhancement of the mobility, which is particularly attractive for many applications
ranging from high-speed electronics to solar cells and lasers. The valence band
is also expected to be strongly non-parabolic due to the interaction between the
modified lh and hh bands, which has not been fully confirmed experimentally for a
long time. Only few direct measurements of the energy dispersion of the effective
mass exist so far, reporting not fully consistent results [74, 75].

Recently, the strong non-parabolicity of the valence band in In0:14Ga0:86As/GaAs
quantum wells (QWs) was confirmed via direct energy-dependent CR spectroscopy
[17]. In this work, the sample, consisting of 50 periods of 7-nm In0:14Ga0:86As
QW and 50-nm GaAs barrier, was studied using a tunable FEL source to probe
the cyclotron energy as a function of magnetic field up to 60 T. Figure 10.9a shows
CR curves at various excitation energies, while Fig. 10.9b summarizes energies of
each resonance as a function of the corresponding magnetic field. It can be seen that
the CR energy as a function of magnetic field shows strong sub-linear dependence,
confirming the strong valence-band non-parabolicity.

As was discussed in the introduction, analysis of the valence-band CR is much
more complicated and always requires detailed quantum mechanical calculations of
the band structure in the presence of the magnetic field. Solid lines in Fig. 10.9b
show the transition energies calculated using a 4 � 4 Luttinger Hamiltonian that
includes the deformation and QW potentials [76]. According to these calculations,
the splitting of the CR line, observed when the magnetic field rises above 20 T,
is related to the spin-split6 cyclotron resonance: the first line corresponds to the
transition between the ground and the first Landau levels (n D 0 and n D 1) with
the projection of full momentum J D �3=2, and the second line corresponds to the

6Due to strong spin–orbit interaction in the valence band, the hole spin is always replaced by the
full angular momentum.
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Fig. 10.9 (a) Selected CR curves measured in p-InGaAs/GaAs using free electron laser (FEL) and
quantum cascade laser (QCL) excitations. (b) Symbols summarize the positions of the resonances
as a function of magnetic field. Solid lines show theoretical calculations of the transition energies
using a 4 � 4 Hamiltonian. The inset illustrates the transitions that correspond to lines 1 and 2 of
the spin-split cyclotron resonance in (a)

transition between the levels with J D 3=2 (see inset of Fig. 10.9b). The model also
reproduces very well the transition energies over the entire range of magnetic field
without any fit parameters.

10.4.4 Carrier Dynamics Probed by CR

In some cases, cyclotron resonance spectroscopy can also be used to probe
carrier dynamics in semiconductors [77]. Figure 10.10a shows the CR magneto-
transmission curves for a sample similar to the one studied in the previous section,
with the only difference being the composition of the barrier layers, which include
also a thin GaAsP layer to compensate the strain in the structure. The solid line
corresponds to the signal measured during sweep up of the magnetic field, and
the dashed line shows the curve measured during the sweep down. The spin-split
components clearly visible in the spectra basically have similar origin as in the
case described in the previous section. Note that the spectral weight is distributed
more toward the first line on the rising edge of the magnetic field pulse. The inset
of Fig. 10.10a reflects the temporal profile of the corresponding magnetic field
pulse (type-3 coil at HLD), with a sweep-up time of the order of 10 ms, while the
sweep-down time is 40 ms.

A possible explanation of this unusual behavior can be a long spin relaxation
time between the two ground Landau levels with projection of the full momentum
J D C3=2 and J D �3=2 (levels 0s and 3a in the notation from [17], see inset
of Fig. 10.9b). Indeed, when the magnetic field rises on the sweep-up edge of the
magnetic field, the degeneracy of the Landau levels also rises linearly. There is
a magnetic field value, when all free carriers can be accommodated by only the
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Fig. 10.10 (a) CR absorption curves measured for p-InGaAs/GaAs in a type-3 coil (fast). The
inset shows the time dependence of the magnetic field pulses in type-1 and type-3 coils at HLD.
(b) CR absorption curves for the same sample measured in the type-1 HLD coil (long)

two lowest Landau levels (B�10 T for the studied sample). When the magnetic
field rises above this value, a nonequilibrium carrier distribution is formed between
these levels. If the spin relaxation time is of the order or longer than the rise time
of the magnetic field, the carriers do not have enough time to reach equilibrium.
Consequently, the spectral weight of the CR absorption probes a nonequilibrium
carrier distribution. On the falling edge of the magnetic field, which is much longer,
the carriers have enough time to relax toward the lowest Landau level, which results
in a different distribution of the spectral weight of the spin-split CR components.
The difference between the rising and the falling edges of magnetic field tends to
be smaller for longer magnetic field pulses. Accordingly, the difference between the
sweeps up and down disappears when the same sample is studied using the type-1
HLD coil, which has a 35-ms rise time (Fig. 10.10b). Preliminary calculations show
that the relaxation time between two lowest Landau levels is of the order of 15 ms.
A similar effect was recently observed for electrons in InAs/AlSb QWs, but with
characteristic lifetime of the order of microseconds [78].
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Chapter 11
Using High Magnetic Fields to Study the
Electronic Properties of Semiconductor
Materials and Nanostructures

A. Patanè and L. Eaves

Abstract This chapter examines the physics of electron motion in the presence
of a magnetic field, with particular reference to recent applications in which high
magnetic fields have been used to elucidate the electronic and quantum properties
of some novel semiconductor materials, heterostructures, and nanostructures. We
describe how magneto-tunneling spectroscopy can be used to measure the band
structure of semiconductors and to investigate and manipulate the energy eigen-
values and eigenfunctions of electrons confined in low-dimensional systems.

11.1 Introduction

High magnetic fields have played a key role in elucidating the electronic properties
of semiconductor materials and nanostructures. The cyclotron resonance effect,
pioneered in the 1950s [1], and the Hall effect [2] are perhaps the most celebrated
examples of the use of magnetic fields in semiconductor physics. The Hall effect was
discovered by E.H. Hall in 1879 while investigating the magnetoresistance (MR)
of metals [2]. It provides a direct means of determining the carrier concentration
and mobility, and hence the scattering processes that carriers undergo as they
carry electrical current down the crystal. The conventional Hall effect involves
classical physics and can be understood in terms of the Lorentz force on a
moving electron combined with the idea that scattering processes randomize the
electron’s momentum. Measurements using high magnetic fields, such as oscillatory
MR effects and the quantum Hall effect, require instead a quantum mechanical
description of the electron motion. Cyclotron resonance experiments undertaken on
silicon and germanium in the 1950s were key milestones as they provided accurate
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measurements of the electron and hole effective masses in these important semi-
conductors on which the first useful transistors were based. Cyclotron resonance is
the focus of Chap. 10. Thirty years before the discovery of cyclotron resonance in
semiconductors, Shubnikov–de Haas and de Haas–van Alphen measurements [3]
provided precise information about the nature of the Fermi surface in metals and
heavily doped semiconductors. In particular, the temperature dependence of the
magneto-oscillations in the electrical resistivity that characterizes the Shubnikov–
de Haas effect yielded quite accurate estimates of the carrier effective mass. It is
interesting to note that the Hall effect and the Shubnikov–de Haas effect have played
a crucial role in three Nobel Prize discoveries in physics, namely, those concerning
the integer quantum Hall effect in 1985 [4], the fractional quantum Hall effect in
1998 [5], and graphene in 2010 [6].

In Sect. 11.2, we summarize the physics of electron motion in the presence
of a magnetic field, including a description of the classical Hall effect, Landau
level quantization, and two of its macroscopic manifestations, the Shubnikov–de
Haas and quantum Hall effects. Section 11.2 also includes a discussion of other
magnetoresistance effects commonly observed in semiconductors, including the
phenomenon of positive linear magnetoresistance [7–10] and of negative magne-
toresistance [11]. The remainder of this chapter (Sect. 11.3) discusses the effect of
high magnetic fields on the motion of electrons undergoing quantum mechanical
tunneling through the barriers of a semiconductor heterostructure [12–20]. In
particular, we describe how magneto-tunneling spectroscopy (MTS) [13, 16] can
be used to measure the band structure and energy vs. wavevector dispersion curves
of semiconductors and to investigate and manipulate the energy eigenvalues and
eigenfunctions of electrons confined in low-dimensional systems.

11.2 Lorentz Force and Classical Hall Effect

The Lorentz force on a particle of charge q moving with velocity v is given by

F D qv � B: (11.1)

Therefore, when current flows in a metal or a semiconductor, we can define a net
Lorentz force acting on a typical charge carrier (electron or hole) with mean drift
velocity Nv and a mean time 
 between scattering events, as shown in Fig. 11.1. Con-
sider the case when the magnetic field is applied along the z-axis of Cartesian coor-
dinates and the charges are electrons with q D � e. Provided that no current flows
along the y-direction into and out of the side contacts of the Hall bar, the average
motion of the electron is along the bar (parallel to the x-axis in Fig. 11.1), and the
Hall force F is balanced by an induced Hall electric field EH along y. The Hall elec-
tric field arises from electrons which have drifted across the bar due to the Lorentz
force when the current is initially switched on, thus setting up an electric field EH

(the Hall field perpendicular to Nv and B). In dynamic equilibrium, we can write
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Fig. 11.1 (a) Sketch of the
classical Hall effect. (b)
Dependence of the electron
Hall mobility on the
N-content in the In(AsN) and
Ga(AsN) alloys (T D 293K)
[23]. Lines are guides to
the eye

EH D NvxB D �Jx
ne
B D �BEx; (11.2)

where Jx D �enNvx D en�Ex is the current density along the length of the Hall bar,
n is the electron density, and � is the electron mobility given by � D e
=m� and
m� is the electron effective mass. Hence from a measurement of B , the Hall field,
EH, and the current density, Jx , it is possible to determine both � and n. One very
important feature of the Hall effect is that the sign of the Hall field determines the
type of charge of the majority carriers, i.e., electron or hole.

The Hall effect is routinely used to measure mobility and carrier densities
of semiconductor materials and their temperature dependence. Studies of the
temperature dependence of � are particularly useful in separating the scattering
contributions of lattice vibrations (whose quanta are phonons) and of fixed defects
and impurities. An interesting example is the recent study of dilute nitride III-N-V
alloys, e.g., Ga(AsN) and In(AsN) [21–23]. In these systems, which have attracted
considerable interest as novel optoelectronic materials [24], the electronegativity of
the N atoms combined with the stretching and compressing of neighboring bonds
results in a strong perturbation of the host III–V crystal, which has significant
effects on the electronic properties. In particular, the strongly localized electronic
levels associated with single N-impurities and N-clusters, such as N–N pairs
and higher-order clusters, admix with the delocalized band states to form the
so-called amalgamated conduction band [25, 26] with localized states that limit the
conductivity and mobility of the conduction electrons [27]. This unique feature of
the compositional disorder exhibited by dilute nitrides has been demonstrated by
detailed studies of the Hall effect (see Fig. 11.1).
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Hall effect experiments can be performed at relatively modest magnetic fields
(<1T) and can be understood in terms of simple classical physics. However, care
with the interpretation of the data is required in certain cases. For example, in
intrinsic semiconductors, there are approximately equal numbers of electrons and
holes, both of which contribute to the total current. For the special case when the
electrons and holes have approximately equal mobilities, intrinsic semiconductors
show a very weak Hall effect. In addition, the existence of two or more conducting
channels in a semiconductor structure can obstruct the direct determination of the
carrier mobility and concentration. This applies to several systems, including narrow
band-gap semiconductor epilayers, such as InAs, where the pinning of the Fermi
level caused by surface defects leads to the formation of a surface accumulation
layer of charged carriers in addition to the bulk carriers [28]. It also applies to the
so-called type II heterostructures, e.g., InAs/GaSb, in which the overlapping con-
duction and valence bands lead to parallel two-dimensional conducting channels of
both electrons and holes [29]. In the case of InAs and the narrow gap alloy In(AsN),
the conductivity is determined by two distinct parallel conduction channels, one due
to a surface accumulation layer and the other to the electrons in the bulk layer [30].

It is not obvious a priori that the conventional Drude model of classical electron
transport of free carriers can be applied to disordered systems in which the
conduction electrons can be strongly localized, thus leading to a regime of hopping-
like transport in which electrons “hop” from one localized site to a neighboring one
[31]. The simple Drude model can also break down when enhanced scattering occurs
for carriers whose energy resonates with that of localized states of dopant atoms, as
in the case of the dilute nitrides, when the carriers are far from equilibrium (hot
electron transport) or when the path length between scattering events is comparable
to or longer than the size of the device (ballistic transport) [32].

11.3 Landau Level Quantization

The quantum behavior of electrons in a magnetic field gives rise to a richer variety
of physical phenomena than the classical Hall effect. The Russian physicist Lev
Landau laid the foundation of our understanding of the quantization of electrons
in a magnetic field [33]. This phenomenon underpins two important magneto-
transport effects, i.e., the Shubnikov–de Haas and the quantum Hall effect that
will be discussed in Sect. 11.4. In the presence of a magnetic field, B , applied
along z, the motion of the conduction electrons in the x–y plane takes the form
of closed circular orbits. The (x, y) motion is, therefore, quantized into a series of
discrete energy levels, called Landau levels, with an energy spacing of „!c, where
!c D eB=m� is the cyclotron frequency and m� is the electron effective mass. The
energy levels are, therefore, given by the relation

" D
�

N C 1

2

�

„!c C „
2k2z

2m� ; (11.3)
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where N is an integer [34]. The second term on the right-hand side corresponds
to the kinetic energy of the free motion of charged carriers along z. This is the
form of the Landau level spectrum of electrons moving in bulk semiconductors,
such as GaAs, whose wavevector vs. energy dispersion curve can be described to
a good approximation by a parabolic curve at k-vectors much smaller than the
size of the Brillouin zone (deviations from parabolicity can be accommodated by
introducing the idea of an effective mass whose value increases with "). For the case
of holes, relation (11.3) is only an approximation due to the complicated nature
of valence band semiconductors. The presence of both “light” and “heavy” holes
(and of a “split-off” band) combined with spin–orbit coupling leads to a nonlinear
B-dependence of the hole Landau levels [35].

For low-dimensional semiconductors, such as (AlGa)As/GaAs/(AlGa)As quan-
tum well (QW) heterostructures, the confinement provided by the (AlGa)As poten-
tial barriers of the QW quantizes the electron motion along z into a discrete series
of energy levels given by "iz, where i is the quantum number for the motion along
z. Hence, the energy of the quantum confined electrons is given by the relation

" D
�

N C 1

2

�

„!c C "i;z; (11.4)

where i is the subband quantum number. The Landau levels of each QW subband
are highly degenerate, with the degeneracy given by g D eB=h, for each spin
orientation ms D ˙.1=2/. For a field of 10 T, each of these Landau levels can
contain a relatively large number of electrons; for example, when B D 10T,
g D 2 � 1015 m�2, which is comparable with the sheet density of a typical
two-dimensional electron gas (2DEG) in a modulation-doped (AlGa)As/GaAs
heterostructure [36]. A requirement for observing the Landau level quantization is
that!c
 > 1 , which is equivalent to saying that the broadening of the Landau levels,
„=
 , due to scattering is less than the Landau level separation, „!c. Note again that
relation (11.4) is not accurate for valence band quantum wells due to admixing of
the light and heavy hole states.

The picture described above applies to electron motion in most of the con-
ventional semiconductor heterostructures, such as GaAs or (InGa)As quantum
wells. However, it must be revised for systems with strongly non-parabolic energy
dispersions, such as dilute nitride III-N-V alloys [14] and graphene, whose remark-
able properties were discovered in 2004 [6] (see Fig. 11.2). The now celebrated
energy vs. wave vector dispersion, ".k/, of the two-dimensional electron system
of graphene takes on a particularly interesting form, namely, that corresponding to
massless Fermions with speed v.�106 m s�1/ so that " D ˙v„k. Therefore, when
a quantizing magnetic field is applied perpendicular to the plane of the graphene
layer, the Landau levels are no longer equally spaced. The Landau level separation is
given by "N D sgn.N /

p
2„eBv2jN j, where the integer N corresponds to electrons

forN > 0 and holes forN < 0;N D 0 corresponds to the electron–hole degenerate
level at the so-called Dirac point [37]. Since the degeneracy of each Landau level
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Fig. 11.2 Sketch of the
energy–wavevector
dispersion and Landau
levels (LLs) for
two-dimensional systems
based on (a) an
AlGaAs/GaAs/AlGaAs
quantum well and
(b) graphene

is given by the density of magnetic flux lines and is, therefore, independent of the
dispersion curve, the relation g D eB=h still holds for graphene.

The Landau levels are also non-equally spaced in QWs containing the dilute
nitride alloy Ga(AsN), but for a fundamentally different reason. In Ga(AsN), the
resonant interaction of the N-level with the extended conduction band states of GaAs
admixes the �-states with states from the higher energy L- and X-bands of the III–V
host crystal, thus leading to an “effective band structure” made of hybridized states
with partial �-like character and non-parabolic ".k/ dispersions [25, 26, 38].

11.4 Magnetoresistance, Shubnikov–de Haas and Quantum
Hall Effects

The electrical resistance of a semiconductor usually increases with applied magnetic
field, thus leading to a positive magnetoresistance effect. However, in certain cases,
negative magnetoresistance effects can occur, in which the application of a small
magnetic field decreases the resistance, due, for example, to the phenomenon of
weak localization. We first consider the basic theory (Drude theory) of how a
magnetoresistance can arise in a semiconductor where the electrons move as free
particles between scattering events. Later, we will examine the effect of the Landau
level quantization on the magnetoresistance. We conclude this section with the
description of two interesting magnetoresistance phenomena commonly observed
in semiconductors, i.e., the linear positive magnetoresistance and the negative
magnetoresistance.
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11.4.1 Classical Positive Magnetoresistance

To understand the nature of the magnetoresistance of a semiconductor structure or
device, we need to consider the tensor relation between the current density, J, and
electric field, E, vectors. This relation takes the form J D Q� E , where Q� is the 3� 3
conductivity tensor, i.e.,

0

@
Jx
Jy
Jz

1

A D �0

1C .!c
/2

0

@
1 �!c
 0

!c
 1 0

0 0 1C .!c
/
2

1

A

0

@
Ex
Ey
Ez

1

A : (11.5)

Here, B is directed along z and 
 is the scattering time. Note that �xx decreases
with increasingB . The corresponding magnetoresistivity tensor is Q� D 1= Q� . Hence,
the components of the resistivity along x and z are given by the transverse
magnetoresistance, �xx D �xx=.�

2

xx C �2xy/, and the longitudinal magnetoresistance,
�zz D 1=�zz, respectively [35].

In the simple Drude model of electrical conduction, it is assumed that the
scattering of the conduction electrons can be described by a single characteristic
mean scattering time, 
 , independent of the electron energy. The conductivity at
B D 0 is �0 D ne2
=m�. Since there is no current flow along y, from (11.5) we
obtain the Hall field EH D �.JxB=ne/. The current density along x, Jx D �0Ex ,
is independent of magnetic field, thus resulting in a resistivity �xx D �0 D 1=�0,
which remains unchanged as the magnetic field is applied (i.e., there is “zero”
magnetoresistance in this case). This result is in stark contrast with experimental
observations of a positive magnetoresistance in most semiconductor samples and
devices. We can resolve this inconsistency by noting that in a real semiconductor,
electrons are distributed over a range of energy and hence they drift with different
velocities compared to the average velocity Nv that determines the Hall field along y.
Electrons drifting along x with lower and higher velocity than the average value tend
to spread along y, resulting in an increase in �xx with B . At low and intermediate
fields, the magnetoresistance has a quadratic dependence on B . This is then often
followed by a saturation to a constant value in the limit !c
 � 1 [35]. The zero-
field relation, �0 D ne2
=m�, means that a long scattering time corresponds to a
high conductivity. In contrast, when a strong magnetic field is applied perpendicular
to the direction of current flow and to the applied electric field, the electron orbit
centers tend to drift along the voltage equipotentials (Fig. 11.3a) and a conduction
down the potential gradient is only possible due to scattering processes, so we have
the interesting result that at high magnetic fields, �xx is proportional to the scattering
rate, 1=
 . This phenomenon is nicely described by the Roth–Argyres formula [39].

The tensors Q� and Q� can be used to understand the effect of an applied magnetic
field on the three principal measurement geometries for magnetoresistance: (1) a
bar-shaped sample of length L and area A, (2) a short mesa structure in which an
active layer of lengthL and areaA is sandwiched between two heavily doped layers,
and (3) the circular Corbino structure, as shown in Fig. 11.3b–d. In case (1), the
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Fig. 11.3 (a) Electron
trajectory in a magnetic field
(B) perpendicular to the
electric field (E) in the
absence and in the presence
of scattering. (b–d) Setup for
measurements of the
transverse magnetoresistance
in (b) a bar-shaped sample,
(c) a mesa structure, and (d) a
Corbino structure

transverse magnetoresistance is R.B/ D V=I D �xxL=A D L�xx=A.�
2
xx C �2xy/ Š

L�xx=A�
2
xy when !c
 � 1. In case (2), the heavily doped contact layers which

sandwich the active layer effectively act to “short-circuit” the Hall field .EH Š 0/

so that R.B/ D V=I Š A=L�xx. A similar relation to case (2) holds for (3), the
Corbino geometry, in which the inner and outer circular ring-shaped contacts “short-
circuit” the Hall field. In this geometry, for higher mobility samples with small
scattering rates, it can be found that when scattering is almost entirely suppressed at
very high magnetic field, the current flows around the circular active layer between
the inner and outer conducting rings, perpendicular to the direction of the radial Hall
field, with a small dissipative current flowing radially.

11.4.2 Shubnikov–de Haas and Quantum Hall Effects

The Shubnikov–de Haas effect [3] is observed in the low temperature magnetoresis-
tance of metals and heavily doped degenerate semiconductors with high carrier den-
sities. In this context, “degenerate” means that the Fermi energy "F is much larger
than the thermal energy kBT and is located well above the edge of the conduction
band (or well below the valence band edge in the case of p-doped semiconductors).
Under these conditions, the magnetoresistivity �xx is modulated each time a Landau
level passes through the Fermi energy as the magnetic field and hence the Landau
level separation, „!c, are progressively increased. The physical origins of the effect
can be understood as follows: in Fig. 11.4a, the Fermi energy is located between
the minima of two adjacent Landau levels, with quantum numbers N and (N C 1).
At this magnetic field, B1, the density of states at the Fermi energy is relatively
low because of the steep slope in the ".kz/ curve, so the number of empty states
into which an electron at the Fermi energy can scatter is small: hence the elastic
scattering rate is low. When the field is increased slightly to B2, the density of states
at EF is much larger around the minimum of the ".kz/ curve of the (N C 1) level
and so the scattering rate is much higher. Note that in Fig. 11.4a, the Fermi energy at
EF is slightly lower than that at B1. This is because the degeneracy of each Landau
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Fig. 11.4 Sketch of the
Landau levels for (a) three-
and (b) two-dimensional
systems. Landau levels for
two values of the magnetic
field, B1 and B2, illustrating
the change in the Fermi level
position with B . The density
of states for B D B2 is
shown for each system on the
right panel

level increases with B , so the lower Landau level can accommodate more electrons.
This modulation of the Fermi energy and indeed of the total electronic energyU.B/
also gives rise to the modulation of the magnetization � of the conduction electrons
given by � D �@U=@B . This is the famous de Haas–van Alphen effect [40].

In real crystals, the presence of electron scattering processes leads to broadening
of the states in the Landau level spectrum, thus removing the singularities in the
density of states at kz D 0. The divergence of the conductivity tensor, �xx, which
appears in the absence of scattering, is also removed so that broad maxima appear
in both �xx and �xx due to enhanced elastic intra-Landau level scattering processes
when "F D .N C 1=2/„!c. The magneto-oscillations are periodic in 1=B , and
the periodicity, �.1=B/, is determined by the free electron density. For a three-
dimensional electron gas of density n, this periodicity is given by the relation

�

�
1

B

�

D 2e„�1 

3�2n

��2=3
: (11.6)

Note that the period of the Shubnikov–de Haas oscillations in �xx does not provide
us with a measurement of the carrier effective mass, but rather the carrier density;
however, m� can be estimated by measuring the temperature dependence of the
amplitude of the magneto-oscillations. As T is increased, the sharp step in the
Fermi–Dirac distribution is broadened by an energy �kBT ; when this becomes
comparable with „!c, the amplitude��xx of the oscillation decreases as

��xx / �

sin h�
; (11.7)
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where � D 2�2kBT=„!c. By measuring the dependence of ��xx on T and B , it
is possible to estimate m� using the relation !c D eB=m�. However, for a more
accurate value of m�, cyclotron resonance is usually the best technique and it has
been used extensively in elucidating the electronic properties of a wide range of
semiconductor materials and heterostructures (see Chap. 10).

In a 2DEG, such as in a modulation-doped heterostructure (MDH) or a silicon
MOS field-effect transistor, the Shubnikov–de Haas effect is much more pronounced
than for bulk semiconductors. In MDHs, this is partly due to the much higher carrier
mobility [36]. In addition, in 2DEGs, the peaks in the density of states are generally
more clearly defined since the dispersion of the Landau levels arising from the
kz-dependence shown in Fig. 11.4a is absent due to the quantization of the motion
along z. In this case, the discrete Landau levels give rise to ı-function-like peaks in
the density of states when scattering effects are neglected (Fig. 11.4b). Each Landau
level has a degeneracy of eB=h if the Zeeman spin splitting can be resolved. For a
2DEG with electron sheet density ns, the periodicity of the magneto-oscillations in
�xx is given by the relation

�

�
1

B

�

D je.hns/
�1: (11.8)

Here, j D 2 when spin splitting is not resolved and j D 1 when spin splitting is
resolved. The quantum Hall effect [4] is closely related to the Shubnikov–de Haas
effect in two-dimensional systems. Over a magnetic field range corresponding to the
flat steps in the Hall conduction �xy, the Fermi energy is “pinned” on the localized
states in the gaps between the Landau levels. This occurs when the condition
ns Š NeB=h is satisfied (N D 1, 2, 3. . . with spin splitting resolved or N D 2, 4,
6. . . otherwise). On the flat steps, �xy D Ne2=h and �xx Š �xx=�xy2 approaches zero
at the low temperature limit and at high magnetic fields. Under these conditions,
electrons move down the Hall bar in the free carrier states which extend along
equipotentials of the Hall electric field. These extended states have energies close to
the peaks of the Landau level density of states and carry current down the length of
the Hall bar with almost no dissipation.

Figure 11.5 compares the magnetic field dependence of �xx and �xy at T D 2K
for a MDH based on (AlGa)As/Ga(AsN)/(AlGa)As QWs with a much higher
mobility structure in which the QW is composed of undoped GaAs. The Shubnikov–
de Haas oscillations and quantum Hall plateaus can be seen for the Ga(AsN) QW,
although they are rather weak in QWs in which the N-content exceeds �0:1%.
These data demonstrate clearly the effect on the electronic properties of N-induced
scattering and carrier trapping [41]. Shubnikov–de Haas oscillations and quantum
Hall plateaus can also be seen in graphene even at room temperature due to its
special electronic properties [6]. This offers the exciting prospect of producing a
room-temperature resistance standard based on graphene. Before concluding this
section, we make a brief mention of the fractional quantum Hall effect (FQHE) [5].
In this case, plateaux in �xy occur at values of pe2=sh, where p and s are integers
(e.g., p=s D 1=3, 2/3, etc.). The FQHE arises from the effect of magnetic flux



11 Using High Magnetic Fields to Study the Electronic Properties 319

Fig. 11.5 Hall resistance
(�xy) and parallel (�xx/

resistance in a
modulation-doped quantum
well (QW) based on Ga(AsN)
and GaAs (T D 2K)

quantization on the electron–electron interaction within the 2DEG and this is best
observed in high-mobility materials at low temperatures and high magnetic fields.
We refer to specialized text for a detailed discussion of these quantum transport
phenomena [42, 43].

11.4.3 Magnetophonon Resonance

The magnetophonon resonance (MPR) effect was first predicted in a theoretical
paper by Gurevich and Firsov [44] and has since been observed in the magne-
toresistance of many n- and p-type semiconductors, including bulk crystals of Si,
Ge, and the III–V and II–VI compounds. For a review, see [45]. It has also been
observed in transverse magnetoresistance of 2DEGs in quantum wells and MDHs.
The physical origin of MPR can be understood in terms of Landau level quantization
of the electronic spectrum by an applied magnetic field. In semiconductors, the
energy of the optical phonon modes of lattice vibration at k-vectors close to the
center of the Brillouin zone is very well defined. Longitudinal optical (LO) phonons
interact particularly strongly with electrons in III–V and II–VI compounds due to
their polar character and hence can scatter electrons strongly; polar mode scattering
is weaker in Si and Ge but nevertheless, LO phonons can scatter electrons because
of the deformation potential interaction. When the energy, „!L, of the optical
phonon equals an integral number of Landau level spacings, N„!c, i.e., when
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N„!c D „!L, where N D 1, 2, 3, . . . , it is found that the scattering is resonantly
enhanced, thus giving rise to maxima in �xx and a series of magneto-oscillations
periodic in 1=B when the magnetic field is swept upward. Whereas in cyclotron
resonance the resonant transitions occur between adjacent levels, in MPR there
is no such restriction due to selection rules, and in high-quality samples, it is
possible to observe resonant peaks in both �xx and �zz for N -values up to 20 or
more. In the indirect semiconductor Si, electrons can also be scattered between the
X -point conduction band minima (so-called inter-valley scattering), not only by
optical phonons but also by transverse and longitudinal mode acoustic phonons, thus
leading to a particularly complex and interesting series of resonances [46,47]. Since
the energy of the zone-center longitudinal optical phonon „!L can be measured very
accurately by Raman spectroscopy, MPR provides us with a particularly easy and
accurate way of measuring the effective masses of electrons and holes, a sort of
cyclotron resonance using the phonon quanta of the crystal which dispenses with
the microwave radiation source needed for cyclotron resonance. A recent example
of using MPR in this way is illustrated in Fig. 11.6. These data show the effect of
adding a small concentration of N to GaAs, to form the dilute nitride alloy Ga(AsN).
A small concentration of N (�0:1%) leads to a significant shift of the MPR peaks
which arises from the enhancement of the conduction band effective mass due to
the resonant anticrossing referred to in Sect. 11.2. Note also that the N-induced
scattering significantly damps out the MPR effects [48].

11.4.4 Positive Linear Magnetoresistance

A positive linear magnetoresistance, �xx, can arise from either quantum or classical
phenomena. At high enough magnetic field and at low temperatures, the electron

Fig. 11.6 B-dependence of �d2R=dB2 (where R is the magnetoresistance) for a Si-doped
Ga(AsN) epilayer at T D 4:2K .B? and Bk/ and T D 100K (B?/. The inset shows the geometry
of the magneto-transport experiment
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Fig. 11.7 (a)
Magnetoresistance, ��xx=�xx,
as a function of magnetic
field, Bz, measured in Hall
bars based on In(AsN)
epilayers grown on GaAs
(T D 2K). Inset: Sketch of
the current deflection caused
by non-homogeneties, thus
causing linear positive
magnetoresitance. (b)
Negative magnetoresistance
and its temperature
dependence for the In(AsN)
epilayer with N D 1%. Inset:
Sketch of weak localization
in magnetic field

distribution enters the so-called quantum limit, in which only the lowest Landau
level is occupied. This limit occurs when the cyclotron energy, „!c, exceeds the
Fermi energy,EF , and when „!c,EF >> kBT . In this regime, �xx increases linearly
with B [7, 8]. This quantum effect is generally studied at high magnetic fields and
in semiconductors with a small electron effective mass. A different type of linear
positive magnetoresistance can also arise from distorted current paths caused by
disorder-induced macroscopic fluctuations,��, in the electron mobility [9,10]. This
effect can be explained in terms of classical physics and can be observed over a wide
range of temperatures. In the classical MR model of [9,10], the crossover of �xx from
a quadratic to a linear B-dependence occurs at a threshold magnetic field Bt D N��1
for��= N� < 1 or at Bt D ���1 for��= N� > 1. Here, N� corresponds to an average
of the spatially varying mobility. Correspondingly, the magnitude of �xx is expected
to scale with N� or ��= N� < 1 or with �� for ��= N� > 1. Figure 11.7a shows
an example of this unusual positive magnetoresitance effect, which was observed
in In(AsN) epilayers grown on GaAs [30]. This classical linear magnetoresistance
effect has also been reported for other conductors, such as silver chalcogenides [49]
and InSb [50], and is of topical interest as a possible route for developing new
magnetic sensors.
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11.4.5 Negative Magnetoresistance

Negative magnetoresistance can arise from quantum interference effects and is
commonly observed in semiconductors at low temperatures [11]. An important
case involves the phenomenon of weak localization. The magnetic field breaks the
time reversal symmetry of the de Bröglie waves associated with the trajectories of
electrons which have undergone elastic scattering processes, thus destroying the
coherent backscattering of electrons due to quantum interference and leading to a
quenching of the weak localization, which in most cases enhances the low tempera-
ture resistance at zero magnetic field. This process is determined by a characteristic
coherent length, L' D .D
'/

1=2. Here, D D v2Ft=3 is the diffusion coefficient, 
'
is the coherence time, 
 is the elastic scattering time, and vF is the electron velocity
at the Fermi energy. The negative magnetoresistance effect disappears at higher
temperatures when electron–phonon scattering becomes significant; this type of
inelastic scattering event destroys the phase coherence of the de Bröglie waves and
removes the constructive interference effect which leads to the weak localization.
For weak localization of extended states in three dimensions, the negative MR,
defined as ��xx=�xx D Œ�xx.0/ � �xx.B/	=�xx.0/, has a characteristic dependence
on B , given by B2 or B1=2 at low or high B , respectively. The crossover between
these dependences occurs when the magnetic length, lc D

p„=eB, becomes equal to
2L' [11]. This model describes well the negative magnetoresitance effects observed
in many semiconductors, including the dilute nitride alloy (InGa)(AsN) [23, 30].
In Ga(AsN), negative MR effects are observed at relative large magnetic fields
(B � 1T) corresponding to small coherence lengths (L' D 15 nm at N D 0:1%)
[23]. In contrast, weak localization effects in In(AsN) are observed at much smaller
magnetic fields (B � 0:1T) corresponding to coherence lengths that remain large
even for high N (L' D 60 nm at N D 1%), thus indicating that localization effects
are significantly weaker in this small band-gap material [30] (Fig. 11.7b).

11.5 Magneto-Tunneling Spectroscopy

The combination of high magnetic fields and quantum tunneling provides a powerful
tool for elucidating the nature of the quantized states of both free and bound
electrons and holes in semiconductor materials, device, and nanostructures. In MTS
experiments, an applied bias is used to resonantly tune the energy of a charged
carrier, which tunnels from an emitter layer through a tunnel barrier into a quantum
state located beyond the tunnel barrier in a resonant tunneling diode (RTD) (see
Fig. 11.8). When a magnetic field is applied in the plane of the barrier, the tunneling
electron or hole acquires an in-plane momentum due to the action of the Lorentz
force given by

„k D qs � B; (11.9)
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Fig. 11.8 (a) Sketch of
electron tunneling from an
emitter layer into the
quasi-bound state of a
quantum well (QW) under
various applied biases. The
right panel illustrates the
current–voltage I.V / curve.
The dot in each I.V /
illustrates a particular bias
condition. (b) Electron
tunneling with and without an
applied magnetic field
directed in the plane of the
QW

where s is the tunneling distance from the emitter to the quantum state. Thus, the
combination of applied bias and magnetic field can be used to control both the
in-plane wavevector („k D qsB) and the energy " D eVb D qsF of a carrier
when it enters the quantum state. Here, F is the electric field in the region of
the emitter barrier and Vb is the voltage dropped across the region. MTS exploits
the fact that molecular beam epitaxy can produce tunnel barriers which are almost
atomically flat. The small thickness variations of the barriers are generally no more
than an atomic monolayer, which is typically an order of magnitude smaller than
the de Bröglie wavelength of the tunneling electron. This high level of translation
symmetry means that in-plane momentum is conserved. The applied in-plane
magnetic field then allows us to make controlled changes to the momentum.

The concept of MTS was developed from early studies of magneto-electric
skipping states at a tunnel barrier interface [19] and from measurements of the
change in the current–voltage characteristics, I.V /, of a resonant tunneling device
due to a strong magnetic field applied in the plane of the quantum well [20]. It was
then used to measure resonant band anticrossing (BAC) effects in the valence [13]
and conduction bands [14,15] of quantum wells, thus providing detailed plots of the
energy–wavevector dispersion relations, ".k/, of holes and electrons. The following
two sections describe some applications of MTS to study the band structure of
semiconductor materials and the eigenfunctions of low-dimensional systems.

11.5.1 Probing Band Structures

We first consider a resonant tunneling structure of the type shown in Fig. 11.8,
where electrons tunnel from an emitter accumulation layer into the quasi-bound
state of a quantum well. The tunneling current is along the growth direction (which
is defined as the z-direction) and is affected by the presence of a magnetic field, B,
applied perpendicular to the z-axis. The magnetic field can be applied along different
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directions in the quantum well plane (x, y), but without loss of generality we can
choose the direction of B as the x-axis in the following discussion.

Quantum mechanically, the effect of a magnetic field on the motion of a particle
is found by replacing the canonical momentum operator py by py � qBz, using for
the Landau gauge A D .0;�Bz; 0/. The extra term �qBz gives rise to a magnetic
contribution to the effective potential governing the particle motion along the
z-direction, normal to the barrier interfaces. However, it does not affect the plane-
wave nature of the states along the y- and x-directions. For the quasi-bound states in
the emitter accumulation layer and quantum well, the magnetic field can be treated
as a perturbation. This is equivalent to replacing py by py�qB < z >, where< z >
is the position coordinate averaged over the quasi-bound state. Thus, the in-plane
dispersion curves of the emitter and the quantum well states are displaced along ky
by an amount „ky D qsB, where s represents the separation< zwell > � < zemitter >

between the bound state in the well and the emitter. The occupied states below
the Fermi level in the emitter accumulation layer are centered around ky D 0 and
kx D 0. In the absence of scattering, ky , kx , and the energy " are conserved in the
tunneling transition. The available set of states in the quantum well are shifted by
an amount given by „ky D qsB. In turn, this produces a shift in the resonance: the
peak of the resonance corresponds to carriers with ky D 0 and –kF � kx � kF in
the emitter, where kF is the Fermi wavevector. The voltage shift in the resonance
is determined by the energy dispersion of the particle and can be understood
as follows: the magnetic field does no work on the carrier and, to maintain the
resonance conditions, any gain in kinetic energy corresponding to a larger ky in
the quantum well must be compensated by an additional voltage (see Fig. 11.8b).

We now describe how this MTS technique provides a means of exploring the
admixing of the extended conduction band states of GaAs with the localized states
associated with N-impurities [14, 15]. The incorporation of low concentrations
of N (�1%) in III–V compounds, such as GaAs, leads to a number of unusual
physical properties including a large band-gap bowing with a band-gap reduction.
According to a simple two-level band anticrossing model, the interaction of the
extended �-conduction band states of GaAs with the localized N energy level
causes a splitting of the conduction band into two subbands E� and EC, which
are strongly admixed. Also, N aggregates, such as impurity N–N pairs and higher-
order clusters, form strongly localized states; these states can admix to form the
so-called amalgamated conduction band, thus leading to a duality of band-like and
localization behaviors.

Figure 11.9 shows the current–voltage I.V / characteristics of a resonant tunnel-
ing diode based on a Ga(AsN) embedded between two (AlGa)As tunnel barriers.
In this structure, electrons tunnel into the N-induced subband states E0� and E0C
in the Ga(AsN) QW layer, thus leading to two dominant resonant features in the
I.V /. The data show a shift to higher bias of E0� and E0C and a general increase
in current with increasing B . In particular, the B-dependence of the amplitude of
the E0� and E0C peaks in I.V / has the characteristic form of a quantum mechanical
admixing effect, i.e., with increasingB , the E0� feature tends to become weaker and
disappears, whereas the E0C peak increases significantly in amplitude. By plotting
the gray-scale plot of the differential conductance vs. the applied magnetic field
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and applied bias, it is possible to map out the form of the in-plane dispersion
curves associated with E0� and E0C (see inset of Fig. 11.9). The form of the
measured ".k/ dispersion relations of the N-induced subbands can be understood
in terms of a simple two-level BAC model involving isolated N atoms. However,
the �-character of the N-induced states depends on energy and k-vector, and
manifests itself as a quenching of the resonant tunneling at an energy corresponding
to that of the N-level. Similar measurements in samples containing different N-
concentrations have revealed that the band structure properties change rapidly
with increasing N-content. When the N-content is increased up to about 0.2%, N
clustering (mostly N–N first neighbor [110] pairs and second neighbor [220] pairs)
tends to reduce further the �-character of the electronic states and to break up the
energy–wavevector dispersion relations. A further increase in N-content quenches
all resonant features in I.V / due to N-clustering effects. These data combined with
the Linear Combination of I solated N itrogen S tates (LCINS) model [15,25] have
demonstrated an unusually abrupt change in the electronic properties of Ga(AsN)
with increasing N. This behavior differs significantly from the smoother variation
with varying alloy composition observed in other alloy material systems, such as
(InGa)As, for which the k-vector, the ".k/ dispersion relations, and the effective
mass values remain well defined over the whole range of In-composition. An inter-
esting outcome of this work is that only at low N (�0:1%) there is a well-defined k-
vector for the hybridized band states of Ga(AsN) over an extended range of energy,
whereas at higher N-concentrations, the conduction band tends to “break up.”

11.5.2 Probing and Manipulating Low-Dimensional Systems

The possibility of fine-tuning and imaging the electronic wave function in a quantum
system is of fundamental interest and has potential for applications in quantum

Fig. 11.9 I.V / curves at
T D 4:2K and various B for
a resonant tunneling diode
based on an
(AlGa)As/Ga(AsN)/(AlGa)As
quantum well (N D 0:08%).
B is increased from 0 to 11 T
by steps of 0.5 T. For clarity,
the curves are displaced along
the vertical axis. E0� and
E0C indicate two dominant
resonant features in I.V /.
Inset: Gray-scale plots of the
differential conductance
G D dI=dV vs. energy (")
and wavevector (k)



326 A. Patanè and L. Eaves

information processing and other advanced technologies. This field is still in its
infancy and requires the development of sensitive methods to probe and understand
the nature of the quantum states. In many cases, our theoretical understanding is
based on the solution of the Schrödinger equation, which gives the eigenvalues
and corresponding eigenfunctions. Spectroscopic studies, on the contrary, focus
traditionally on measuring transition energies and intensities and their change
in response to external perturbations. The spatial form of the wave functions is
generally more difficult to probe.

Various scanning probe techniques, such as scanning tunneling microscopy
(STM) have been used successfully to probe atoms or electron charge distributions
in a wide variety of systems [51–55], including quantum dots (QDs). QDs are
artificial nanometer-sized clusters, which confine the motion of an electron in all
three spatial dimensions. Some works have reported how cross-sectional STM
(XSTM) of cleaved InAs/GaAs self-assembled QDs can probe the profile of the
electron density along the plane of vertical confinement of the dot (i.e., along
the growth direction and one in-plane direction) [51, 53, 54]. This method is both
invasive and destructive as the QD is cleaved into two pieces. In addition, STM can
only probe quantum states near the surface. MTS and magneto-capacitance-voltage
spectroscopy (MCVS) provide alternative, non-destructive, and non-invasive meth-
ods of probing the electron wave function of a quantum state buried deep below a
surface [16, 17, 56, 57]. These techniques exploit the effect of the classical Lorentz
force on the motion of an electron tunneling into the quantum state and can be
regarded as the momentum (k-) space analog of STM imaging. In STM, a moving
tip acts as a probe of the wave function in real space. In MTS and MCVS, the applied
magnetic field, B, acts as a variable probe in k-space: the images give the probability
density in k-space of the electron wave function.

Figure 11.10 shows the typical structure of a resonant tunneling diode used in
recent wave function imaging experiments. This consists of a GaAs QW embedded
between two (AlGa)As tunnel barriers. The central plane of the QW incorporates a
single layer of InAs self-assembled quantum dots. In this structure, undoped GaAs
spacer layers separate the (AlGa)As barriers from an n-doped GaAs layer. Tunneling
of electrons into the ground and excited states of a quantum dot generates narrow
peaks in the current–voltage characteristics. The intensity of these resonances
change with increasing magnetic field applied in the plane (x, y) of the QW. As
in Sect. 11.5.1, we can understand this behavior semi-classically in terms of the
increased momentum that is acquired by the tunneling electron due to the action of
the Lorentz force. The applied voltage tunes the electron to tunnel resonantly into
the energy of a particular state. Then, the variation of the tunnel current with B
determines the size of the matrix element that governs the quantum transition of an
electron as it tunnels from a state in the emitter layer into the quantum state. It can be
shown that this matrix element represents the electron probability density in Fourier
space of the quantum state [16]. In particular, by measuring the tunnel current at dif-
ferent orientations ofB in the plane (x, y), it is possible to produce two-dimensional
Fourier maps of the probability density in the (kx , ky ) plane (see Fig. 11.10).

Recent developments have used MTS and MCVS to probe in situ the spatial
compression of a quantum state induced by an applied perturbation, such as an
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Fig. 11.10 (a) Left: Schematic conduction band profile of a single barrier GaAs/(AlGa)As
tunneling device with InAs quantum dots (QDs) incorporated in GaAs. Right: overlap between
the electron wave functions in k-space of the emitter and QD. (b) Distribution in the (kx , ky) plane
of the probability density of the electron wave function for the ground and excited states of a single
InAs quantum dot grown on a (100)-oriented GaAs substrate

applied magnetic field [18, 58]. To illustrate this idea, we consider the electronic
wave function of a Si-donor atom in GaAs. In this compound, the donor eigenstates
are well described by the hydrogenic effective mass approximation with an effective
Bohr radius a D 10 nm. In the MTS experiment, magnetic fields of up to B D 20T
correspond to strengths of up to 106 T when scaled to the case of the hydrogen
atom. The current due to electron tunneling through the ground state of Si-donors
within a GaAs quantum well (QW) is studied in a magnetic field tilted at different
angles to the QW plane (Fig. 11.11a). The component of B parallel to the direction
of current (Bz) provides a means of increasing the donor-binding energy and hence
of compressing the donor wave function in the QW plane. By measuring the
current as a function of the perpendicular component, Bx , it is then possible to
determine how the magneto-compression affects the spatial form of the donor wave
function [18].

Figure 11.11b shows the Bx-dependence of the donor resonance peak, D, in the
current–voltage I.V / curves of a RTD at two values of Bz D 4 and 16 T. It can be
seen that the Bx-dependence of the tunnel current (�j j2) becomes weaker at high
Bz./ k-vector/ and changes from approximately polynomial at Bz D 0 to Gaussian
at high Bz (see Fig. 11.11c). The donor wave function exhibits only very small
changes when Bz is increased up to 4 T. In this regime, the confinement potential
due to magnetic field is weak compared to the Coulomb potential, and the wave
function retains its hydrogenic-like form. In contrast, when Bz exceeds 10 T, the tail
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Fig. 11.11 (a) Sketch of electron tunneling into a Si-donor in a GaAs quantum well (QW) under a
magnetic field B with components Bx and Bz. (b) Bx -dependence of the donor peak,D, in I.V / at
various Bz. The insets shows the magneto-compression of the donor wave function at Bz D 4 and
16 T. (c) Bx-dependence of the height of the current peak D at fixed Bz. Dots are the experimental
data; lines are the calculated curves

of the wave function decays as a Gaussian, thus reflecting the parabolic confinement
and magneto-compression induced by Bz. These data and analysis demonstrate that
MTS is a highly sensitive probe of the change in the shape of the electronic wave
function due to an externally applied perturbation. By using appropriately designed
tunnel diodes, MTS could be further exploited to probe the effect of other types of
applied perturbations (i.e., photo-induced charge quanta, electric field applied by a
gate electrode, strain or hydrostatic pressure, etc.) on the eigenfunctions of zero-
dimensional structures.

11.6 Conclusion

To date, the study of the electronic properties of semiconductor materials in
magnetic field has not only provided an impetus to the improvement of growth
techniques, material quality, and device performance, but has also led to unexpected
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advances in fundamental physics and metrology. The most recent example demon-
strating the power of magnetic fields is their use in the discovery of the remarkable
electronic properties of graphene [6] and in the imaging and manipulation of
the wave function probability density of an electron confined in a semiconductor
nanostructure [17]. Rapid advances in the technology for generating high magnetic
fields will contribute to the further development of the research on semiconductor
materials and nanostructures [59]. Superconducting solenoids generating fields of
up to �30T are increasingly used in semiconductor physics. Dissipative copper
wire and Bitter solenoids energized by multi-megawatt power supplies are available
at major facilities in Europe, Japan, and the USA: for example, the 24-MW power
supply in Grenoble can generate fields of 30 T in a Bitter-type magnet. By rapidly
discharging a large capacitor bank through a solenoid, very high pulsed magnetic
fields (�70T) can be generated for a short period (�10ms). Even with these quite
short pulses, it is possible to make precise magnetoresistance, magneto-tunneling,
cyclotron resonance, and other magneto-optical measurements. Still higher fields
can be achieved by electromagnetic flux compression (�600T) or flux compression
using high explosives (�1; 000T), though in the latter case, electrical and optical
measurements in solid state physics are difficult and the user cannot expect his
specimen crystal or device to survive the explosion! See [60] for a recent review
of techniques for generating high magnetic fields. We can expect that high magnetic
fields will find new applications in combination with optical and electrical probes
of the electronic properties of semiconductors. A recent example is the direct
observation using scanning tunneling spectroscopy of the unique Landau level
spectrum of graphene, with non-equally spaced levels [61, 62].
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Chapter 12
Photoconductivity and Transient Spectroscopy

Ayşe Erol and M. Çetin Arıkan

Abstract This chapter focuses on photoconductivity (PC) and transient spec-
troscopy techniques including photo-induced transient spectroscopy (PITS) and
deep-level transient spectroscopy (DLTS). Spectral photoconductivity provides
a powerful tool for measuring the band-gap energy and optical transitions in
semiconductors. On the other hand, transient photoconductivity can be used to
determine the time constants associated with specific recombination processes.
PITS and DLTS are extensively used to characterize deep energy levels due to
traps. The aim of this chapter is to discuss the fundamentals of these measurement
techniques and describe typical experimental setups and methods of analysis for the
determination of important trap parameters, such as the activation energy, the carrier
capture cross-section, and the trap density.

12.1 Introduction

Experimental techniques based on the interaction between light and matter, such
as photoconductivity (PC), can provide valuable information about semiconductors.
The concept of photoconductivity emerged first in 1873 with the observation of
the effect of light on selenium during the flow of an electrical current [1]. In this
experiment, Willoughby Smith observed that the conductivity of selenium decreased
significantly under light illumination. This discovery stimulated research in this field
and soon several materials were found to be photoconductive, although the physics
behind photoconductivity remained unclear. A systematic study of the measured
photoconductive effects was later done by Gudden and Pohl [2], who showed that
the absorption of light, luminescence, and photoconductivity processes had a similar
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dependence on the photon wavelength. The findings of Pohl and Gudden also
demonstrated that alkali halide crystals did not show any photoconductivity if they
were illuminated by photons of energy corresponding to that of the fundamental
absorption band, and that in order to observe photoconductivity, some impurities
had to be incorporated into the host crystal [2, 3]. The most important outcome of
these studies is the establishment of the quantum nature of the photoconductivity
process, i.e., a single electric charge drifts between two electrodes per absorbed
photon. To explain the experimental work on alkali halides, Mott and Gurney
published a book entitled Electronic Processes in Ionic Crystals [4] and then an
extensive study was published by Moss entitled Photoconductivity in the Elements,
which summarizes data on photoconductivity in all non-metallic elements [5].
The discovery of photoconductivity led to the invention of photocells. Since then,
photoconductive materials have been widely used for detecting a whole range of
radiation from the far infrared to high-energy nuclear particles.

Photoconductivity provides a tool for investigating solids, for understanding and
improving device performance, and is of great importance both as an experimental
tool and as a basis for the development of new devices. The first part of this chapter
describes the fundamentals of photoconductivity and typical photoconductivity
experimental setups (Sects. 12.2–12.4). The chapter then focuses on transient
spectroscopy techniques for the investigation of defects (Sect. 12.5).

The electronic and optical properties of semiconductors are modified by imper-
fections such as point defects, dislocations, and interfaces, which create localized
deep levels in the band gap of a semiconductor. Some defects are beneficial and
have been successfully employed either to improve existing devices or to obtain
structures with new characteristics. Interesting examples include the use of gold in
silicon to obtain fast recombination, oxygen and chromium in GaAs to semi-insulate
GaAs, and zinc–oxygen pairs in GaP to realize red light-emitting diodes. However,
many defects can have a deleterious effect on device performance, so understanding
and controlling them are essential for the successful fabrication of a semiconductor
device.

There are several methods to determine defect parameters but in low-dimensional
structures, the characterization of defects is subject to the limitations imposed by
the normally small thicknesses of the epitaxial layers. Many of the characterization
techniques are inapplicable because they rely on a large number of defects in
the probed volume of the semiconductor. Methods that probe both the atomic
arrangement and the chemical identity of a defect, such as electron spin resonance
and optically detected magnetic resonance, are in this category. Therefore, in many
cases, the chemical identification of a defect must rely on either a comparison study
in bulk materials or an analysis of the stoichiometric conditions of the epitaxial
process. In contrast, optical characterization of defects in epitaxial layers can be
more successful. For example, photoconductivity can be used to probe the presence
of defects and provide information about activation energies and trapping time
constants. Luminescence measurements can also give useful information about
defects as long as the probability of the radiative recombination is higher than
the probability of the non-radiative recombination. On the other hand, transient
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spectroscopy is more suitable for studying defects located in epitaxial layers and
gives information about activation energies, cross-sections, and density of individual
defects. In the second part of this chapter (Sect. 12.5), two techniques based on
transient spectroscopy, photo-induced transient spectroscopy (PITS) and deep-level
transient spectroscopy (DLTS), are presented. The chapter ends with a comparison
of the DLTS and PITS techniques.

12.2 Photoconductivity

Photoconductivity measurements provide a versatile experimental tool for prob-
ing the band-gap energy of bulk semiconductors, excitonic transitions in low-
dimensional semiconductors, and the presence of crystal imperfections. Although
photoconductivity is one of the simplest techniques used to study excess carriers in
semiconductors, the analysis of a PC spectrum is complicated as it is determined
by the absorption coefficient, mobility, and carrier lifetime. As an alternative
experimental tool to photoconductivity, absorption spectroscopy can measure the
absorption coefficient and gives information similar to that obtained from photocon-
ductivity measurements. However, the measurement of the absorption coefficient in
epitaxially grown semiconductor structures requires the removal of the substrate.
Therefore, absorption spectroscopy is a destructive technique. It is also difficult to
measure the absorption intensity in very thin layers. On the other hand, photocon-
ductivity requires only two ohmic contacts diffused through a layer and the results
reflect the optical quality of the whole structure. In the following section, the basic
concepts and fundamentals of photoconductivity are presented.

12.2.1 Photoconductivity: General Concepts

Photoconductivity, i.e., photon-induced conductivity, corresponds to a change in
the conductivity of a material system caused by an excess of carriers generated by
absorption of photons; therefore, photoconductors have the capability of converting
electromagnetic radiation into an electrical current. Although different materials can
exhibit photoconductive properties, here we consider only semiconductors.

Thermal excitations in semiconductors create excited electrons and holes even
in dark and these carriers are free to move in the semiconductor lattice, thus
contributing to the conductivity. The concentration of free carriers depends on
whether the semiconductor is doped or undoped. The dark electrical conductivity
of a semiconductor is given by

� D q.n�n C p�p/; (12.1)
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where q D e is the electron charge, n and p are the free electron and hole
concentrations, and �n and �p are the electron and hole mobilities, respectively.

In a homogenous material, the photoconductivity is expressed as a change in the
conductivity due to excess carriers generated by the absorption of photons, i.e.,

�� D q.�n�n C�p�p/; (12.2)

where �n and �p are the excess electron and hole concentrations, respectively.
Following the absorption of photons, the photocreated carriers are rapidly swept
toward the contacts by an applied constant dc electric field, thus generating a
photocurrent.

In insulators, the excess carrier concentrations can be larger than the free carrier
concentrations in the dark, but in semiconductors, excess carriers are considered
as only a small perturbation to the values of n and p. Also, (12.2) assumes that
the carrier mobility is not changed by the photoexcitation. This is a reasonable
assumption as the mechanisms that can alter the mobility can generally be neglected
[6]. These mechanisms include (a) the photo-induced transfer of carriers from one
of the conduction band valley to another; this process requires a momentum change,
i.e., a phonon–electron scattering mechanism; (b) the photo-induced change of the
scattering rate due to charged impurity atoms, whose density and/or scattering cross-
section can be changed by light.

In a non-homogenous material, the free carrier concentration in the dark can be
nonuniform, thus leading to high conductivity regions separated by low conductivity
regions. The current passing throughout the material is limited by the low conduc-
tivity regions, which act as barriers. When light is absorbed, the barrier resistance is
decreased and the current flow throughout the material becomes higher than that in
the dark. The photoconductivity is controlled by the resistance of the barriers, and
their effect on the photoconductivity is described in terms of an effective mobility
��
b , i.e.,

�� D q.n���
bn C p���

bp/: (12.3)

Hereafter, we will consider only homogenous conductors.
Let us now consider a semiconductor sample of thickness d , width w, and

length l illuminated uniformly by monochromatic light of energy sufficient to
generate electron–hole pairs. Let IL represent the intensity of light, i.e., the incident
power per unit area, and z the direction of the light propagation. The intensity of
light changes along z as IL.z/ D I0e�˛z, where ˛ is the absorption coefficient at
a given photon energy. The fraction of absorbed light in a thickness d is equal to
I0.1 � e�˛d /. If the semiconductor is sufficiently thick to absorb all the photons,
the flux of photons per unit time in the semiconductor is I0=„!, where ! is
the angular frequency of light. Each absorbed photon generates one electron–hole
pair and the quantum efficiency � is defined as the fraction of those carriers that
flow into the external circuit. Therefore, the total number of generated carriers in
the semiconductor is �I0wl=„!. The generation rate G is the number of carriers
generated per unit volume per unit time and is given by
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Gn D �I0

„!d : (12.4)

If only some fraction of the incident light is absorbed by the semiconductor, the
generation rate is instead given by

G D �˛IL

„! : (12.5)

Now we will establish the relation between the generation rate and the photocurrent
using rate equations. In the presence of a uniform optical injection of carriers, the
continuity (rate) equations are given by

@n

@t
D Gn �Rn C 1

q
r 
 EJn

@p

@t
D Gp �Rp � 1

q
r 
 EJp; (12.6)

where Gn and Gp are the electron and hole generation rates, Rn andRp are the
electron and hole recombination rates, and Jn and Jp are the electron and hole drift
current densities, respectively.

For an electric field applied along the x direction, (12.6) becomes

@n

@t
D Gn � Rn C 1

q

@

@x
Jn.x/

@p

@t
D Gp � Rp � 1

q

@

@x
Jp.x/: (12.7)

The recombination rate is defined as

Rn D �n


n
Rp D �p


p
; (12.8)

where 
n and 
p are the recombination times of the excess electrons and holes,
respectively.

Two different scenarios can be envisaged corresponding to a uniform and a
nonuniform excess carrier generation. When the optical illumination is uniform
across the semiconductor, the generation rate has only time dependence, i.e.;

G.t/ D Gn.t/ D Gp.t/; (12.9)

and the excess carrier generation is uniform. In this case, the diffusion current
density is ignored in the rate equations as in Eqs. 12.6 and 12.7. If the current
passing throughout the semiconductor is kept constant during the photoconductivity
measurement, the electron continuity equations become
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@n

@t
D G.t/ � �n


n

@p

@t
D G.t/ � �p


p
: (12.10)

Under optical illumination, the carrier concentrations are given by p D p0 C �p
and n D n0 C�n, and the excess carrier concentrations are equal for an interband
absorption. In the absence of trapping and for light with constant intensity, the
generation rate is independent of time. Hence the excess carrier concentrations in
steady state are given by

�n D G
n; (12.11)

and
�n D �p D G
n: (12.12)

Using these expressions for the excess carrier concentrations, (12.2) can be rewrit-
ten as

�� D qG
n.�n C �p/: (12.13)

Hence the total drift photocurrent density in the presence of an electric field along
the x direction is

J D ��E D qG
n.�n C �p/E D �� V
l
; (12.14)

where V is the applied voltage and l is the length of the semiconductor.
The photocurrent can be now expressed as

�I D JA D �� A
l
V D q.�n C �p/G
nA

l
V: (12.15)

whereA is the cross-section of the semiconductor (A D wd). For the case of a single
type-carrier transport, the photocurrent is given by

�I D q�nG
nA
l
V: (12.16)

Equation (12.16) shows that the photocurrent increases linearly with both the optical
intensity and the applied voltage. Following the optimization of the signal-to-noise
ratio, these parameters are kept constant during the experiments.

The effective quantum efficiency for photoconductivity is known as the photo-
conductivity gain G�. This is defined as the number of charges collected in the
external circuit for each absorbed photon. If F is the number of absorbed photons
and the generation rate G D F=Al, then the gain G� can be expressed as the ratio
of the photocurrent to the generation rate, i.e.,

G� D �I

q

1

GAl
: (12.17)
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Using (12.15) in (12.17), we then obtain

G� D .�n C �p/
n
l2

V: (12.18)

Alternatively, the photoconductivity gain can be expressed as the ratio of the carrier
recombination lifetime to the transit time, i.e.,

G� D 
n



; (12.19)

where we have used that the average drift velocity of electrons is �d D �nE D
�nV=l and the average transit time of electrons across the semiconductor is

 D l=�d.

If the lifetime of a carrier is greater than its transit time, the carrier will make
several transits throughout the semiconductor between the contacts. For example,
if 
n D 10�3 s, l D 10�3 m, and �d D 103 m=s, the photoconductivity gain is
G� D 1; 000 [7–12].

So far we have only considered the case of a uniform illumination of the semicon-
ductor. What if a small part of the semiconductor between electrodes is illuminated?
If the carrier generation is nonuniform, the diffusion of the excess carriers toward
either sides of the illuminated region must be considered and the current density
term in the rate equations given in (12.6) must also include the diffusion current
density due to the photocreated excess carriers. This case is complicated as it
requires a careful analysis of the nonuniform excess carrier distribution along the
sample length [13]. Here, we will only consider the case of a uniform illumination.

12.2.2 Photoconductivity: Spectral Response

Photoconductivity induced by interband transitions is called intrinsic photocon-
ductivity to distinguish it from that due to impurities, which is called extrinsic
photoconductivity. To observe a photoconductivity signal, light must be absorbed
in the semiconductor and generate free carriers by either intrinsic or extrinsic
optical absorption. Therefore, there is a close relation between absorption and
photoconductivity spectra, as illustrated in Fig. 12.1a.

There are three possible types of absorption transitions resulting in photocon-
ductivity: (a) interband absorption, generating a free electron and a free hole for
each photon absorbed (Fig. 12.1b (I)); (b) absorption from the valence band to
an unoccupied localized trap level, producing a free hole and a bound electron
(Fig. 12.1b (II)); and (c) absorption from an occupied localized trap level to the
conduction band, producing a free electron and a bound hole (Fig. 12.1b (III))
[12]. Therefore, photoconductivity is a versatile experimental technique to observe
optical transitions and probe the presence of traps. Due to its absorption-like
character, this technique can also probe optical transitions related to the ground and
excited states in low dimensional structures even at room temperature.
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Fig. 12.1 (a) Comparison between photoconductivity and absorption spectra. (b) Three possible
absorption processes involving a trap level

12.2.3 Photoconductivity Decay

Let us consider an n-type semiconductor under illumination and a steady-state
photocurrent �I0. At t D t0, when the illumination is suddenly switched off,
the photoconductivity decays exponentially to zero. The time dependence of the
photocurrent�I can be described as

�I D �I0Œ1 � exp.�t=
p/	 .0 � t � t0/ (12.20)

�I D �I0Œ1 � exp.�t0=
p/	 expŒ�.t � t0/=
p	 .t 	 t0/;

where 
p is a time constant. In the absence of traps, the transient behavior of the
photoconductivity can be used to determine the value of 
p [13]. On the other hand,
in the presence of traps, the transient photoconductivity cannot be described by a
single exponential curve as the trapped carriers are slowly released from the trap
levels. Hence, the photoconductivity decay can consist of several decay mechanisms
due to trapping, each with its own characteristic time constant. In this case, the
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Fig. 12.2 Transient photoconductivity and exponential fits

photoconductivity decay curve is fitted using a sum of the exponential functions
and the time constants for each trapping process can be obtained as illustrated
in Fig. 12.2. On the decay curve, the initial rapid decrease corresponds to the
recombination of the photoexcited carriers, and the slower exponential decay is due
to the thermal release of electrons from the traps.

12.3 Photoconductivity Measurement Techniques

Techniques for measurements of the photoconductivity can be classified into three
groups depending on the duration of the incident light, as shown in Fig. 12.3.
These methods are referred to as (a) steady state, (b) modulated, and (c) pulsed
illumination. Using these different excitation conditions, photoconductivity mea-
surements are categorized as steady-state (or dc) photoconductivity, modulated (ac)
photoconductivity, and transient photoconductivity.

12.3.1 Steady-State (dc) Photoconductivity

In this measurement technique, a dc excitation light of constant intensity and
spectral distribution is used to illuminate the sample, and the photoconductivity is
measured in steady state. Therefore, this technique allows the slowest trapping pro-
cess to come into equilibrium with the incident radiation. Reaching the steady-state
condition may take from several minutes to hours in some cases. To measure
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Fig. 12.3 Photoconductivity
measurements under different
light excitation conditions:
(a) steady-state light, (b)
modulated light, and (c)
pulsed illumination

the steady-state photoconductivity, a simple circuit is used, as seen in Fig. 12.4.
The current increases from its dark current value .I0/ to the value I , and the
steady-state photoconductivity under uniform illumination with constant intensity
is expressed as

��ST D I � I0
V

l

A
; (12.21)

where V is the applied voltage, l is the length, and A is the cross-section of
the semiconductor. This circuit is useful when �0 � ��ST, which is fulfilled in
high-resistivity materials. If the semiconductor has high conductivity, then the dark
conductivity will be greater than the steady-state photoconductivity. In this case,
the steady-state illumination cannot be used and a modulated illumination must be
chosen to avoid the contribution of dark conductivity.

12.3.2 Modulated (ac) Photoconductivity

In this technique, the photoconductivity measurement is carried out by modulating
the incident light with a chopper. Modulated photoconductivity is not only useful
to avoid the contribution of a high dark current, but also useful to gain information
about the trapping and generation time constants. The measurement circuit is shown
in Fig. 12.5. Under illumination, the current has a dc and an ac component. However,
in practice, a third component is also present due to nonzero average illumination
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Fig. 12.4 Circuit for
steady-state
photoconductivity
measurements

Fig. 12.5 Circuit for ac
photoconductivity
measurements

effects, which manifests through a temporal increase of the dc component of the
photoconductivity. Therefore, we will categorize the current into three components:
(1) steady dark current, (2) steady photocurrent, and (3) ac photocurrent. If the
steady photocurrent does not change during the measurement, the ac photocurrent
can be measured using a lock-in amplifier that is sensitive only to the ac component
of the photocurrent and does not respond to dc signals.

In order to measure the ac photoconductivity, the circuit diagram shown in
Fig. 12.5 is used. The current I is given by

I D V

RS CRL
D VL

RL
; (12.22)

VL D RL

RS CRL
V; (12.23)

where RS is the sample resistance, RL is the load resistance, and VL is the voltage
across the load resistance. If RS � RL,

VL D RL

RS
V: (12.24)

For small perturbations, the change in voltage across the load resistance due to the
modulation of light is

�VL D �RL

R2S
V�RS; (12.25)
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where

RS D 1

�

l

A
: (12.26)

The relative change in photoconductivity is equal to the relative change in the
sample resistance, i.e.,

��

�
D ��RS

RS
: (12.27)

The substitution of (12.25), (12.26) into (12.27) gives the photoconductivity

�� D l

ARLV
�VL: (12.28)

12.3.3 Pulsed Photoconductivity

In this technique, a pulsed laser with short pulse width and slow repetition rate is
used to illuminate the semiconductor. The short pulse duration must be sufficiently
short to avoid steady-state photoconductivity. The method is useful if the pulse
duration exceeds the fastest trapping rate and the repetition rate is slower than the
slowest trapping rate in the semiconductor. The transient photoconductivity decay
is used to determine trapping time constants [14].

12.4 Experimental Setups for Photoconductivity
Measurements

12.4.1 Spectral Photoconductivity: Experimental Setup

Spectral photoconductivity provides an excellent tool to determine electronic
transitions and trap levels. Fig. 12.6 shows a conventional experimental setup for
measuring the ac spectral photoconductivity. The sample is placed in a cryostat
to carry out the photoconductivity measurement at different lattice temperatures.
The temperature is kept constant at any desired value during the measurements
using a temperature controller. The light from a quartz halogen lamp is chopped
and focused on a grating monochromator. The light intensity is controlled by a
constant current source and kept constant during the measurements. The dispersed
light is passed through a filter to avoid high orders of light. A small fraction
of the dispersed light from the monochromator is split into two components and
one of the components is diverted onto a pyroelectric detector to monitor the
excitation intensity. The rest of the light is directed onto the sample. A dc voltage
is applied to the sample with a series resistor, and the PC signal is measured
by a conventional lock-in amplifier technique. The photoconductivity, �� , is the
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Fig. 12.6 Experimental setup of spectral photoconductivity measurements

rms value of differential ac photocurrent. The modulated photocurrent and the ac
excitation intensity are simultaneously measured. The spectral photoconductivity
signal is normalized using the intensity distribution of light which is the output
signal of the pyroelectric detector detected by the lock-in amplifier [14, 15].

Two examples of modulated spectral PC measurements are shown in Figs. 12.7
and 12.8. Figure 12.7a, b shows, respectively, the PC and photoluminescence (PL)
spectra for as-grown and annealed Ga0:7In0:3N0:015As0:985=GaAs quantum well
structures. The samples consist of a 6-nm Ga0:7In0:3N0:015As0:985=GaAs quantum
well and a 6-nm Ga0:7In0:3As=GaAs quantum well layer on a semi-insulating
GaAs substrate. In the experiments, a 100-W halogen lamp was used to create
photoexcited carriers and chopped at 17 Hz. The intensity of light was kept constant
during the measurements and controlled by a constant current source. The frequency
of the chopper was kept low enough to have sufficiently high signal output
from the pyroelectric detector as the sensitivity of the detector is much higher
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Fig. 12.7 (a) PC spectra and
(b) PL spectra for as-grown
and annealed GaInAs/GaAs
and GaInNAs/GaAs quantum
well structures

at low frequencies. The light from a halogen lamp was dispersed using a 0.5-m
monochromator. A small fraction of light (15%) was split and directed onto the
pyroelectric detector to monitor the excitation intensity and the rest (85%) was used
to illuminate the sample uniformly. To sweep the photoexcited carriers toward the
opposite electrodes, a dc voltage was applied to the sample with a series resistor and
the PC signal was detected using a lock-in amplifier. The series resistance value was
selected to give a ratio RS=RL � 100. The modulated spectral photoconductivity
at the frequency of the chopper and the excitation intensity were simultaneously
measured by a conventional lock-in technique, and the data were collected as a
function of the photon energy. Samples were fabricated in the form of simple bars
and ohmic contacts were alloyed by diffusing a sequence of Au/Au:Ge/Au through
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Fig. 12.8 PC spectrum for a GaAs/GaAlAs single quantum well

all the layers in the sample. The applied electric field was parallel to the layers;
hence it was possible to observe contributions to the PC signal from all the layers in
the PC spectra. This technique is also called in-plane PC.

Figure 12.7a shows that the PC spectra give information not only about interband
and/or quantum well transitions, but also about transitions due to the presence of
trap levels localized in the band gap (see lines labeled EL6, VGa, GaAs, and e-A).
In contrast, as shown in Fig. 12.7b, the PL spectra show only peaks corresponding
to quantum well transitions. The energy values of the peaks labeled as GaInNAs
and GaInAs in the PC and PL spectra are in good agreement when measured
at the same temperature [16]. PC measurements are affected by the experimental
conditions, such as excitation intensity, modulation frequency, and applied electric
field. By adjusting these experimental parameters, it is possible to observe well-
resolved spectra even at room temperature. As an example, a modulated spectral
PC measurement is shown in Fig. 12.8 for a GaAs/AlGaAs single quantum well
structure. In the PC spectrum, both the ground and higher excitonic transitions can
be clearly resolved at room temperature [15].

12.4.2 Transient Photoconductivity: Experimental Setup

In this technique, fast-pulsed lasers and high-speed oscilloscopes are essential
components of the experimental setup, as shown in Fig. 12.9. The pulsed laser light
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Fig. 12.9 Circuit for
transient photoconductivity
measurements

with higher energy than the band-gap energy of the semiconductor is directed onto
the sample. A dc power supply is used to apply a constant voltage across the sample
in series with a load resistance. When the pulsed laser light falls onto the sample,
excess carriers are created, and when the light is switched off, the photoconductivity
decays exponentially. To observe the transient photoconductivity signal, the voltage
drop across the load resistor is recorded by a large bandwidth oscilloscope. The
bandwidth of the oscilloscope is very important to observe the radiative recombi-
nation time, which is the fast component of the photoconductivity decay. In the
absence of trap levels, the photoconductivity decay contains only a fast component,
which corresponds to the radiative recombination from the conduction band to the
valence band. In contrast, in the presence of traps, the photoconductivity decay
contains the contribution of different trapping mechanisms, each characterized by
a different time constant.

Figure 12.10 shows the transient PC spectrum for a GaInNAs/GaAs single
quantum well. This was measured using a Q-switched Nd:YAG laser emitting at
1,064 nm, with a pulsed width of 100 ps and a repetition rate of 5 Hz. The Nd:YAG
laser was chosen to excite selectively only the GaInNAs quantum well. Light pulses
were directed to the sample and uniform illumination was obtained by defocusing
the laser beam. A dc voltage was applied to the electrical circuit shown in Fig. 12.9
and the transient PC signal, which corresponds to the voltage across the load
resistance, was recorded with a 300-MHz digital oscilloscope with a rise time of
4–5 ns. The transient PC decay is composed of fast and slow components and can
be modeled as the sum of two exponentials, each one corresponding to a different
decay process as shown in Fig. 12.10. The time constants were found to be 
1 < 4 ns
and 
2 � 80 ns. The measured value of the time constant associated with the fast
component is limited by the bandwidth of the oscilloscope [17].

12.5 Transient Spectroscopy

In real semiconductors, there are always some defects that are introduced due
to either thermodynamic considerations or the presence of impurities during the
crystal growth. Impurities can be intentionally introduced as dopant atoms (shallow
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Fig. 12.10 Example of
transient PC decay and its
modeling by the sum of two
exponentials

impurities) to control electrical properties. On the other hand, impurities are also
unintentionally incorporated into a semiconductor during the crystal growth and
device processing. There are many kinds of defects, which can be classified
according to the dimension (D) of the defect:

• 0-D Point defects: substitutionals, vacancies, and interstitials.
• 1-D Line defects: dislocations.
• 2-D Planar defects: interfacial defects such as surfaces, grain boundaries, and

phase boundaries.
• 3-D Bulk defects: voids, cracks, and pores.

Among these defects, the formation of 2-D and 3-D defects can be easily avoided
in most epitaxial growth techniques. Point defects are the most common defects
observed in semiconductors and are highly localized in one or a few unit cells
of the semiconductor. Three common point defects are vacancies, substitutional,
and interstitials. The vacancy defect is associated with the absence of an atom
in the lattice. The substitutional point defect corresponds to an impurity on the
lattice site of a constitutional atom. An interstitial point defect is an atom located
between lattice sites and it can be self-interstitial or foreign-interstitial. An important
point defect observed in compound semiconductors, such as GaAs, is the anti-site
defect. In this case, one of the atoms, say Ga, sits on the As sub-lattice instead
of the Ga lattice site (denoted as GaAs). These simple point defects can alter
electrical properties and carrier transport via diffusion, but they hardly affect thermal
conductivity properties. Line defects or dislocations are not as localized as point
defects and involve extended atomic sites. Their effects on the device performance
can be drastic; therefore, control of dislocations during the growth process is of
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great importance. The concentrations of defects can be controlled, for example, by
the growth temperature and pressure.

In ionic semiconductors, charged point defects, classified as Frenkel and
Schottky defects, can form. The Frenkel defect is an interstitial of a charged atom
and when it forms, it creates two regions of different polarity. The Schottky defect is
also a pair defect, but it corresponds to the absence of both ions. Overall, the charge
neutrality of the semiconductor must be maintained for the formation of a charged
defect.

Traps are categorized as shallow levels and deep levels depending on the spatial
extent of the wave function associated with the trapped carrier and its binding
energy. Shallow levels tend to have a hydrogenic behavior and are less localized
compared to deep levels. Their binding energy is in the range of a few meV. In
contrast, the energy of a deep level is in the range of eV. These trap levels lead to
strongly localized states in the band gap and they are usually responsible for non-
radiative transitions [18–22].

To improve the optical quality and, therefore, the performance of electronic and
optoelectronics devices, it is essential to identify, analyze, and eventually minimize
the presence of defects in a semiconductor. Transient spectroscopy provides an
experimental tool for probing the presence of defects and defect-related properties.
We will now consider the fundamentals of two transient spectroscopy techniques:
PITS, also called as photo-induced current transient spectroscopy (PICTS), and
DLTS. PITS is based on the analysis of the change in a photoconductivity decay
transient as a function of temperature in nominally undoped highly resistive
semiconductors, i.e., semiconductors with a negligible dark current. On the other
hand, DLTS is based on the analysis of the change in capacitance due to a change in
bias condition as a function temperature and can be applied to Schottky diodes and
p–n junctions.

12.5.1 Generation–Recombination Rate

The fundamental theory for understanding and analyzing PITS and DLTS is based
on generation–recombination mechanisms in semiconductors. Let us consider a
defect level that is located at an energy ET, as shown in Fig. 12.11. Four possible
processes are possible: (a) the capture of an electron from the conduction band to the
defect level; (b) the emission of an electron from the defect level to the conduction
band; (c) the capture of a hole from the valence band to the defect or the emission of
an electron from the defect to the valence band; and (d) the emission of a hole from
the defect to the valence band or the capture of an electron from the valence band to
the defect.

A conduction electron can be captured by the defect (a) and then emitted to the
valence band (c). This process is known as recombination process. Also, an electron
can be captured by the defect from the valence band (d) and then emitted into the
conduction band (b). This process is called generation. In both processes, a carrier
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Fig. 12.11 Generation and
recombination processes
involving a trap level

is captured from one band and emitted into the other band. Both bands participate
in these processes. Therefore, this defect is called a generation–recombination
center. However, if a captured electron (a) is re-emitted to the conduction band
(b) or a captured hole is emitted to the valence band, these defects are known
as traps. Impurities are generally called traps even if they behave as generation–
recombination centers.

Generation and recombination processes are classified as radiative or non-
radiative. The radiative process involves the creation or annihilation of photons,
while a non-radiative process involves a phonon–electron interaction or an exchange
of energy and momentum with carriers. There are more different recombination
processes, such as Auger and impact ionization, which will be not considered here
[9, 19–22].

Let us assume that NT is the total trap density, n and p are the free electron
and hole concentrations, and nT and pT are the occupied and empty trap levels,
respectively. The trap density is the sum of the occupied and unoccupied traps, i.e.,

nT C pT D NT: (12.29)

The net rate of electron concentration is the difference of the emitted electrons from
the trap to the conduction band (Fig. 12.11b) and the captured electrons from the
conduction band to the trap (Fig. 12.11a), i.e.,

dn

dt
D ennT � cnnpT: (12.30)

Here, en and cn represent the electron emission and capture rates, respectively.
Similarly, the net rate of hole concentration is

dp

dt
D eppT � cppnT; (12.31)

where ep and cp are the hole emission and capture rates, respectively.
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The capture rates cn and cp can be expressed as

cn D �nh�thin
cp D �ph�thip; (12.32)

where h�thi is the average thermal velocity and �n.�p/ is the capture cross-section
of the deep level for electrons (holes). Using (12.29)–(12.31), the net rate of electron
occupancy can be expressed as

dnT

dt
D dp

dt
� dn

dt
D .cnnC ep/.NT � nT/� .cpp C en/nT: (12.33)

For an electron trap, (12.33) can be rewritten as

dnT

dt
D cn.NT � nT/ � ennT: (12.34)

In thermal equilibrium, the net rate must be equal to zero and (12.34) gives

nT

NT
D cn

cn C en : (12.35)

This ratio can be expressed in terms of the Fermi–Dirac distribution function as

nT

NT
� 1

1C exp.ET � EF/=kBT
: (12.36)

From (12.35) and (12.36), we derive

en

cn
� exp

ET � EF

kBT
: (12.37)

In a non-degenerate semiconductor, the electron concentration is given by

n D NC exp

�

�EC �EF

kBT

�

; (12.38)

where NC is the effective density of state in the conduction band and EC is the
energy of the conduction band edge. By substituting (12.32) and (12.38) into
(12.37), we can derive the emission rate

en.T / � �nh�thinNC exp

�

�EC � ET

kBT

�

: (12.39)

Similarly for a hole trap, the emission rate can be expressed as
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ep.T / � �ph�thipNV exp

�

�ET � EV

kBT

�

: (12.40)

Here, EV is the energyof the valence band edge and NV is the effective density of
states in the valence band.

For electrons, the temperature dependence of the thermal velocity and effective
density of states are given by

h�thin D
�
3kBT

m�
n

�1=2

; (12.41)

NC D 2
�
2�m�

nkBT

h2

�3=2

: (12.42)

Using (12.41)–(12.42) and (12.39), we derive

en.T / D 
�1 D �n�nT 2 exp

�

� ET

kBT

�

; (12.43)

where �n D 4
p
6�3=2m�

nk
2
B=h

3 is a material constant. Equation (12.43) illustrates
that the temperature dependence of the emission rate is characterized by an
exponential decay and a polynomial factor, from which the trap parameters can be
derived [23–26].

12.5.2 Photo-Induced Transient Spectroscopy

Monitoring the photoconductivity transient decay provides a means of measuring
the emission rate and its temperature dependence. Instead of monitoring photo-
conductivity transients at different temperatures, it is more convenient to monitor
at different temperatures the change in the photoconductivity transient measured
at two sampling times after the light is switched off. The transient decay can be
described as

I.t/ D AqE�nnT 
nen exp.�ent/; (12.44)

whereA is the effective cross-section of the sample, q is the electron charge,E is the
applied electric field, �n is the electron mobility and 
n is the lifetime of electrons.
As seen in Fig. 12.12a, the difference in magnitude of the photocurrent recorded at
two sampling times, t1 and t2, after the light is switched off, gives a PITS signal,
P.T /, given by

P.T / D �I.t/ D I.t1/� I.t2/: (12.45)

The PITS signal is recorded as a function of temperature and every peak observed
in the spectrum corresponds to a specific trap, as shown in Fig. 12.12b.
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Fig. 12.12 (a) Transient
photoconductivity response.
(b) Transient
photoconductivity responses
at various temperatures and
PITS signal. (c) Analysis of
the PITS spectra to extract
trap parameters

PITS peaks occur at a specific temperature, Tmax, in the spectrum, when the
emission rate of trapped carriers corresponds to the rate window set by the chosen
values of t1 and t2. Therefore, at T D Tmax, corresponding emission rate is

en D 
�1
max D �n�nT 2max exp

�

� ET

kBTmax

�

: (12.46)
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Equation (12.43) can also be written in terms of logarithms as

log



T 2

� D log

�
1

�n�n

�

C ET

kB

1

T
: (12.47)

A plot of log.
T 2/ versus T �1 (Arrhenius plot) has a slope of ET =kB and an

intercept on the log.
T 2/ axis of log
�

1
�n�n

�
gives �n as shown in Fig. 12.12c.

At T D Tmax, the relation between the sampling times (t1 and t2/ and the
emission time 
 D 
max (12.46) can be found by setting the first derivative of P.T /
signal to zero. This gives

�

1 � t1


max

�

exp

�

� t1


max

�

D
�

1 � t2


max

�

exp

�

� t2


max

�

: (12.48)

One of the three variables contained in this equation can be eliminated by assuming
that


max D Bt1 (12.49)

t2 D At1: (12.50)

A plot of A vs. B reveals that if A 	 10, B D 1. Therefore, if the ratio of sampling
times is selected so that t2 	 10t1, the emission rate/time at T D Tmax can be
directly obtained from the PITS spectra as 
 D 
max D t1 [23–25].

Figure 12.13 shows a typical PITS setup and the expected waveform (left corner)
at different locations from A to H on the experimental setup. The sample is placed
in a cryostat and a linear temperature sweep is provided by a PID temperature
controller. The light is modulated by a chopper. A dc voltage is applied between the
sample and a load resistance connected in series. The differential photoconductivity,
which is sampled between two selected sampling times, is recorded using a lock-in
amplifier connected to the multivibrator/gate/sample and hold unit. The output of the
lock-in amplifier, which gives the PITS signal [P.T /], and the sample temperature
are recorded by a computer. The PITS signal is plotted vs. the sample temperature
at different sampling times keeping the ratio t1=t2 constant and equal to 10. Each
waveform for the locations A–H shown in Fig. 12.13 can be observed using an
oscilloscope.

In a PITS experiment, the following important points must be considered:

1. Choice of the light source: If the sample consists of materials with different
band gaps, appropriate monochromatic light sources should be used to probe
the presence of traps in the different materials. Both below band-gap or above
band-gap excitation sources can be used.

2. Pulse parameters: The duration of the light pulse must be long enough to
ensure that the steady-state photoconductivity condition is achieved during the
illumination, i.e., all traps are filled. In contrast, the repetition rate must be kept
smaller than the slowest trapping rate in the material.
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Fig. 12.13 PITS experimental setup. The signal at each location (A-H) on the setup is shown on
the left corner

3. Photoconductivity decay: After light is switched off at t D 0, the fast component
of the photoconductivity is related to the band-to-band recombination of the
photoexcited carriers. The slow component of the decay contains information
about traps. Therefore, the sampling time t1 must be set to a value just after the
fast decay transient.

4. Sampling times: If the ratio of sampling times is set to t1 	 10t2, the emission
rate at T D Tmax can be directly obtained from the PITS measurements by setting

max D t1.

5. Trap parameters: At different sampling times and keeping the ratio t1=t2 D 10,
the value of Tmax can be changed and hence the temperature dependence of the
emission rate can be obtained. Trap parameters are obtained from an Arrhenius
fit of 
max vs. temperature [26].

As an example, Fig. 12.14a shows the PITS spectrum for a GaInNAs/GaAs quantum
well. The effective band-gap energy of this quantum well was derived from PL
and was found to be equal to 1 eV at room temperature. Therefore, for the PITS
experiment, a white light source and a filter with a cut-off photon energy of 1.1 eV
were used to investigate the presence of the traps in the GaInNAs quantum well
only, avoiding contributions to the PITS signal from the GaAs layer. The sample
was placed in a liquid nitrogen-cooled cryostat. The temperature was swept from
T D 77K to above room temperature and a dc voltage was applied between the
sample and the load resistance. Light pulses of width 20 ms and repetition rate of
0.8 s were used. The sampling time t1 was set to 4, 8, 16, 32, and 64 ms and the
t2=t1 ratio was kept equal to 10. Two peaks, A and B, were observed in the PITS
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Fig. 12.14 (a) PITS spectra and (b) Arrhenius plots for a GaInNAs/GaAs quantum well

spectrum. In Fig. 12.14b, the Arrhenius plot is shown for these two peaks at five
different sampling times. Using (12.47), the activation energies and capture cross-
sections were found to be equal to 0.16 eV and 2�10�18 cm2 for peak A, and 0.33 eV
and 5 � 10�16 cm2 for peak B [24].

12.5.3 Deep-Level Transient Spectroscopy

Both transient spectroscopy techniques, PITS and DLTS, rely on the trapping/
de-trapping of carriers. The thermally induced release of the carriers from the traps
can be probed by measuring transient electrical signals, such as the photocurrent
(PITS) or the capacitance (DLTS). This section focuses on DLTS. DLTS was
introduced by Lang in 1974 [27, 28]. Nowadays it is a standard method to study
traps and the setup for DLTS experiments is also available commercially. The
analysis of the emission or the capture transients is of great importance to derive
trap parameters, as described in the previous section. Lang introduced the concept of
rate window to characterize deep levels using the double boxcar or lock-in amplifier
technique. When a capacitance transient is sampled at two different times, the largest
change in capacitance between the sampling times is observed when the rate window
of a boxcar average or the frequency of a lock-in amplifier is of the same order
of the time rate of the capacitance transients. Monitoring changes in the repetitive
capacitance transients in this rate window as a function of temperature gives a peak,
which is called the DLTS spectrum.
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Let us consider an n-type semiconductor with a trap level with an energy levelET

below the Fermi level, which is brought in contact with a metal to form a Schottky
barrier. To reach thermodynamic equilibrium, electrons from the semiconductor
diffuse into the metal leaving behind positively ionized donor atoms. This process
stops when the Fermi levels of the metal and semiconductor are aligned, i.e.,
EFm D EFs D EF. To maintain charge neutrality, the positively ionized donor
atoms and the negative charged traps in the depletion layer are balanced by the elec-
trons in the metal. At equilibrium, a depletion layer forms on the semiconductor side
with a given widthW . The ionized shallow donors in the space charge are positively
charged and the deep levels occupied by electrons are negatively ionized. Therefore,
the net charge concentrationin the depletion layer is Ndep D NC

D �n�
T . If the donors

are fully ionized and most of the traps are occupied, then NC
D D ND and n�

T D NT.
If ET < EF, the traps are fully occupied, and if ET > EF, the traps are empty.

In the depletion approximation, i.e., if there is no mobile charge in the depletion
region, the capacitance of a reverse biased Schottky contact is given by

C D
ˇ
ˇ
ˇ
ˇ
dQ

dV

ˇ
ˇ
ˇ
ˇ D A

�
""0Ndep

2.Vbi � V /
�1=2

D A""0
W
: (12.51)

Here, A is the diode area, " is the dielectric constant of the semiconductor, V is the
reverse bias (< 0), Vbi is the built-in contact potential,Ndep is the net carrier density
in the depletion region, andW is given by

W D
�
2""0

Ndep
.Vbi � V /

�1=2

: (12.52)

At zero bias, most of the traps are occupied and the junction capacity is C0 D
A""0=W0 (Fig. 12.15a). At the time t D t0, the net carrier density in the depletion
region is Ndep D ND � nT. When a pulsed reverse bias at t0 < t < t1 is applied,
some of the electrons on the traps can be released and swept out of the depletion
layer by the built-in electric field at the junction. This leads to a fast capacitance
transient, and the width of the depletion layer increases to a new value W1

(Fig. 12.15b). Therefore, when the Schottky diode is reverse-biased, the emission
process dominates over electron capture. The electron transit time is only of a few
tens of picoseconds, which is much shorter than the typical capture time constants.
Therefore, the emitted electrons can escape from the depletion layer before being
re-trapped. The concentration of electrons in the depletion layer during the emission
process is

n.t/ D nT.0/ exp

��t

e

�

� NT exp

��t

e

�

: (12.53)

Here, nT(0) is the concentration of trapped electrons in thermal equilibrium and

e D 1=en. The capacitance changes to C1 D A""0=W1 < C0 and the net carrier
density increases in the depletion region as electrons are emitted from the traps and
the traps become neutral. As the reverse bias continues to be applied, only very
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Fig. 12.15 Sketches of a reverse-biased Schottky barrier showing changes in the carrier distribu-
tion, width of depletion layer, and capacitance

few electrons are thermally excited from the deep level to the conduction band and
swept out of the depletion layer. At times t1 < t < t2, the width of the depletion
layer decreases to a new valueW2 as the net carrier density increases and the density
of trapped electrons goes to zero. Hence the junction capacitance increases to C2 D
A""0=W2 > C1 and tends to the value C1 corresponding to the steady voltage V
(Fig. 12.15c).
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In the presence of a time-varying reverse bias, (12.51) can be rewritten as

C D A
�

""0ND

2.Vbi � V /
�1=2 �

1 � nT.t/

ND

�1=2

D C0
�

1 � nT.t/

ND

�1=2

: (12.54)

If nT � ND , (12.54) can be simplified to

C � C0
�

1 � nT.t/

2ND

�

: (12.55)

During the capacitance transient, majority carriers are emitted and swept out of the
depletion layer. Using equation (12.53) in (12.55), the capacitance can be written as

C D C0
�

1 �
�
nT.0/

2ND

�

exp

�

� t

e

��

: (12.56)

A DLTS spectrum can be explained using the capacitance transient given in
(12.56) with a temperature-dependent 
e, as described in (12.43). The emission time
constant decreases with increasing temperature, as shown in Fig. 12.16a.

To obtain a DLTS spectrum, the capacitive transient is recorded at two different
times, t1 and t2, during the transient decay, and the capacitance difference,

Fig. 12.16 Capacitance
transients at different
temperatures and DLTS
spectrum
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�C D C.t1/� C.t2/, is then obtained as a function of temperature (see
Fig. 12.16a). Since the emission rate is dependent on temperature, the capacitance
decay rate decreases as temperature increases. Such a difference in a signal is a
standard output feature of a double boxcar instrument and is known as rate window
in DLTS terminology. A capacitance difference, �C , which is a standard output
of a double boxcar average, is generated when the time constant is of the order of
the gate separation (t2 � t1). The value of �C has a maximum as a function of
temperature, as shown in Fig. 12.16b.

It is common to describe the DLTS signal as

�C.T / D ŒC.t1/� C.t2/	
�C.0/

; (12.57)

where �C (0) is the magnitude of the capacitive transient at T D 0K. Equation
(12.57) can also be rewritten as

�C.T / D
�

exp

�

� t1



�

� exp

�

� t2



��

; (12.58)

where 
 D e�1
n or as

�C.T / D exp

�

� t1



� �

1 � exp

�

��t



��

; (12.59)

where �t D t2 � t1. The value of the emission rate at the peak of �C.T / is then
given by

e�1
n D 
emax D t1 � t2

ln.t1=t2/
: (12.60)

The choices of t1 and t2 determine this emission rate. Using different values for
t1 and t2, DLTS spectra in different rate windows can be obtained. The peaks in
the DLTS spectra can be used to calculate the activation energy and the emission
rate of the trap, as described in Sect. 12.5 and illustrated in Fig. 12.12c. The trap
concentration can be obtained from the peak value (�Cmax) of the �C.T / curves
using (12.59)–(12.60) and assuming nT.0/ D NT, i.e.,

NT D �Cmax

C0

2ND expfŒr=.r � 1/	 ln.r/g
1 � r D �Cmax

C0

2rr=.r�1/

1 � r ND; (12.61)

where r D t2=t1. Note that�C < 0 for majority carrier traps, such as electron traps
in an n-type semiconductor, whereas�C > 0 for minority traps, such as hole traps
in an n-type semiconductor [20, 29–33].

The DLTS technique is capable of displaying the spectrum of traps as positive
and negative peaks. The sign of the peak tells us whether the trap is near the
conduction or the valence band. An electron trap is capable of trapping electrons if
it is full of holes, while a hole trap can trap holes if it is full of electrons. Therefore,
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Fig. 12.17 Typical DLTS spectra for (a) of n-GaAs and (b) a 1-MeV electron-irradiated n-GaAs

electron traps tend to be closer to the conduction band, whereas hole traps tend be
closer to the valence band. Examples of DLTS spectra are shown in Fig. 12.17a, b
[30, 31]. The DLTS spectra were measured at five different rate windows for an
n-type GaAs, and two minority carrier traps (hole traps) were observed and labeled
as A and B. The activation energies were found to be equal to 0.44 and 0.76 eV,
respectively, as measured from the valence band edge. The trap densities were found
for both levels to be equal to 1:4�1014 cm�3. In Fig. 12.17b, the DLTS spectra were
taken for 1-MeV electron-irradiated n-GaAs. The positive signals correspond to
hole traps (minority carrier traps) and the negative signals correspond to electron
traps (majority carrier traps) [31].
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A conventional DLTS system uses either the dual-channel boxcar averager or
the lock-in amplifier for sampling of the capacitance transients, a very sensitive
capacitance meter to measure the capacitance difference change as a function
of temperature, a fast pulse generator to apply pulsed voltages to the sample,
and a variable temperature cryostat. Because there are some disadvantages in a
conventional DLTS system, such as low signal-to-noise ratio and low resolution of
the time constants, several DLTS methods have been suggested. These include the
Laplace DLTS (LDLTS) [34], deep-level transient Fourier spectroscopy (DLTFS)
[35], optical DLTS (ODLTS) [36], and constant capacitance DLTS (CCDLTS) [37].

12.5.4 PITS versus DLTS

A trap can be generally described by three parameters: the trap density (NT), the
activation energy (ET), and the carrier capture cross-section (�). The density of
traps cannot be measured using PITS because there is insufficient information on
several parameters related to the spectral peak height. In contrast, it is possible to
obtain all parameters using DLTS. Also, the nature of the trap, i.e., electron or hole
trap, cannot be identified using PITS because both trap types produce a positive
signal. The other weakness of conventional PITS is that the absolute concentrations
of defects cannot be obtained. DLTS can be considered as the most appropriate tool
to characterize defects. However, there is an important shortcoming for DLTS: it
cannot be used for high resistive materials as the Debye length is longer than the
width of the depletion region. Also, DLTS relies on the measurement of capacitance
transients produced by the thermal emission of carriers from the traps within the
depletion region of a reverse-biased p–n junction or Schottky barrier. Therefore,
high electric fields are involved in DLTS measurements. The emission process is
produced by a sudden change in the negative bias value toward a more negative
value. Because a depletion region is required in DLTS, it cannot be used with
undoped materials. In contrast, PITS is applicable to such a situation and only two
ohmic contacts are necessary to observe photoconductivity decays. Finally, when
the emission rates for several traps are similar, both techniques suffer from poor
resolution in resolving different traps.
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Intrinsic semiconductors, 312
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Lattice parameters, 56
LEED, 1, 2, 4, 6, 8, 10, 11, 18
Light polarization, 128
Lindhard–Mermin model, 278
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Luminescence spectroscopy, 197
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Magneto-oscillations, 317, 318
Magneto-phonon resonance, 293, 319
Magneto-photoluminescence, 167
Magnetoresistance, 295, 314, 315, 319, 329
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Magnetoresistivity tensor, 315
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Magneto-transmission, 298, 299, 303
Magneto-tunneling, 329
Maxwell–Boltzmann distribution, 66
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Micro-Raman, 268
Microscope objective, 126
Microseconds, 304
Mid-infrared, 184
Miscibility and phase segregation, 274
Mismatched alloys, 132, 154
Mobility, 69, 311, 321
Modulated photoconductivity, 342
Momentum, 64

relaxation rate, 81
relaxation time, 70

Monochromator, 127
Moss–Burstein shift, 143

Nanoscale materials, 183
Nanostructures, 49
Nanowires, 41–43
Near field, 205, 206
Negative magnetoresistance, 322
Neutral-acceptor, 151
Nitride

alloys, 275
layers, 53

Nitrogen, 77, 79, 180, 297, 300, 301
Non-contact electromodulation, 97
Non-degenerate semiconductor, 352
Non-equilibrium phonon population, 73
Non-equilibrium phonons, 73
Nonlinear crystal, 234
Nonlinear optical process, 241
Non-parabolicity effects, 158, 273, 287, 299,

302
Non-radiative process, 351
Non-radiative recombination, 213

Nucleation sites, 42, 43
Numerical aperture, 128

Optical distortions, 199
Optical heating, 74
Optical modulation spectroscopy, 95
Optical parametric oscillator, 235
Optical phonons, 91

replica, 133
scattering, 81

Optical photodiode bridge, 244
Optical properties, 126
Optical transitions, 119, 122
Optoelectronic devices, 183
Oscillations, 87, 108, 135, 293

Peak pairs analysis, 36
Penetration depth of nonequilibrium carriers,

217
Phase boundaries, 180
Phase-locking, 227
Phase-matching, 234
Phase-matching condition, 237
Phase stability, 183
Phase transition, 180, 182
Phonon, 80, 130, 262, 265

energy, 75, 83
occupation, 82
quanta, 320
scattering, 83
scattering time, 75
wind, 217

Phonon–plasmon, 275
Phonon–plasmon interaction, 277
Photocathodes, 229
Photocells, 334
Photoconductivity, 333–338, 341, 344

decay, 348, 356
transient decay, 353

Photocurrent, 336–338, 340, 343, 353
Photodetectors, 294
Photo-induced transient spectroscopy, 335
Photoluminescence, 65, 126, 132, 166, 211,

345
Photoluminescence dynamics, 232
Photon-counting, 228
Photoreflectance, 96, 97, 101, 103
Photovoltaic effect, 100
Picosecond, 231
Piezoelectric

interactions, 90
sample stage, 201
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Plasma frequency, 276
Point defects, 44
Poisson distribution, 255
Polar interactions, 64
Polarization, 244, 248, 249, 262
Positive linear magnetoresistance, 320
Positive magnetoresitance, 321
Power loss, 89, 90
Pressures, 171, 173, 176, 178, 180, 182, 183,

185, 187–189
equipment, 191

Probe beam, 243
Probe technique, 240
Pulsed magnetic fields, 292, 293
Pulsed magnets, 290, 295
Pulse duration, 290
Pump, 240

and probe beams, 243
and probe experiments, 242, 244
and probe technique, 248

Pump–probe interaction, 241

Quantum cascade lasers, 189, 292
Quantum dash, 122
Quantum dots, 37, 49, 117, 217, 218, 255, 326
Quantum efficiency, 336
Quantum Hall effect, 312, 318
Quantum well, 115, 136, 230, 313, 345, 348
Quantum well transitions, 347
Quantum wires, 40
Quaternary alloy, 17

Radiation damage, 28
Radiative

lifetime, 139
recombination, 131, 212

Raman-active modes, 263, 268
Raman effect, 259
Raman experiment, 261
Raman intensity, 262
Raman scattering, 263, 266, 269, 270, 273
Raman signal, 266
Raman spectra, 269, 271, 275
Raman spectroscopy, 259, 262, 269, 271, 274
Raman tensor, 263
Rate window, 357
Rayleigh criterion, 198
Rayleigh radiation, 267
Recombination, 154

processes, 66
rates, 337

Reconstructions, 5, 9, 12–14, 19
Reflectance, 96, 102, 103
Reflectivity coefficient, 104
Relaxation, 131, 134

coefficient, 52
times, 245, 304

Resonance, 109
Resonant tunneling, 323, 324
RHEED, 1–4, 6, 7, 11, 13, 15–18
Roth–Argyres formula, 315
Rutherford-scattering, 27, 48

Scanning, 199
Scanning near-field optical microscopy

(SNOM), 199, 204, 207, 208, 210, 211
probes, 206
resolution, 206

Scanning tunneling microscopy, 326
Scattering time, 71
Schottky

contact, 358
defect, 350
diode, 358

Segregation, 38
Selection rules, 120, 262
SEM, 213
Semiconductor lasers, 185
Semiconductor physics, 172
Seraphin coefficients, 104
Shear-force, 209
Shubnikov–de Haas effect, 310, 312, 316, 317
Single photon, 252
SNOM. See Scanning near-field optical

microscopy
Spatial resolution, 198, 200, 202, 203, 205
Spectral photoconductivity, 344
Spin, 162

dynamics, 246
grating, 251
relaxation, 246

Split interstitial, 48
Stark effect, 148
Steady photocurrent, 343
Steady-state, 341
Steady-state photoconductivity, 355
STEM, 25, 26, 35, 213
Stokes and anti-stokes components, 261
Stokes shift, 140
Strain mapping, 32
Strains, 33–36, 40–42, 57, 270
Stranski—Krastanov quantum dots, 240
Streak cameras, 76, 226, 228, 230, 238, 239
Streak oscillator, 227
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Structural disorder, 138
Subband, 117
Sub-diffraction resolution, 218
Sub-picosecond resolution, 225
Substitutional, 349
Sub-wavelength microscopy, 205
Superconductor, 289
Superresolution, 202
Surfaces, 1–5, 19

accumulation layer, 312
electric field, 101
plasmons, 207
reconstructions, 11
roughness, 16
steps, 41

Susceptibility, 242, 263
Synchronization, 235

Tapered fibers, 206
Tapered single-mode optical fibers, 206
Tapered waveguide, 210
Tapping mode feedbacks, 209, 210
TEM. See Transmission electron microscopy
Temporal resolutions, 225, 229, 252
Temporal window, 253
Ternary alloy, 17
Thermalization, 140, 141, 239
Threshold current, 185
Time resolution, 224, 228, 254
Time-resolved luminescence, 230
Time-resolved optical spectroscopy, 223, 256
Time-resolved photoluminescence, 224
Time-resolved photoluminescence

spectroscopy, 230
Time-to-amplitude converter, 253
Transient

decay, 360
dynamics, 247
photoconductivity, 341, 347
spectroscopy, 334, 335, 350, 353

Transient absorption phenomena, 243
Transistor heterostructures, 120

Transition, 117
Transit time spread, 254
Transmission, 133, 285, 292
Transmission electron microscopy (TEM), 23,

24
Traps, 339, 341, 357, 358

concentration, 361
density, 351, 363
parameters, 356

Triple spectrometers, 267
Tunneling, 322
Two-dimensional electron gas, 313
Two-photon excitation, 207
Type-II band, 37

Ultra-fast lasers, 224
Ultra-fast spectroscopic techniques, 240
Ultra-short pulses, 223
Up-conversion, 230, 231, 234, 236, 238, 239

Vacancies, 349
Valence band offset, 176
Varshni, 112
V-defects, 56
Vegard’s law, 52, 57
Virtual crystal approximation, 138

Wannier functions, 147
Wannier–Mott excitons, 215
Wave function, 328
Weak localization, 322
Wetting layer, 118

Z-contrast, 31, 32
Z-contrast imaging, 28
Zeeman effect, 151
Zeeman splitting, 162
Zincblende compound, 130, 172
ZnO, 272
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