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Richard C. (Dick) Canfield

This Topical Issue of Solar Physics, devoted
to the dynamics and diagnostics of solar mag-
netic fields and plasmas, was inspired by a
workshop honoring Richard C. (Dick) Canfield.
Dick has been making profound contributions
to these areas of research over a long and pro-
ductive scientific career. Many of the articles in
this topical issue were first presented as talks
during this workshop and represent substantial
original work. The workshop was held 9–11
August 2010, at the Center Green campus of
the National Center for Atmospheric Research
(NCAR) in Boulder, Colorado, with a reception
held at the beautiful NCAR Mesa Lab.

Dick Canfield touched the lives and careers
of many of today’s active members of the solar-
physics community, through his role as col-
league, teacher, mentor, and as advisor of un-
dergraduates, graduate students, and postdoc-
toral fellows. He is an enthusiastic participant
in, and advocate for, the study of solar physics,
and has particularly keen interests in the topics
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that are represented in this topical issue. On behalf of the participants of the workshop and
the authors of the research articles in this topical issue of Solar Physics, we dedicate this
topical issue to Dick Canfield for his contributions to science and to the solar-physics com-
munity.

The organizers gratefully acknowledge support for this meeting from the US National
Science Foundation (NSF) through a supplemental request to grant ATM0551084 at the
University of California-Berkeley. We thank Paul Bellaire, at the NSF, for his assistance, as
well as Stan Solomon and Michael Thompson for hosting the meeting at NCAR/HAO.

Open Access This article is distributed under the terms of the Creative Commons Attribution Noncommer-
cial License which permits any noncommercial use, distribution, and reproduction in any medium, provided
the original author(s) and source are credited.
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Radiative Cooling in MHD Models of the Quiet Sun
Convection Zone and Corona
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Abstract We present a series of numerical simulations of the quiet-Sun plasma threaded by
magnetic fields that extend from the upper convection zone into the low corona. We discuss
an efficient, simplified approximation to the physics of optically thick radiative transport
through the surface layers, and investigate the effects of convective turbulence on the mag-
netic structure of the Sun’s atmosphere in an initially unipolar (open field) region. We find
that the net Poynting flux below the surface is on average directed toward the interior, while
in the photosphere and chromosphere the net flow of electromagnetic energy is outward
into the solar corona. Overturning convective motions between these layers driven by rapid
radiative cooling appears to be the source of energy for the oppositely directed fluxes of
electromagnetic energy.

Keywords Convection · Corona · Magnetic fields · Photosphere · Radiative transfer

1. Introduction

To understand the physics of solar activity, we must understand the magnetic and energetic
connection between the Sun’s convective envelope and corona. The magnetic fields that
mediate or energize most, if not all, solar activity are generated below the visible surface
within the turbulent convection zone. Yet most of what we can directly measure originates
from the solar atmosphere, where physical conditions are fundamentally different from those
of the interior. While helioseismic inversions provide an invaluable window into the physics
of the Sun’s interior, understanding the physical connection between subsurface features and
those observed in the solar atmosphere requires a realistic forward model.
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But what level of realism in a numerical model is necessary to describe the complex mag-
netic connectivity and energetics of the solar atmosphere lying between the visible surface
and the corona? It is of great benefit, for example, to formulate a simple, well-defined prob-
lem, and set up an idealized numerical experiment that sheds light on the relevant physical
processes in an otherwise complex system. In this way, important progress has been made
in our understanding of the physics of magnetic-flux emergence in highly stratified model
atmospheres (e.g., Manchester et al., 2004; Murray et al., 2006; Magara, 2006; Galsgaard
et al., 2007; Fan, 2009; Archontis and Hood, 2010).

Yet the observed evolution of the photospheric magnetic field is often far more com-
plex, particularly in and around CME- and flare-producing active regions. It is difficult to
set up a simple magnetic and energetic configuration and an associated physics-based pho-
tospheric boundary condition that can initialize a simulation of the solar atmosphere and
faithfully mimic the coronal evolution of a complex active region. If we wish to perform
first-principles quantitative studies of phenomena such as eruptive events, the energization
of the solar wind, active region decay, the transport of magnetic free energy and helicity into
the solar atmosphere, and the physics of coronal heating, it is essential to evolve a turbulent
model convection zone and corona within a single, large-scale computational domain.

To achieve this, we must accommodate the fundamental energetics of the system while
still retaining the ability to study the interplay between large and small-scale magnetic struc-
tures that evolve over different timescales. Clearly, radiative transport plays a critical role in
the energy balance of the atmospheric layers that bridge the gap between the visible surface
and corona. Surface cooling drives convection, and convective turbulence both generates
magnetic field and mediates the flux of magnetic energy that enters the solar atmosphere.
Yet the physics of radiative transport can be computationally expensive to treat realistically,
even in the context of small-scale domains that do not include the convection zone and
corona within a single computational volume. For example, energetically important transi-
tions in the solar chromosphere are often decoupled from the local thermodynamic state of
the plasma (a state of non-local thermodynamic equilibrium, or non-LTE) suggesting that
a truly realistic numerical model must also couple the macroscopic radiative transfer and
level population equations to the system of conservation equations (e.g., McClymont and
Canfield, 1983; Fisher, Canfield, and McClymont, 1985; Carlsson and Stein, 1992; Abbett
and Hawley, 1999; Allred et al., 2005). To complicate matters further, non-thermal physics,
and the physics of ion–neutral drag may substantially affect the energy balance of the chro-
mosphere (Krasnoselskikh et al., 2010).

While it remains impractical to perform large-scale, 3D, non-LTE radiative MHD calcu-
lations without employing substantial approximations to make the system tractable, it is now
common practice to realistically treat optically thick surface cooling in the upper convec-
tion zone and photosphere in LTE (a good approximation in these layers). There are many
examples of thin-layer, high-resolution calculations that incorporate solutions to the non-
gray radiative transfer equation in Cartesian domains that include the upper convection zone
and extend into the low chromosphere (Bercik, 2002; Stein and Nordlund, 2006; Georgob-
iani et al., 2007; Rempel, Schüssler, and Knölker, 2009; Cheung et al., 2010). In addition,
calculations that realistically treat radiative transfer have been applied to simulations of so-
lar granulation in relatively small-scale domains that also include a transition region and
corona (Martínez-Sykora, Hansteen, and Carlsson, 2008; Martínez-Sykora, Hansteen, and
Carlsson, 2009; Carlsson, Hansteen, and Gudiksen, 2010).

Our goal, however, is to expand the size of such computational domains to active-region
or even global spatial scales while still retaining as realistic a thermodynamic environment as
is feasible. Thus, we strive to develop the simplest model possible that allows us to capture
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the essential physics of the convection-zone-to-corona system while still maintaining the
computational efficiency of models in which optically thick radiative cooling is treated in
a parameterized fashion (e.g., Abbett, 2007; Fang et al., 2010a). In this way, we hope to
make practical the performance of physics-based, first principles simulations, allowing for
quantitative, parameter-space studies of processes such as filament formation, active region
emergence and decay, and flare and CME initiation.

To simultaneously evolve a realistic model convection zone and corona at any spatial
scale presents a number of daunting challenges. The upper convection zone and low solar
atmosphere are highly stratified – average thermodynamic quantities change by many orders
of magnitude as the domain transitions from a relatively cool, turbulent regime below the
visible surface, to a hot, magnetically dominated and shock-dominated regime high in the
corona. The physics of the gas transitions from a high-β plasma where the magnetic field is
advected by the gas (away from strong active-region complexes) to a low-β regime where
the gas is constrained to move along magnetic-field lines. In addition, the radiation field
transitions from being optically thick to optically thin. Temporal and spatial scales are highly
disparate. Large concentrations of magnetic flux are compressed within intergranular lanes
and evolve at convective-turnover timescales, while large coronal loops form and persist
for days as active regions emerge and evolve over a course of many months. In addition,
the large-scale magnetic structure of the corona can change in a fraction of a second, as
small-scale localized magnetic reconnection suddenly reorganizes the large-scale field, often
triggering eruptive events along the way.

The corona presents particular challenges. It is well known that in order to accurately
reflect the thermodynamics of this region, a model should include the effects of electron
heat conduction along magnetic-field lines and radiative cooling in the optically thin “coro-
nal approximation”. In addition, some physics-based (e.g., Joule heating) or empirically
based source of coronal heating must be present (often introduced at the lower photospheric
boundary) if the model corona is to remain hot. But to generate a realistic magnetic carpet,
and to study the interaction of granular convection with coronal structures, requires there to
be a turbulent model convection zone, and therefore some form of optically thick surface
cooling.

In Abbett (2007) we introduced this physics into a 3D MHD convection-zone-to-corona
model in the simplest, most computationally efficient way possible – we simply ignored the
optically thick radiative-transfer equation entirely, and instead used a parameterized Newton
cooling function carefully calibrated against smaller-scale, more realistic radiative-MHD
models of magneto-convection where the frequency-dependent LTE transfer equation was
solved along with the MHD system (Bercik, 2002).

This approach has been successful in studying the structure of quiet-Sun magnetic fields
and active-region flux emergence (Abbett, 2007; Fang et al.; 2010a, 2010b). Yet this treat-
ment, while computationally efficient, has a number of limitations. Its principle drawback is
that it is ultimately ad hoc and requires other, more realistic, simulations as a basis for cali-
bration in order to get meaningful results. The simplified cooling is imposed at a particular
height or over a range of gas density, and is not generated in a physical way as a function
of optical depth. To address these limitations, we build upon a technique introduced by Ab-
bett and Fisher (2010), and in Section 3 derive a simple, flux-conservative approximation
to optically thick cooling that is based on the gray radiative-transfer equation in LTE. We
then incorporate a form of this efficient, physics-based approximation into the RADMHD
convection-zone-to-corona model of Abbett (2007), which we briefly describe in Section 2.
In Section 4 we present new models of an open-field coronal hole region, and study the
transport of magnetic energy from below the surface into the corona. Finally, in Section 5
we summarize our results.
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2. Numerical Methodology

The parallel code RADMHD solves the following MHD conservation equations semi-
implicitly on a three-dimensional Cartesian mesh:

∂ρ

∂t
+ ∇· (ρu) = 0, (1)

∂ρu
∂t

+ ∇·
[
ρuu +

(
p + B2

8π

)
I − BB

4π
− �

]
= ρg, (2)

∂B
∂t

+ ∇· (uB − Bu) = −∇× (η∇ × B) , (3)

∂e

∂t
+ ∇· (eu) = −p∇·u + η

4π
|∇ × B|2 + � + Q. (4)

The components of the state vector have the usual definitions: ρ, u, e, p, B, and g
denote the gas density, velocity, internal energy per unit volume, gas pressure, magnetic
field, and gravitational acceleration respectively. Here, we assume Gaussian units. The vis-
cous stress tensor is assumed to be of the form �ij = 2ρν[Dij − 1/3(∇ · u)δij ], where
Dij = 1/2(∂ui/∂xj + ∂uj/∂xi) and δij denotes the Kronecker δ function. The function
� = ∑

i,j �ijDij represents the rate of energy dissipation through viscous diffusion, and
ν and η refer to the coefficients of kinematic viscosity and magnetic diffusivity, respec-
tively. These coefficients are assumed constant, and are set to values that correspond to the
grid-scale viscous and resistive dissipation. The source term Q includes important energy
sources and sinks such as radiative cooling, the divergence of the electron heat flux (in the
portion of the domain representing the model transition region and corona), and any desired
empirically based coronal-heating function. A complete discussion of the components of
this energy source term is provided by Abbett (2007). The system is closed with a non-ideal
equation of state, using tabular data provided by the OPAL project (Rogers, 2000). In this
article, the portion of the domain corresponding to the corona is heated by the empirically
based coronal-heating function described in Abbett (2007), and the effects of Joule dissipa-
tion within this region are ignored.

The semi-implicit numerical scheme is parallelized on a domain-decomposed mesh, and
the core technique is based on operator splitting with a high-order Crank–Nicholson tempo-
ral discretization. We treat the electron thermal conduction, viscous and Joule dissipation,
and radiative losses implicitly using a Jacobian-Free Newton–Krylov (JFNK) solver, and
require that the remainder of the system be treated explicitly using the Central Weighted Es-
sentially Non-Oscillatory (CWENO) method of Kurganov and Levy (2000) and Balbás and
Tadmor (2006). In this way, we remain Courant limited by the magnetosonic wavespeed,
and can follow the dynamics of the system in a reliable way (we may choose to relax this
constraint when evolving active region magnetic fields over longer timescales). Any lo-
cal divergence error introduced into the magnetic field as a result of the CWENO central
scheme is dissipated by adding an additional artificial source term proportional to ∇(∇ · B)

to the induction equation. A detailed description of the numerical methodology employed
by RADMHD can be found in Section 2 of Abbett (2007).

A number of enhancements and improvements have been incorporated into the RADMHD
source code since its initial release in 2007. Most improvements are in the form of improved
performance and robustness, better MPI load balancing and scaling, and other enhancements
in the code’s speed and efficiency. Among the enhancements are:
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i) A simplified and improved table inversion and interpolation algorithm that is necessary
to incorporate the OPAL data into the code’s non-ideal equation of state and the CHIANTI
data (Young et al., 2003) into the code’s treatment of optically thin radiative cooling.

ii) A new adaptive error algorithm in the GMRES (Generalized Minimum RESidual) sub-
step of the JFNK solver that greatly improves convergence rates.

iii) A more robust, global, non-linear CWENO weighting scheme in the explicit substep of
RADMHD.

iv) An option to evolve logρ rather that ρ itself via the following rewrite of Equation (1):

∂ lnρ

∂t
+ ∇· (u lnρ) = (lnρ − 1)∇·u. (5)

Since the model atmosphere is highly stratified, this is often useful as a means of making the
code more robust, while at the same time retaining the desired shock-capture characteristics
of the numerical scheme. More details on these and other algorithmic improvements will be
provided in a technical document under preparation for inclusion with the next release of
the code.

In essence, however, the core numerical methods of RADMHD remain the same as those
presented in Abbett (2007). In this article, we focus on the portion of the energy source term
Q of Equation (4) that contains the approximation for optically thick radiative cooling.

3. An Approximate Treatment of Optically Thick Cooling

Radiative cooling drives surface convection and is a crucial contributor to the energy bal-
ance in the region of the solar atmosphere bridging the convection zone and corona. Yet
a full frequency-dependent solution to the LTE radiative transfer equation can be compu-
tationally expensive for large-scale convection-zone-to-corona calculations, particularly for
active region or filament models where timescales are such that the radiative cooling must
be updated at intervals close to the MHD CFL limit. Here, we build upon the approach
introduced by Abbett and Fisher (2010), and derive an approximate, frequency-integrated
expression for optically thick radiative cooling that is based on the gray transfer equation in
LTE. We begin by considering the net cooling rate for a volume of plasma at a particular
location in the solar atmosphere:

R =
∫

d


∫
dν (ην − κνIν) . (6)

Here, 
 represents solid angle, and ν the frequency. The subscript ν indicates that the emis-
sivity, opacity, and specific intensity [ην , κν , and Iν respectively] depend on frequency. If
we define the source function [Sν] as the ratio of the emissivity to opacity, and rearrange the
order of integration, we can recast the net cooling rate in the following form:

R =
∫

dν κν

∫
d
(Sν − Iν) . (7)

We define the mean intensity as Jν ≡ (1/4π)
∫

d
Iν and note that the source function is
independent of direction. This allows Equation (7) to be expressed as

R = 4π

∫
dν κν (Sν − Jν) . (8)

7 Reprinted from the journal
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If we now assume a locally plane-parallel geometry, the formal solution for the specific
intensity can be written as (e.g., Mihalas, 1978)

Iν(τν,μ) =
∫ ∞

0
dτ ′ e−|τν−τ ′|/|μ|

|μ| Sν(τ
′), (9)

where μ is the cosine of the angle of emergence and τν to the frequency-dependent optical
depth. We can now recast the expression for the mean intensity in terms of an integral over
optical depth and the cosine of the angle of emergence,

Jν(τν) = 1

2

∫ ∞

0
dτ ′Sν(τ

′)
∫ 1

0
d|μ| e−|τν−τ ′|/|μ|

|μ| . (10)

This allows the integral over μ to be evaluated and expressed in terms of an exponential
integral function,

Jν(τν) = 1

2

∫ ∞

0
dτ ′ Sν(τ

′)E1

(|τν − τ ′|). (11)

Up to now, no approximation other than an assumption of a locally plane-parallel ge-
ometry has been made. We now follow the analysis of Abbett and Fisher (2010) and note
that the first exponential integral function [E1(|τν − τ ′|)] in Equation (11) is singular when
τ ′ = τν , and that this singularity is integrable. Since E1 is peaked around τν , contributions
from Sν(τ

′) will be centered around Sν(τν). Thus, to lowest order we can approximate the
mean intensity by

Jν(τν) ≈ 1

2
Sν(τν)

∫ ∞

0
dτ ′E1

(|τν − τ ′|). (12)

The integral over optical depth is now easily evaluated, and the result is expressed in terms
of the second exponential integral function [E2]:

Jν(τν) ≈ Sν(τν)

(
1 − E2(τν)

2

)
. (13)

We now rearrange the terms in the above equation, and substitute 1 − Jν(τν)/Sν(τν) ≈
E2(τν)/2 into Equation (8), to arrive at an approximation for the net cooling rate:

R ≈ 2π

∫
dν κνSνE2(τν). (14)

If we further assume LTE, the source function can be expressed as the Planck function
[Bν(T )] coupling the cooling rate to the local temperature of the plasma [T ]:

R ≈ 2π

∫
dν κνBν(T )E2(τν). (15)

We now integrate Equation (15) over frequency. Since E2(τν) is bounded below by zero
and above by unity, the integral in Equation (15) obeys this set of inequalities:

2κ̄σT 4 > 2π

∫
dν κνBν(T )E2(τν) > 0, (16)

where κ̄ is the Planck-weighted mean opacity.
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Because of the range of the E2(x) function, we can use this inequality to write the inte-
gral in Equation (15) in the form R(τ̄ ) = 2κ̄C(τ̄ )σT 4E2(α(τ̄ )τ̄ ), where in general, α is a
positive, unknown function of mean optical depth τ̄ [dτ̄ ≡ −κ̄ dz], and C(τ̄ ) is an unknown,
τ̄ -dependent normalization constant. However, since we expect a close relationship between
the mean optical depth τ̄ and the local mean opacity κ̄ , we therefore make the ansatz that α

is a constant, but with an unknown value. The expression for R can then be written

R ≈ 2C κσT 4E2(ατ), (17)

where C now represents a τ̄ -independent normalization constant of integration.
To determine the normalization constant C, we integrate our cooling function from zero

to infinity in optical depth over an isothermal slab to obtain the total radiative flux. The
resulting expression must be equal to the known result Ftot = σT 4, thus requiring C = α.
To calibrate α, we compare the cooling rate as a function of depth in test models using this
approximation against more realistic models of magneto-convection where the frequency-
dependent transfer equation is solved in detail (Bercik, 2002). We conclude that the best-fit
value is α = 1 (see Figure 1 of Abbett and Fisher, 2010). This implies that optical depth in
highly stratified atmospheres is dominated by the local opacity.

With the parameter α specified, we arrive at an approximation for optically thick surface
cooling,

R ≈ 2κσT 4E2(τ ). (18)

This expression can be efficiently evaluated at each iteration of an MHD calculation, and we
have implemented this volumetric cooling rate as a part of the cell-centered source term Q

in Equation (4) (the cooling rate R being a negative heating rate Q).
It is possible for the computational grid to be of sufficient resolution to resolve the local

pressure scale heights of a highly stratified model atmosphere while at the same time being
poorly resolved in optical depth. This has the potential to lead to numerical error in the
calculation of the local cooling rate such that the total radiative flux may not be conserved.
We therefore consider a flux-conservative formulation similar to the constrained transport
schemes common to many MHD codes (see Stone and Norman, 1992).

We begin by defining a frequency-independent, discretized, optical depth for each itera-
tion where the MHD state variables are updated. Since our simple approximation is based
on the assumption of a locally plane-parallel geometry, and we are neglecting (for now) the
effects of sideways transport, all that is required is an integration along the vertical direction
(i.e., in the direction of the gravitational acceleration). Our discretized expression takes the
form

τi,j,k−1/2 ≡
k∑

n=ktop

κi,j,k(zn+1/2 − zn−1/2). (19)

Here, the grid coordinates i, j, k are defined at cell centers (consistent with the centralized
numerical scheme implemented in RADMHD), and the optical depth is defined at face cen-
ters of the mesh cell’s control volume perpendicular to the z-direction (we now drop the
overbar notation, since the above definition makes it clear that τ is a frequency-averaged
quantity). We use tabular, Planck-weighted, mean opacities [κi,j,k] provided by the opacity
project (Seaton, 2005). The coordinate ktop refers to the first ghost cell of the upper coronal
boundary of the simulation domain, although in practice it is set to an interior cell bounding
the portion of the domain that represents the optically thin corona. Either way, it is presumed
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that τi,j,ktop−1/2 = 0. Note that optical depth increases inward into the atmosphere in the op-
posite sense of the height z, which is defined to increase outward from the interior toward
the visible surface (i.e., dτ ≡ −κ dz).

The radiative cooling of Equation (18) can be expressed in terms of a divergence of a
radiative flux. Our treatment of radiative transfer assumes a locally plane-parallel geome-
try, thus we need only consider the radiative flux at the faces of control volumes normal
to the vertical direction. This implies that any horizontal divergence of the radiative flux is
assumed negligible when compared to gradients in the vertical direction. The physical justi-
fication for this simplification is that changes in emissivity and opacity are generally much
greater in the vertical direction of a highly stratified atmosphere than those expected in the
transverse direction. This assumption will likely not be valid at the edges of sunspots where
the lateral emissivity and opacity gradients are expected to be large. Given this simplifica-
tion, the divergence of the radiative flux can be expressed as

∂F

∂z
= 2κσT 4E2(τ ). (20)

We now cast this expression in terms of optical depth dτ ≡ −κ dz:

∂F

∂τ
= −2σT 4E2(τ ), (21)

and note that this equation is of the form Q(τ) = −f (τ)E2(τ ) with f (τ) ≡ 2σT 4. We now
approximate f (τ) with a Taylor-series expansion centered about τk accurate up to second
order, and reorder the terms so that the expression is of the form f (τ) = A + Bτ :

f (τ) = [
f (τk) − τkf

′(τk)
] + τf ′(τk). (22)

Here, f (τk) = 2σT 4(τk) refers to the function f (τ) evaluated at cell-center coordinate
(i, j, k), f ′(τk) refers to the function’s vertical derivative with respect to optical depth eval-
uated at the same location, and the constants A and B have the form A = [f (τk)− τkf

′(τk)]
and B = f ′(τk). For brevity, we have dropped the i and j subscripts, but note that these
expressions are valid for all grid cells at a particular height.

To obtain the discretized form of Equation (21), we integrate over the control volume of
the computational cell,

F(τk+1/2) − F(τk−1/2) = −
∫ τk+1/2

τk−1/2

(A + Bτ)E2(τ )dτ. (23)

This integral can be evaluated using the relation dEn(τ)/dτ = −En−1(τ ) to obtain

F(τk+1/2) − F(τk−1/2) = A
[
E3(τk+1/2) − E3(τk−1/2)

]
+B

[
τk+1/2 E3(τk+1/2) − τk−1/2 E3(τk−1/2)

+ E4(τk+1/2) − E4(τk−1/2)
]
. (24)

All that remains is to define a stencil to evaluate f (τk) and f ′(τk) in the expressions for A

and B . RADMHD employs a central scheme, and it is desirable to derive a stencil consistent
with the formalism of the code. Since the temperature [T ] is obtained via a table lookup
based on cell-centered values of gas density and internal energy per unit volume, we obtain
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our interpolation stencil by expanding elements of the state vector q(τ) in a second-order
accurate Taylor series about τk ,

q(τ) = a + b(τ − τk) + c

2
(τ − τk)

2, (25)

and enforce the definition of cell-averaged quantities along the z-coordinate axis [again, the
(i, j) dependence is implicitly assumed, and �τ ≡ τk+1/2 − τk−1/2 is less than zero],

qk = 1

�τ

∫ τk+1/2

τk−1/2

q(τ)dτ. (26)

We then expand about each of the points τk+1, τk , and τk−1; substitute the appropriate form of
Equation (25) into Equation (26); then perform the integration over each respective control
volume. This yields a system of equations whose solution specifies a, b, and c in terms of
known cell averages. The compact stencils are equivalent to those of Abbett (2007), and have
the form a = qk − (qk+1 − 2qk + qk−1)/24, b = (qk+1 − qk−1)/(2�τ), and c/2 = (qk+1 −
2qk + qk−1)/(�τ)2. The second term of a arises from the integration of the second-order
term in the Taylor expansion of q(τ), and ensures that the interpolation scheme maintains
second-order accuracy, and that the following discretized, cell-centered forms of A and B

have desirable stability properties:

A = fk − 1

24
(fk+1 − 2fk + fk−1) − τk

1

2�τ
(fk+1 − fk−1) , (27)

B = 1

2�τ
(fk+1 − fk−1) . (28)

Here fk = 2σT 4
k , and τk = τk−1/2 − κk(�z/2). With A and B specified, we arrive at an

expression for a flux-conservative approximation to the optically thick radiative source term,

Q(τi,j,k) = Aκi,j,k

[
E3(τi,j,k−1/2) − E3(τi,j,k+1/2)

]
+ Bκi,j,k

[
τi,j,k−1/2 E3(τi,j,k−1/2) − τi,j,k+1/2 E3(τi,j,k+1/2)

+ E4(τi,j,k−1/2) − E4(τi,j,k+1/2)
]
. (29)

By design, this expression will conserve flux to machine roundoff, as can easily be verified
by showing that Qk + Qk−1 = Fk+1/2 − Fk−3/2 for all points (i, j, k). Thus, we have two
ways of implementing our approximation: the flux-conservative approach of Equation (29),
and the non-conservative approach obtained by directly evaluating Equation (18) using cell-
centered quantities. The flux-conserving method requires additional table lookups each it-
eration to evaluate the exponential integrals, but is helpful in cases where the optical-depth
scale is not particularly well-resolved.

Our approximation for gray LTE cooling is applied only in those regions of the compu-
tational domain where such an approximation is needed. Specifically, we apply the approxi-
mation over a range of optical depths that extend from τ = 10 to τ = 0.1. At greater optical
depths, we use the diffusion approximation (with tabular Rosseland mean opacities provided
by Seaton, 2005), and at smaller optical depths we use the optically thin approximation (us-
ing CHIANTI data from Dere et al., 1997 and Young et al., 2003 to specify the optically thin
cooling curve) as described in Abbett (2007) and Lundquist, Fisher, and McTiernan (2008).
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The simulations we present in Section 4 use the non-conservative technique. The con-
servative approach described above was motivated by the fact that in some cases, where
the model atmosphere is poorly resolved in optical depth, the strong cooling prescribed by
Equation (18) can be concentrated in a narrow one- or two-zone layer of a model atmo-
sphere. As a practical matter, this required that we enforce a limit on the maximum amount
of cooling per unit mass allowable in any given grid cell. This cooling floor is somewhat arti-
ficial, and is not necessary in the flux-conservative method, which has the effect of spreading
the cooling over adjoining cells in a more physical way. Another option would be to have
a separate grid for optical depth, but we decided against this because of the possibility of
introducing additional interpolation error that is difficult to characterize. We are currently
testing our new flux-conservative scheme, and plan to fully implement it in a new radiation
subroutine for RADMHD that also includes the important effects of sideways transport. We
hope to report on these efforts in the near future.

4. A Model of an Open Flux Region

We initiate our calculations using the procedure of Abbett (2007). Briefly, we begin by relax-
ing a 1D-symmetric average stratification, then expand the domain to three dimensions and
break the 1D symmetry by introducing a small, random energy perturbation in the superadi-
abatically stratified portion of the computational domain representing the solar convection
zone. Convective turbulence develops as the simulations progress, and we allow the model
convection zone to dynamically relax. We show results from two separate simulations: one
was performed locally using 112 processors of a relatively small Beowulf cluster, and the
other was performed on NASA’s Discover supercomputer using 512 processors. Both sim-
ulations simultaneously evolve a model convection zone and corona, and each domain has
a vertical extent of 12 Mm, with a 2.5 Mm deep model convection zone. The development
model that was run on the local Beowulf cluster has a domain that spans 21 × 12 × 12 Mm3

at a resolution of 448×256×256, while the larger run on Discover spans 24×24×12 Mm3

at a relatively high resolution of 512 × 512 × 256. In each case, only ≈ 0.66 percent of the
total computational effort was expended by the approximate treatment of the radiative trans-
fer on average within any given MPI subdomain during a given timestep. On the Intel Xeon
E5420 CPUs of our local Beowulf cluster, the computing time per update of this substep is
approximately 0.03 core-microseconds per point. The simulations presented here should be
considered relatively small-scale in the context of the capability of the algorithms presented
– the code scales well on multiple processors, and once our development work is complete
we intend to dramatically extend the spatial scale of the models.

The simulations presented here differ from those of Abbett (2007) in a fundamental way.
The approximation we now use for optically thick cooling eliminates all of the ad-hoc cali-
brated parameters present in the older models. Specifically, the height and magnitude of the
optically thick radiative source term is now calculated in a physically self-consistent way
based on an optical-depth scale rather than on an specified density or height range attenu-
ated by envelope functions (cf. Section 2.1.1 of Abbett, 2007). Once α of Equation (17) has
been calibrated against more realistic models, no further adjustment is required, and each
atmosphere relaxes to a state determined by the solution of the system of Equations (1) – (4)
subject to imposed boundary conditions.

We apply periodic boundaries in the horizontal directions, and a simple, somewhat-
artificial, closed lower boundary. Specifically, the internal energy per unit volume within
ghost cells adjacent to the domain’s lower boundary is set such that a temperature gradient
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is maintained that best matches the average stratification at a corresponding height in the
Bercik (2002) magneto-convection models. In addition, the ghost cells at the lower bound-
ary are specified such that the vertical components of the velocity and magnetic field and the
vertical gradients of the horizontal components of the velocity and magnetic field are zero,
and such that the gradient of the gas density is maintained. The upper coronal boundary is
initially taken to be anti-symmetric during the relaxation procedure (i.e., ghost zones are set
such that the vertical component of the velocity and magnetic field vanishes at the bound-
ary while all other components of the MHD state vector maintain a zero vertical gradient
across the boundary interface), then is set to a standard zero-gradient boundary condition
once magnetic fields are introduced (i.e., ghost cells are set such that all components of the
MHD state vector maintain a zero vertical gradient across the upper boundary interface).
For the simulations presented here, once the purely hydrodynamic-model convection zone
is relaxed, we introduce a weak 1 G vertically directed magnetic field. This is intended to
create an open-flux region, such as one might expect within a coronal hole.

As the simulations progress, the convective turbulence acts to stretch and amplify the
field, and the portion of the domain representing the corona begins to heat as a result of
the magnetic-field-dependent empirically based coronal-heating source term. This heating
function is based on the Pevtsov et al. (2003) power-law relationship between X-ray lumi-
nosity and total unsigned magnetic flux observed at the surface (see Equation (12) of Abbett,
2007). For this study, we are content to rely on empirical heating rather than Joule dissipa-
tion to energize the model corona since our focus is on the transport of magnetic energy into
the atmosphere, not the heating of the low atmosphere and corona.

Up to the point that magnetic field was introduced into the simulation domain, the model
corona was simply an unphysical, cold, nearly evacuated region. Once the corona heats, we
activate the implicit electron thermal-conduction source term. This builds a corona, but re-
duces our timestep somewhat since the stiffness of the system is increased and convergence
rates in the JFNK substep can become an issue. Thus, it tends to be the last step of our
relaxation process. After several additional turnover times, we begin our analyses.

The left frame of Figure 1 shows the temperature at the visible surface (τ = 1) of a
relaxed convection-zone-to-corona model using the new formalism of Section 3. The gran-
ular pattern and convective turnover times compare well to the realistic magneto-convection
models of Bercik (2002). This, along with the reverse granulation pattern shown in Figure 2,
indicates that our approximation to optically thick radiative transfer is capturing the physics
of surface cooling at least well enough to generate and sustain solar-like convective features.

The right frame of Figure 1 shows the complex magnetic structure threading a small
portion of the simulation domain (as indicated by the cyan box in the upper-right corner
of the left frame). Figure 3 shows a larger subdomain at a later time, and more clearly
illustrates the characteristics of the magnetic structure. In the region where convective cells
turn over, the average plasma-β remains relatively high. As a result, much of the magnetic
field remains entrained in the plasma, turns over, and is recirculated back below the surface.
Thus, at any given time, this region is filled with horizontally directed field, and that field
tends to be less concentrated than is typical of fields entrained in the vortical downdrafts
present at the visible surface and below. In addition, the presence of canopy-like structures
(where strong concentrations of field above intergranular lanes and photospheric downdrafts
open into the upper atmosphere and spread out like a fan) also contribute to the net amount
of horizontally directed magnetic field threading the atmosphere below the corona.

The presence of horizontal fields in the atmosphere has consequences for the transport of
magnetic energy into the upper atmosphere. Consider the electromagnetic Poynting flux,

S = 1

4π
cE × B. (30)
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Figure 1 Left: Temperature at the RADMHD model photosphere. Right: Magnetic-field lines threading the
low atmosphere over a small subdomain (the box in the left frame indicates the approximate size of the
corresponding subdomain). The gray slice indicates the average height of the visible surface. The domain
spans 24 × 24 × 12 Mm3 at a resolution of 512 × 512 × 256.

Figure 2 Temperature in the RADMHD low chromosphere showing a reverse granulation pattern. Lighter
(darker) colors indicate hotter (cooler) temperatures. In the models, this occurs because the radiative cooling
diminishes with height, and the p∇ · v work of converging and diverging flows above the intergranular lanes
begins to dominate. The horizontal slice spans 21 × 12 Mm2 at a resolution of 448 × 256.

The vertical component of the Poynting flux is a measure of the amount of electromag-
netic energy flowing into, or out of the solar atmosphere from below the surface where it
is generated. In Figure 4, we display Sz as a grayscale image at two layers in the model
atmosphere – dark shades correspond to a flux of magnetic energy directed toward the in-
terior, while lighter shades correspond to an outward-directed flux. The top frame shows
the vertical component of Poynting flux along an x–y slice positioned just below the visi-
ble surface, and the lower frame shows Sz along a slice positioned in the low atmosphere,
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Figure 3 Magnetic-field lines threading the low atmosphere over a portion of the computational domain.
The gray slice represents the approximate position of the model’s visible surface. Horizontally directed mag-
netic fields due to the spreading of canopy-like structures and overturning convective cells permeate the low
atmosphere.

400 km higher. Careful examination of Figure 4 reveals an imbalance in the outward- and
inward-directed flux. Below the surface, there appears to be a net flow of magnetic energy
into the convective interior along the strong vortical downdrafts contained within intergran-
ular lanes. Conversely, in the low atmosphere, the vertical component of the Poynting flux
appears more diffuse, and there appears to be a net excess of outward-directed flux, particu-
larly within overturning granules.

This is shown more clearly in Figure 5 where Sz is integrated over each layer in the
computational domain, and plotted as a normalized quantity as a function of height [z]. The
dashed vertical line in the figure represents the average height of the visible surface. What
is clear is that magnetic energy on average is directed downward into the interior below the
visible surface. It is at the surface and above that the net vertical Poynting flux changes sign
and becomes outwardly directed. This suggests that the kinetic motion of overturning gran-
ules in the model’s overshoot layer provides the source of magnetic energy for the corona,
not the deeper layers below the optical surface, where magnetic flux and energy are being
pumped down into the interior along intergranular downflows.

This can be understood in a fairly straightforward way. The vertical component of the
Poynting flux can be expressed as

Sz = 1

4π
(cEh×Bh) · ẑ, (31)

where Eh and Bh refer to the horizontal components of the electric and magnetic field re-
spectively. If we assume ideal MHD, then the horizontal component of the electric field can
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Figure 4 The vertical component of the Poynting flux along a layer positioned just below optical depth
unity (top) and 400 km higher near the tops of overturning granules (bottom). Light colors correspond to
outward-directed flux (toward the corona); dark colors represent inward-directed flux (toward the convective
interior). Each slice spans 21 × 12 Mm2.

be written as follows:

cEh = −uzẑ × Bh − uh×Bzẑ. (32)

Just above the visible surface, the magnetic field remains entrained in the fluid as convective
cells overturn. At this height, the strongest field concentrations are located near the edges
of overturning granules as divergent flows from neighboring cells compress the field. On
average, there is more of a contribution to the horizontal electric field from the second term
of Equation (32), cEh = −uh×Bzẑ, since the magnetic field becomes more vertical as con-
verging flows compress flux into a relatively small area. The contribution of this term to the
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Figure 5 The normalized net
vertical component of the
Poynting flux over a portion of
the domain centered at the
model’s photosphere. The dashed
vertical line represents the
approximate height of the visible
surface. Above the visible
surface, electromagnetic energy
tends to flow outward toward the
corona, while below the surface,
energy flows inward toward the
convective interior. Above
z ≈ 0.5 (in the model’s low
chromosphere) the Poynting flux
tends to remain outwardly
directed, but its magnitude is, on
average, less than a percent of its
maximum value.

vertical component of the Poynting flux can be expressed as 4πSz = [(−uh×Bzẑ)×Bh] · ẑ.
Simplified, this becomes 4πSz = −Bz(Bh·uh).

To illustrate the correlation between the horizontal magnetic fields [Bh] and the converg-
ing surface flows [uh], consider a weak, vertically oriented, untwisted magnetic flux tube
that passes through the surface. Suppose it is acted on by a strong converging flow in a thin
layer at the surface. If the magnetic field of the tube is oriented in the positive z direction,
then just above the surface, the compression will tilt the field lines and create horizontal
components of the magnetic field in the opposite direction of the converging flow. If the
magnetic field is oriented in the negative z direction, then the horizontal components of the
field will be aligned with the flow. Either way, 4πSz = −Bz(Bh·uh) is positive above the sur-
face. Obviously, the dynamics of the model are far more complex than this simple thought
experiment. Nevertheless, we do find a net positive contribution to the Poynting flux from
the second term of Equation (32) along the edges of overturning granules above the surface
where the field is being compressed.

Below the photosphere, the situation is quite different. The strongest magnetic fields
are concentrated within localized vortical downdrafts. The asymmetry between these strong
downdrafts and the broad upwelling plasma in stratified convection is well known, and
may provide a mechanism whereby magnetic flux can be pumped into the interior (Tobias
et al., 2001). We find more of a contribution to the net Poynting flux from the first term
of Equation (32), 4πSz = [(−uzẑ × Bh)×Bh] · ẑ. This can be expressed more simply as
4πSz = uzB

2
h , and in this form it is easy to see that a net downward transport of magnetic

flux is consistent with a net downward-directed Poynting flux. This downward-directed flux
of electromagnetic energy below the surface is consistent with other simulations of radiative-
magneto-convection (e.g., Vögler and Schüssler, 2007).

The first to recognize this change in direction of the flow of electromagnetic energy was
Steiner et al. (2008) who referred to the visible surface as “a separatrix for the vertically
directed Poynting flux”. Our results are consistent with their findings, although we conclude
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that in the larger domain, the upward-directed net flow of magnetic energy tends to arise
from the action of the compressive flows of overturning convection as magnetic flux is ex-
pelled from cell centers and concentrated into the intergranular regions. However, higher in
the model atmosphere as the gas transitions to a low-β regime (the upper chromosphere–
transition region boundary), we also see a small buildup of magnetic flux, for reasons sim-
ilar to those of Steiner et al. (2008). Namely, that the dynamic chromosphere transitions
to a stable, subadiabatic, magnetically dominated regime, and there is a magnetic reservoir
on average as magnetic flux that is advected upward enters the stable regime and does not
get recirculated back into the convective interior (similar in some ways to the overshoot
layer at the base of the convection zone). This is reflected in the small peak in Figure 5 at a
height of ≈1.3 Mm above the visible surface. Above this transition region interface in the
open field of the model corona, energy is transported via magnetosonic and Alfvén waves.
We note that in these simulations, the magnetic field has yet to fully saturate (i.e., there is
a small increase in magnetic energy over time as magnetic field is stretched and amplified
by convective turbulence). While this indicates that the atmosphere has yet to fully relax,
this increase in magnetic energy (and any Joule heating below the corona) is negligible in
comparison to the divergence of the Poynting flux and the work done on the magnetic field
by convective motions.

In some sense, the height at which the transition between outward and inward flow of
electromagnetic energy takes place is less important than the fact that such a transition exists.
What the simulations seem to suggest is that, in quiescent regions away from particularly
strong concentrations of magnetic flux, there is not a continuous flow of electromagnetic
energy from below the surface out into the corona. Instead, the mechanical energy of con-
vection mediates the flow of magnetic energy in the relatively high-β surface layers where
the magnetic field remains frozen into the plasma. Of course, in and around very strong
concentrations of magnetic flux, the situation is undoubtedly quite different.

5. Discussion and Conclusions

We have developed an approximate treatment of optically thick radiative surface cooling that
successfully reproduces the average thermodynamic stratification of smaller-scale, more re-
alistic numerical models where the frequency-dependent radiative transfer equation in LTE
is solved in detail. This technique retains the computational efficiency of earlier parameter-
ized methods, but does not require continual calibration against more realistic simulations.
We find that with the new method we are able to initiate and sustain a stable convection pat-
tern with a distribution of cell sizes and turnover times characteristic of solar granulation.

The method presents a middle ground between realistic radiative MHD models that solve
the transfer equation in detail, and idealized models that simply impose a thermodynamic
stratification, or ignore the physics of radiative transport entirely. The motivation for devel-
oping this technique is to make feasible physics-based large-scale or global parameter-space
studies of the interaction of active region-scale magnetic fields with the small scale fields
associated with granular convection in a domain that includes both a convection zone and
corona.

Whether the approximate treatment captures enough of the essential physics of the sys-
tem still remains to be seen. The technique is certainly limited by the fact that sideways
transport is ignored, and important physics of the chromosphere has yet to be included in
the current models. Even so, we are able to generate solar-like convective turbulence in a
physically self-consistent way, and follow the magnetic evolution of structures that thread
the interface between the convective interior and corona.

Reprinted from the journal 18



Quiet-Sun Convection-Zone-to-Corona Models

In particular, we presented two simulations that confirm the existence of a “separatrix” in
the flow of magnetic energy from the interior to the atmosphere (see Steiner et al., 2008), and
demonstrate that it is the mechanical energy of surface convection driven by strong radiative
cooling that is the source of energy for this divergent flux of electromagnetic energy. In
a quiescent region, in the absence of strong concentrations of magnetic flux, our models
suggest that it is the low photosphere that provides the source of electromagnetic energy to
the chromosphere and corona, not the subsurface layers.
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Abstract The white light during M dwarf flares has long been known to exhibit the broad-
band shape of a T ≈ 10 000 K blackbody, and the white light in solar-flares is thought to
arise primarily from hydrogen recombination. Yet, a current lack of broad-wavelength cov-
erage solar flare spectra in the optical/near-UV region prohibits a direct comparison of the
continuum properties to determine if they are indeed so different. New spectroscopic obser-
vations of a secondary flare during the decay of a megaflare on the dM4.5e star YZ CMi
have revealed multiple components in the white-light continuum of stellar flares, including
both a blackbody-like spectrum and a hydrogen-recombination spectrum. One of the most
surprising findings is that these two components are anti-correlated in their temporal evo-
lution. We combine initial phenomenological modeling of the continuum components with
spectra from radiative hydrodynamic models to show that continuum veiling causes the mea-
sured anti-correlation. This modeling allows us to use the components’ inferred properties to
predict how a similar spatially resolved, multiple-component, white-light continuum might
appear using analogies to several solar-flare phenomena. We also compare the properties of
the optical stellar flare white light to Ellerman bombs on the Sun.

Keywords White-light flares · Solar-stellar connection · Radiative transfer · Ellerman
bombs

1. Introduction

In both solar and stellar flares, the near-UV and optical (white-light) continuum emission is
an energetically important but unexplained phenomenon. On the Sun, the white-light con-
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tinuum appears in small regions of transient emission that are spatially and temporally co-
incident with hard X-ray bursts (Rust and Hegwer, 1975; Hudson et al., 1992; Neidig and
Kane, 1993; Fletcher et al., 2007). This relation suggests that the origin of the white light is
related to the energy deposited in the lower atmosphere by nonthermal electrons accelerated
during flares. Broad-wavelength-coverage spectral observations are sparse and date back to
several large solar flares from the 1970s and 1980s (Machado and Rust, 1974; Hiei, 1982;
Neidig, 1983; Donati–Falchi, Smaldone, and Falciani, 1984). These spectra are consistent
with continua arising primarily from the hydrogen Balmer continuum and H− emission.

Whereas the largest solar flares emit < 1032 ergs in the white-light continuum and last
not much longer than ten minutes (e.g. Neidig, Grosser, and Hrovat, 1994), the white-light
emission on active lower-mass M dwarfs can reach > 1034 ergs and persist for hours (Haw-
ley and Pettersen, 1991; Kowalski et al., 2010, hereafter K10). More is known about the
spectral shape of the white light during M dwarf flares (many spectrographs can easily ob-
tain low-resolution, broad-wavelength spectra of stellar flares, but it is difficult to place a
spectrograph slit over solar white-light kernels, which are intermittent and largely unpre-
dictable), which have been studied using broadband colors (Hawley et al., 2003; Zhilyaev
et al., 2007) and optical/NUV spectra (Hawley et al., 2003; Hawley and Pettersen, 1991;
Eason et al., 1992; García-Alvarez et al., 2002; Fuhrmeister et al., 2008). In contrast to
solar observations, the spectral shape during M dwarf flares suggests a hot blackbody with
temperatures between ≈ 8500 − 11 000 K. Areal coverages of this component are typically
< 0.1% of the visible stellar hemisphere, which implies a compact geometry like those ob-
served in white light at the footpoints of flare arcades on the Sun. Although this blackbody
component seems to be nearly ubiquitous during (large) stellar flares, it is not predicted even
by the most recent one-dimensional radiative hydrodynamic (RHD) flare models (Allred
et al., 2006) produced with the RADYN code (Carlsson and Stein 1994, 1995, 1997).

The “megaflare” of 16 January 2009 on the dM4.5e star YZ CMi is one of the longest-
lasting and most energetic flares observed on a low-mass single star. Low-resolution spectra
(3350 – 9260 Å) were obtained in the flare’s decay phase, which was elevated between 15
and 37 times the quiescent level and contained many secondary peaks. More than 160 spectra
were obtained over 1.3 hours, and simultaneous U-band photometric observations of the
entire flare event were provided by the New Mexico State University (NMSU) one-meter
telescope. A detailed description of the observations and data reduction is given in K10.

In K10, two continuum components were necessary to fit the blue (3350 – 5500 Å)
spectra: a hydrogen Balmer continuum (BaC) component as predicted by the RHD mod-
els of Allred et al. (2006) and a T ≈ 10 000 K blackbody component. An intriguing anti-
correlation was found between the temporal evolution of these two components: the black-
body emission increased when the BaC decreased, and vice versa (see Figure 1d of K10). In
this article, we revisit this anti-correlation and explain it using the phenomenological mod-
els of the secondary flare spectra from (Kowalski et al., 2011a, hereafter K11). Finally, we
show how each component of this flare might appear in the context of a solar-flare “arcade.”

2. Anti-correlated Continuum Components and Continuum Veiling

The anti-correlation between the blackbody and BaC components (K10) can be understood
qualitatively using Figure 1, where we show the spectral evolution of the total “flare-only”
flux (denoted here as F ′

λ) during the rise phase of the secondary flare at t ≈ 130 minutes.
The spectra are color-coded to the nearest (in time) U-band measurement in the inset panel.
At times prior to and near the beginning of the secondary flare (black, purple, and dark blue
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Figure 1 A series of 16 flare
spectra obtained prior to the
onset and through the peak of a
secondary flare. The quiescent
spectrum from 24 November
2008 has been subtracted, as in
K10. The U-band light curve
(inset) is color-coded to the
spectrum obtained closest in
time. The best-fit blackbody
curves to the black- and
red-colored spectra are shown as
the short-dashed (T ≈ 10 400 K)
and long-dashed (T ≈ 13 000 K)
lines, respectively.

spectra), two distinct continuum components are clearly present in the spectra. The best-
fit blackbody (short-dashed line) accounts for most continuum emission at λ > 4000 Å,
whereas the BaC emission above the blackbody is conspicuous at λ < 3750 Å. During the
rise and at the peak of the secondary flare (green, yellow, and red spectra), the BaC com-
ponent seemingly disappears and the best-fit blackbody (long-dashed line) can fit the con-
tinuum shape throughout the entire wavelength range. K10 showed that the Hγ line flux ex-
hibits an anti-correlated relation with the blackbody component. This effect is also present
in Figure 1: in the red (secondary flare peak) spectrum, the continuum at λ ≈ 4200 Å is
highest, yet the peaks of the hydrogen Balmer lines are lowest.

The secondary flares at t ≈ 95 minutes and t ≈ 130 minutes are events during which
the blackbody flux becomes stronger while the BaC flux becomes weaker. K10 quantified
this as an increasing filling factor (areal coverage; percent of stellar disk) of the blackbody
(with constant temperature, T = 10 000 K) during the rise phase of each secondary flare.
In Figure 1, we present an alternative interpretation. The blackbody curves (dashed lines)
were fit to the spectra by allowing both the temperature and filling factor to vary. The best-fit
blackbody temperatures and filling factors are T ≈ 10 400 K and XBB ≈ 0.1% (at t = 122.9
minutes; short-dashed line) and T ≈ 13 000 K and XBB ≈ 0.1% (at t = 130 minutes; long-
dashed line). Strikingly, if both parameters are allowed to vary when fitting a blackbody
function to these total flare spectra, the temperature increases by ≈ 2500 K while the filling
factor remains approximately constant. Fitting a blackbody to the total flare spectrum (either
by holding T constant, or by allowing X and T to vary) gives only the average properties of
the entire flaring region at that time. We next show that these interpretations can be improved
by isolating the newly formed flare emission.

K11 found that the isolated flare emission (denoted here as F ′′
λ ) during the secondary

flare’s rise phase resembles the spectrum of a hot star, with the defining features being the
hydrogen Balmer continuum and lines in absorption and a steeply rising continuum towards
the blue at λ > 4000 Å. (Figure 1b of K11 shows that the new flare emission, obtained
by subtracting the pre-secondary flare spectrum (average of three black and purple spectra
around t = 123.4 minutes) from the average of two green-colored spectra around t = 126.5
minutes in Figure 1 of this article, is very similar to the spectrum of the A0 star Vega.) The
observed anti-correlation between the continuum components in Figure 1 is a result of a “hot
star spectrum” forming during the secondary flare. The hot star (“blackbody-like”) spectrum
causes an increase in the continuum at λ ≈ 4200 Å by an amount, F ′′

4200, whereas an increase
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in the continuum at λ ≈ 3500 Å occurs by only ≈ 0.6 ×F ′′
4200. In other words, the flux in the

continuum on both sides of the Balmer jump increases, but the continuum at λ ≈ 4200 Å
increases by a larger amount. Thus, the apparent decrease in the total amount of BaC in
emission from t = 123 minutes to 130 minutes occurs as a result of “continuum veiling”
(similar to the continuum veiling observed for accreting T Tauri stars – e.g., Hartigan et al.,
1989; Hessman and Guenther, 1997; Herczeg and Hillenbrand, 2008).

3. Combining Continuum Components Using Phenomenological Hot Spot Models

In K11, the F ′′
λ emission was modeled phenomenologically with the static radiative transfer

code RH (Uitenbroek, 2001), as a temperature bump (“hot spot”) with peak temperature
T = 20 000 K, placed near the photosphere (below the temperature minimum) of the quies-
cent M-dwarf atmosphere. Here, we use a sum of individual hot spots and the RHD model
spectrum (hereafter called RHDF11) of Allred et al. (2006) to model the total flare emis-
sion [F ′

λ] at two times during the megaflare on YZ CMi. Figure 2 shows flare spectra from
Figure 1 averaged around t = 123.4 minutes (F0′; gray) and at t = 126.5 minutes (F1′;
black). These are the spectra corresponding to times immediately before and nearly halfway
up the rise phase of the secondary flare, respectively (i.e., the same two spectra presented in
Figure 1a of K11 but with the quiescent level subtracted).

To model F0′, we add the RHDF11 spectrum and a hot spot (HS1) with Tmax = 12 000
K (keeping the other parameters the same as described in K11) with a ratio of filling factors
of 10 : 1 and XRHDF11 = 1.2%, as found in K10. The total model spectrum is shown as
the light blue (short dashes) curve in Figure 2. As in K11, we model the secondary flare
as a hot spot (HS2) with Tmax = 20 000 K. Adding HS2 to RHDF11 and HS1 gives the
red (long dashes) spectrum in Figure 2. The areal coverage of HS2 is 0.46 as large as the
areal coverage of HS1. These model spectra match the observed continuum levels at all
wavelengths in the figure. Moreover, the continuum-veiling/anti-correlation effect is readily
apparent: the height of the Balmer jump at λ = 3646 Å decreases from black (no hot spots)
to blue (one hot spot) to red (two hot spots). The model fluxes are slightly lower than the
observed fluxes at λ < 3750 Å. At these wavelengths, there is a forest of metallic lines
(e.g., Fe I, Fe II) that are blended in our low-resolution spectra; our model is satisfactory
in matching the underlying level which is likely closer to the actual level of the BaC. Note

Figure 2 Flare spectra at
t = 123.4 minutes and 126.5
minutes from Figure 1 are shown
in gray and black, respectively.
The composite model spec-
tra are shown in blue, short dashes
(Fλ,RHDF11 ×XRHDF11 +Fλ,HS1
× XHS1) and red, long dashes
(Fλ,RHDF11 ×XRHDF11 +Fλ,HS1
× XHS1 + Fλ,HS2 × XHS2). The
RHDF11 spectrum is shown as
the thin black line. The
continuum-veiling effect is
apparent from the different
heights of the Balmer
discontinuity at λ = 3646 Å.
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that in K10, we intentionally used only the BaC from the RHDF11 spectrum to model the
continuum, whereas the RHDF11 predictions for the Paschen continuum and photospheric-
backwarming components are included in the total fluxes in this work.

The origin of the hot spots is unknown, as they are not predicted by self-consistent RHD
models that employ a solar-type nonthermal electron heating function (Allred et al., 2006).
In the proposed continuum model, we use the fewest number of components necessary to
fit the overall shape and reproduce the anti-correlation. However, HS1 may represent a sum
of individual decaying hot spots from previously heated flare regions (see below). We are
working to produce a grid of phenomenological models that will be used to constrain the
column mass of the hot spots, the detailed temperature evolution, and the uniqueness of the
continuum fit. RHD models (with RADYN) of the gradual phase are also forthcoming and
will more accurately represent the BaC and photospheric backwarming in the decay phase.

4. The Solar Analogy

Figure 3 shows how a spatially resolved observation of the YZ CMi megaflare might ap-
pear. We use the continuum components and filling factors to make analogies to several
flare structures and phenomena observed in large solar flare arcades. The complex morphol-
ogy of the U-band light curve leads us to speculate that the YZ CMi megaflare involved a
large arcade, or several large arcades of flare loops. The main features of Figure 3 are the
following:

BaC (yellow ribbons): Throughout the spectral observations (72 minutes < t < 149 min-
utes), the hydrogen BaC and lines were highly elevated and decreasing (likely from the
initial flare peaks in the U-band light curve), implying that this emission had originated
from the footpoints of a previously heated magnetic arcade in the flaring chromosphere.

Figure 3 Graphic with continuum components (areas from t ≈ 126.5 minutes to scale) as they might ap-
pear in a spatially resolved observation. The BaC emitting region (yellow) resembles a two-ribbon structure
(shown here as symmetric for simplicity) in a thin layer of the heated mid-to-upper chromosphere of previ-
ously reconnected magnetic loops. HS1 is shown as a collection of previously formed hot spots (purple), and
HS2 is the proposed newly formed continuum emitting region (white). The triangle indicates the assumed
location of the initial flare peak, which generated a disturbance in the lower atmosphere that propagated into
the surrounding active region and triggered the hot spots. The black circle helps orient the reader to the center
of the star, which has a radius 0.3R� . The flare region is placed at an arbitrary location on the surface. Sev-
eral aspects of this cartoon were inspired by observations of solar-flare arcades, such as Fletcher and Hudson
(2001).
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These may manifest as a complex of flare ribbons, as is commonly observed in Hα during
solar flares; e.g., Rust and Hegwer (1975), Berlicki et al. (2004), Balasubramaniam et al.
(2010). In some solar flares (e.g., Neidig, 1983), the BaC appears to have a spatial mor-
phology that is more compact than an extended Hα ribbon. Spectroscopic observations are
needed to compare the plasma properties and conditions of BaC and Balmer line emitting
ribbons and kernels.

HS1 (purple spots): Immediately prior to the secondary flare beginning at t ≈ 123 min-
utes, a series of phenomenological hot spots (HS1) appear near the photosphere. These
hot spots were formed during the previous secondary flares (i.e., at t ≈ 65 minutes, ≈ 95
minutes; see K10), and they are emitting from a total source size that is ≈ 1/10 as large
as the area of the chromospheric flare region (e.g., Hα ribbons). The spectra of these hot
spots have the hydrogen BaC and lines in absorption. They might be similar to the compact
white-light kernels during solar flares, as in Wang, Fang, and Ding (2007), Fletcher et al.
(2007), Jess et al. (2008), or they may be similar to Ellerman-bomb phenomena (see Sec-
tion 4.1). Also emitting from the photosphere is a larger region heated from chromospheric
(BaC) backwarming; we assume that the size of this backwarmed region is the same size
as the flaring chromosphere.

HS2 (white spot): The secondary flare at t ≈ 130 minutes is the result of the formation of
a new hot spot (HS2), hotter and smaller than HS1 but at the same column mass. At this
time, we see a sudden decline in the BaC flux. When all of these components are unre-
solved, as in our stellar spectra, continuum veiling produces the observed anti-correlation.
We have placed HS2 assuming it was triggered by a disturbance induced by the huge initial
flare peak at t ≈ 28 minutes. The time evolution of the Hγ and BaC fluxes in Figure 1d
of K10 indicates an apparent lack of new hydrogen Balmer-line emitting regions during
the secondary U-band peaks (we cannot definitively determine whether there is a newly
formed hydrogen Balmer emitting (chromospheric ribbon) component cospatial with the
hot spot because the observations are unresolved). Therefore, the disturbance likely propa-
gated through the lower atmosphere, below the height of hydrogen Balmer-line formation
(upper chromosphere; J. Allred, private communication 2010). Using a range of sound
speeds in the lower atmosphere for the speed of the disturbance (≈ 5−10 km s−1), we find
that HS2 is located at a distance that is approximately 30−60 Mm (RYZ CMi ≈ 200 Mm)
from the site of the initial flare event.1

The composite graphical model is preliminary (see Section 5) and requires comparison to
other complex flare events on dMe stars but especially to solar flares where we can spatially
resolve each continuum component. Our group is currently working to obtain solar-flare
data that can be used to test the YZ CMi flare model using the Dunn Solar Telescope (DST)
with the Rapid Oscillations in the Solar Atmosphere (ROSA) imager and employing custom
continuum filters (Jess et al., 2010b; Kowalski et al., 2011b).

4.1. Are the Secondary Flares Stellar Ellerman Bombs?

Ellerman bombs are transient, compact phenomena observed near evolving or emerging
magnetic fields in solar active regions (Ellerman, 1917; Severny, 1968; Georgoulis et al.,

1The white-light and hard X-ray footpoints have been observed to propagate along the polarity inversion line
during large solar flares such as the famous 14 July 2000 flare (Fletcher and Hudson, 2001; Kosovichev and
Zharkova, 2001; Qiu et al., 2000), but the spatial location of these kernels appears to change much faster,
≈ 170 − 200 km s−1.
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2002, and references therein). A typical signature of Ellerman bombs is emission in the
wings and absorption in the core of Hα relative to the nearby plage intensity (Koval and
Severny, 1970; Bruzek, 1972; Fang et al., 2006). The temporal evolution properties include
mean lifetimes of ≈ 10 − 20 minutes and fine-structure variations (Kurokawa et al., 1982;
Qiu et al., 2000). In contrast to typical white-light flares, Ellerman bombs have symmetric
light curves with similar rise and decay times (Payne, 1993; Qiu et al., 2000; Jess et al.,
2010a). The Ellerman-bomb mechanism is not fully understood but has been attributed to
magnetic reconnection in the low chromosphere (e.g., Georgoulis et al., 2002).

The secondary flares during the YZ CMi megaflare exhibit several similarities to
Ellerman-bomb phenomena on the Sun. Ellerman bombs have also been modeled phe-
nomenologically as temperature bumps at or below the solar temperature minimum region
(Fang et al., 2006; Berlicki, Heinzel, and Avrett, 2010). The secondary YZ CMi flares have
longer rise times (≈ two – five minutes) and are much more symmetric about the peak com-
pared to other white-light flares with similar total energy on YZ CMi (�trise ≈ 0.5–1.8 min-
utes; Moffett, 1974; van den Oord et al., 1996). The absorption features of the blackbody-
like continuum component are similar to the line-center absorption observed in Hα and Ca
II during Ellerman bombs; unfortunately, our observations do not have sufficient spectral
resolution to separate line-center and wing profiles. The preliminary finding (Section 4) that
the blackbody-like continuum component does not contain hydrogen line emission may be
consistent with magnetic reconnection taking place in the low atmosphere. However, in con-
trast to solar Ellerman bombs, which have been observed as a microflare trigger (Jess et al.,
2010a), the secondary flares are possibly a consequence of the enormous YZ CMi flare peak
event.

5. Summary and Future Work

The time-resolved continuum data obtained during a megaflare on the dM4.5e star YZ
CMi demonstrate the power of broad-wavelength coverage, low-resolution spectra, which
are unfortunately not currently available in the optical/near-UV region for solar flares. In
this manuscript, we show that the blackbody-like component (hot star-like emission) of the
white-light continuum dominates the spectra during the secondary flares while the BaC (and
Balmer lines) become less important; this observed anti-correlation is explained as contin-
uum veiling. We combine the phenomenological models of the blackbody-like component
from K11 and the Allred et al. (2006) RHD model spectrum of the BaC to reproduce the to-
tal flare emission at two times during the flare. The filling factors for the decaying BaC (plus
backwarming) component, a previously heated hot spot component, and a newly heated hot
spot component are in the ratio of ≈ 10 : 1 : 0.5. These areal coverages allow us to com-
pare each component with observed solar flare structures in large eruptive flare arcades. Al-
though we generally assume that stellar-flare phenomena are simply “scaled-up” versions of
solar-flare phenomena, one should not exclude the possibility that stellar flares might have
fundamental differences in the white-light continuum, as the energies and time scales of
dMe flares can be orders of magnitude larger than solar flares. New solar-flare observations
are needed to test the existence of the blackbody-like component and to better understand
the properties of the BaC, which could be fully “unveiled” using spatially resolved solar
observations.

We provide evidence that the blackbody-like component has several similar properties
to solar Ellerman bombs. A few solar flares have exhibited the spectral features (Svestka,
1963) and velocity characteristics (Kosovichev and Zharkova, 2001) of Ellerman bombs.
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Additional intensity-calibrated continuum measurements of Ellerman bombs and white-light
flare kernels on the Sun, such as with DST/ROSA, would help illuminate the differences
between these events and provide a comparison to stellar spectra of typical white-light flares
and megaflare-size events.

Several aspects of the phenomenological models presented in this work are being im-
proved. In addition to modeling hydrogen with more levels and including metallic transi-
tions and molecular species, a more accurate consideration of charge balance is underway.
The correct treatment of charge balance in a modified atmosphere is complicated by non-
LTE ionization, but a new version of RH has been provided by H. Uitenbroek to account for
this; the authors are currently working on a new suite of hot-spot models.
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Abstract Spectral continua observed during solar flares may contain information about
both thermal and non-thermal heating mechanisms. Using two semi-empirical flare mod-
els F2 and FLA, we synthesize the thermal continua from optical to mm–radio domains
and compare their intensities with quiet-Sun values computed from a recent model C7. In
this way, the far-infrared and sub-mm/mm continua are studied for the first time, and we
present our results as a benchmark for further modeling and for planning new observa-
tions, especially with the ALMA instrument. Finally, we demonstrate how these continua
are formed and show a close correspondence between their brightness temperature and the
kinetic-temperature structure of the flaring atmosphere.

Keywords Solar flares · Spectral continua · Diagnostics

1. Introduction

Spectral diagnostics of solar flares, ranging from high-energy spectra up to the radio domain,
provide us with important information in two respects: Firstly, the thermal structure of the
flaring atmosphere can be determined in different locations, generally depending on time,
and this is directly related to heating mechanisms at work. Secondly, many attempts have
been undertaken to extract, from the observed spectral data, information about non-thermal
processes that are supposed to be due to highly energetic electron or proton beams inter-
acting with the flare atmosphere at various heights. Unfortunately, thermal and non-thermal
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effects on spectra are in most cases mixed and thus it is rather difficult to reliably sepa-
rate information about particle beams and other processes. Various spectral lines can serve
as typical diagnostics, since their formation is affected by thermal as well as non-thermal
processes – e.g., Kašparová et al. (2009a) demonstrating the formation of hydrogen Balmer
lines in a beam-heated chromospheric flare.

There are fewer studies of various spectral continua, to some extent as a result of the lack
of appropriate observations. However, new possibilities arise thanks to highly sophisticated
instrumentation currently in use or being constructed, for both ground and space observa-
tions. Hydrogen Balmer and Paschen continua are still not well understood in solar and stel-
lar flares (e.g. the problem of the so-called backwarming) and new observations are planned
using the ROSA instrument (Jess et al., 2010) and SOlar Robotic Telescope (SORT) at the
Ondřejov Observatory. Understanding the white-light continua is also challenging. In the
near-infrared (NIR) spectral range, a strong enhancement of emission at 1.56 microns was
recently detected (Xu et al., 2006) and this is rather difficult to explain (see recent radiation-
hydrodynamical simulations of Cheng, Ding, and Carlsson, 2010). Even more unexplored
continuum regions are the far-infrared (FIR) and sub-mm/mm (SMM) radio continua. This
is again dictated by various observational difficulties. However, the latter continua have a
great diagnostic potential for both thermal and non-thermal processes: Thermal FIR and ra-
dio continua are directly related to the thermal structure of the chromosphere and transition
region as we will demonstrate in this article. On the other hand, the non-thermal processes
manifest themselves through the high-frequency part of the spectrum from ultra-relativistic
electrons and/or positrons, i.e. the synchrotron emission which is added on top of the thermal
continuum (Vial et al., 2007). In the FIR domain, the relative importance of these processes
was discussed by Ohki and Hudson (1975).

To better understand the formation of the FIR and radio continua, we start by modeling
their thermal component. For this we exploit two types of so-called semi-empirical flare
models and synthesize the flare continua. We also demonstrate at which atmospheric loca-
tions these continua are formed depending on the model. Implications for analysis of newly
planned observations are then drawn.

2. Observations

Here we briefly summarize the new tools aimed at observing the FIR–radio continua. In fact
our initial motivation to study FIR continua was related to the planned space experiment
SMall Explorer for Solar Eruption (SMESE) which was designed to carry a FIR spectrom-
eter Detection of Eruptive Solar Infrared Emission (DESIR) onboard; see Vial et al. (2007).
The FIR continuum window was between 35 and 250 microns, the range which is not acces-
sible from ground and thus so far unexplored. Although the DESIR experiment has not so
far advanced, its FIR range represents an important diagnostic window. On the other hand,
it was interesting to realize that the same window – and even wider – has been selected for
the ESA Herschel space FIR telescope (http://www.esa.int/SPECIALS/Herschel/). This pro-
vides an opportunity to observe the FIR continua on flare stars, and Herschel observing time
has been already allocated for this purpose. Going to longer wavelengths, the radio SMM
continua have been occasionally observed (Trottet et al., 2002, see also recent review by
Krucker et al., 2011). New wide-band (0.3 – 9.6 mm) observations with high spatial reso-
lution are planned with the ESO-ALMA interferometer (Karlický et al., 2011). Therefore,
it is highly desirable to carry out modeling of FIR–radio continua in flares, both solar and
stellar.
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3. Semi-empirical Models

Semi-empirical models of solar flares have been constructed in order to derive the ther-
mal structure of the flaring atmosphere, consistently with observations in various spectral
lines and continua. The models are usually based on hydrostatic and statistical equilibria.
Assuming a given temperature structure, the full non-LTE transfer problem is solved nu-
merically to obtain the synthetic flare spectrum. This is then compared with the observed
spectral features and the temperature structure is properly adjusted to get better agreement.
This process is iterated until a reasonable match is achieved. This method, which avoids the
explicit treatment of the energy-balance problem (which is highly uncertain due to poorly
understood heating–cooling mechanisms) allows us to gain reasonable information on the
atmospheric temperature structure, provided that the atmosphere is not evolving on very
short time scales (see discussion in Carlsson and Stein, 1995). In highly dynamical cases,
the meaning of a semi-empirical temperature is questionable, particularly when the mod-
eling is based on UV data where the time averaging is strongly non-linear (Carlsson and
Stein, 1995). However, in the FIR–radio domain, the situation is less critical. It is also im-
portant to distinguish between the impulsive and gradual phases of flares. The latter are more
appropriate for semi-empirical modeling.

In this article we use as a benchmark the widely known semi-empirical flare models F2
and FLA. The model F2 represents the atmospheric model constructed for flares of medium
importance, and its Hα line emission agrees with typical flare observations (Machado et
al., 1980). Two other models, F1 and F3, correspond to weak and strong flares, respec-
tively. Slight modifications to these models were proposed by Avrett, Machado, and Kurucz
(1986), where a catalogue of theoretical line profiles was presented for a variety of spec-
tral lines. The model is in hydrostatic equilibrium and its temperature structure is shown in
Figure 1. Similarly, model FLA (Mauas, Machado, and Avrett, 1990) was constructed to de-
rive the temperature structure of a white-light flare. Its photospheric temperature (Figure 1)
is enhanced to fit the white-light observations of Mauas (1990). Both F2 and FLA models
were constructed using the PANDORA radiative-transfer code (Avrett and Loeser, 2003). The
same code is used to synthesize the continuum spectra in this article. Note that the height
dependence of the temperature used in this study is the same as in original models. However,
since we neglect the microturbulent velocities and since the ionization structure is computed
by the current (largely improved) version of PANDORA, the column-mass scale is somewhat
different from the original one.

Finally, to compare with quiet-Sun conditions, we use the most recent semi-empirical
model of the quiet solar atmosphere, based on SOHO/SUMER spectra (Avrett and Loeser,
2008). This model is called C7 and its temperature structure is also shown in Figure 1.
Around the temperature minimum and higher-up, both F2 and FLA models differ strongly
from C7. At greater depths, i.e. at photospheric layers, where the optical continuum is typi-
cally formed, the difference is small or negligible. However this region is somewhat tricky.
In Figure 1 the model F2 reaches C7 at these depths, while FLA temperatures are somewhat
higher. This is consistent with the optical-continuum observations: models F1, F2, and F3
are based on flare observations not exhibiting the white-light continuum enhancement. On
the other hand, FLA is the model for a white-light flare. In this article we have adjusted
the model F2 to C7 at photospheric depths, while the original F2 model of Machado et al.
(1980) was adjusted to the quiet-Sun photosphere of the model VAL3C (Vernazza, Avrett,
and Loeser, 1981). We show this original adjustment by the thin dashed line in Figure 1 and
the spectral consequences are mentioned below. Other differences between C7 and VAL3C
are shown in Figure 2 of Avrett (2007), but these are not relevant to our flare modeling.
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Figure 1 Temperature structure of the three semi-empirical models. C7: thin line, FLA: medium line, F2:
thick line. A thin dashed line indicates the photospheric part of the former VAL3C quiet-Sun model, to be
compared with slightly modified C7 photosphere. The original F2 flare model used this VAL3C photosphere.

Also note that the transition-region part of C7 is based on energy balance with ambipolar
diffusion (Fontenla, Avrett, and Loeser, 1990).

4. Formation of FIR–Radio Continua

The problem of the formation of continuum intensities at the wavelengths under consid-
eration is largely simplified because the continuum source function is given by the local
Planck function (i.e. for free–free processes detailed below), S = Bν(T ), where T is the
kinetic temperature. However, the continua are not formed under simplified LTE condi-
tions, because the chromospheric opacities depend on neutral hydrogen, electron, and pro-
ton densities and these must be computed under fully non-LTE conditions. In a simple static,
time-independent case, these particle densities follow from statistical equilibrium solutions,
where hydrogen is the dominant species. In dynamical, time-dependent cases, the situation
is even more complex (see Kašparová et al., 2009b).

In the chromosphere, the dominant source of opacity is the hydrogen free–free continuum
for which the absorption coefficient at frequency ν is given as (Rybicki and Lightman, 1979)

κν(H) = 3.7 × 108T −1/2nenpν
−3gff, (1)

where ne and np are the electron and proton densities, respectively, T is the kinetic tempera-
ture, and gff ≈ 1 is the Gaunt factor. Around the temperature minimum region, H− free–free
opacity also plays an important role. This absorption is according to Kurucz (1970)

κν(H
−) = nenH

ν

(
1.3727 × 10−25 + (

4.3748 × 10−10 − 2.5993 × 10−7/T
)
/ν

)
, (2)
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where nH is the neutral hydrogen density. The total free–free absorption coefficient corrected
for stimulated emission is then

κν = [
κν(H) + κν(H

−)
](

1 − e−hν/kT
)
, (3)

where h and k are the Planck and Boltzmann constants, respectively. Note the significant im-
portance of the stimulated emission term in the FIR–radio domain. The emergent synthetic
intensity Iν is obtained as

Iν =
∫

Bν(T )e−τν dτν =
∫

ηνe−τν dh, ην = κνBν, dτν = −κν dh, (4)

where Bν(T ) is the Planck source function, ην the emission coefficient, τν the optical depth,
and h is the geometrical height in the atmosphere. We can also write

Iν =
∫

CF dh, CF = ηνe−τν , (5)

where we have introduced the wavelength-dependent contribution function CF = dIν /dh

(Carlsson, 1998; Avrett and Loeser, 2008). Its behavior depends on the kinetic-temperature
and non-LTE ionization structure of the flaring atmosphere and will be discussed in the
next section. For simplicity of exposition we have omitted the μ-dependence of the specific
intensity (μ is the cosine of the viewing angle).

In the FIR–radio domain, Iν and Bν are directly proportional to the brightness tempera-
ture [Tb] and to the local plasma (kinetic) temperature [T ], respectively (e.g., Rybicki and
Lightman, 1979)

Iν = 2ν2k

c2
Tb, Bν = 2ν2k

c2
T , (6)

where c is the speed of light. Using this Rayleigh–Jeans law, Equation (4) can be written as

Tb =
∫

T e−τν dτν =
∫

T e−τν κν dh. (7)

Finally, assuming a unique dependence of T on height, we can transform this equation to
the form

Tb =
∫

CF′ dT , (8)

where

CF′ = T e−τν κν

f (T )
, f (T ) = dT

dh
. (9)

This shows how the observed wavelength-dependent brightness temperature is synthesized
depending on the height distribution of the plasma temperature which affects the shape of
the contribution function CF′. We will use this to interpret our numerical results.

5. Synthetic Spectra and Formation Depths

The principal aim of this article is to compute the synthetic spectra of selected optical-to-
radio continua, which correspond to semi-empirical flare models used in the literature. These
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Figure 2 Computed WL (optical) continuum in the range 0.5 – 0.6 microns. C7: thin line, FLA: medium
line, F2: thick line. Full lines: disk center, dashed lines for FLA and C7: μ = 0.4 (the limb-darken-
ing effect is evident). Triangles are the observed data from Allen (1973). Intensities are in cgs units
[erg sec−1 cm−2 sr−1 Hz−1]. Note the effect of many overlapping lines at shorter wavelengths.

spectra can be considered as benchmarks for further studies of the continuum formation
and simultaneously as a reference for planning new observations and for their subsequent
analysis.

We start first with presenting a portion of the white-light (WL) continuum in Figure 2.
The quiet-Sun WL continuum was computed with the latest model C7 and at three selected
wavelengths (triangles) was compared with the photospheric observations, both for disk
center and for μ = 0.4. The WL continuum of the model FLA is somewhat enhanced as
expected and this is consistent with the modeling of Mauas, Machado, and Avrett (1990)
which is based on WL-flare observations of Mauas (1990). Finally, model F2 deserves some
attention. As mentioned above and shown in our Figure 1, at photospheric levels the original
model F2 of Machado et al. (1980) approached the photosphere of VAL3C and this produces
WL continuum shown in Figure 2. It is somewhat below the observed values. Replacing
the photospheric part of F2 by the C7 temperature structure would lead to WL-continuum
intensity values similar to those for C7 in Figure 2. Therefore, F2 with a C7 photosphere is
more consistent with WL observations, while FLA photosphere is based on enhanced WL
emission in flare observations and thus has nothing to do with model C7, except for deeper
photospheric layers.

Motivated by recent observations of the near-infrared (NIR) continuum during a flare
(Xu et al., 2006), we have also computed this portion of the continuum spectrum, between 1
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Figure 3 Computed NIR continuum in the range 1 – 2 microns. C7: thin line, FLA: medium line, F2: thick
line. Full lines: disk center, dashed lines for FLA and C7: μ = 0.4 (the limb-darkening effect is still evident).
Intensities are in cgs units [erg sec−1 cm−2 sr−1 Hz−1].

and 2 microns (Figure 3). The models used and line annotation are the same as in the case of
the WL continuum. The behavior is similar to WL continuum, we see a slight enhancement
in the case of a WL flare (model FLA). But none of these semi-empirical models, even the
rather strong F2 flare, is capable of producing relatively strong emission at 1.56 microns
as the observations indicate. Note that even very recent time-dependent simulations of the
electron-beam heating have not led to better agreement (Cheng, Ding, and Carlsson, 2010).
Therefore, the continuum emission at this NIR window is not yet understood and further
such observations are required, complemented by non-LTE modeling. Note finally that the
synthesis of WL and NIR continua requires rather complex computations of various opac-
ities which was done by the PANDORA code. Namely in the short-wavelength part of the
WL continuum, overlapping of many lines is evident (see Figure 2).

For FIR-to-radio continua, we have computed the specific intensities for all three mod-
els in the wavelength range between 30 microns and 10 mm. This covers the FIR and
SMM ranges mentioned in Section 2. In particular, the latter are now highly relevant
with respect to planned ALMA observations (0.3 – 9.6 mm). In Figure 4a we see an en-
hanced FIR continuum as compared to quiet-Sun and this enhancement significantly in-
creases at longer wavelengths. At 10 mm the intensity for the F2 flare model is almost
two orders of magnitude larger than for the C7 model. The WL flare model is somewhere
in between. The quiet-Sun is supposed to be observed by ALMA at a wavelength range
covering the chromospheric layers (Loukitcheva et al., 2004; Avrett and Loeser, 2008;
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Figure 4 (a) Specific intensities computed for the three models in the FIR–radio domain. C7: thin line, FLA:
medium line, F2: thick line. Full lines: disk center, dashed lines for μ = 0.4. Note the limb-brightening effect
for flare models. Intensities are in cgs units [erg sec−1 cm−2 sr−1 Hz−1]. (b) Brightness temperatures Tb for
same cases.
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Karlický et al., 2011). Therefore, the enhanced flare brightness should be also well de-
tected by ALMA. Moreover, on top of this, there are the non-thermal continua which are
due to synchrotron radiation of electron beams. In Figure 4b we show the same plot but
the specific intensities are converted to equivalent brightness temperatures. In the FIR–radio
domain, these Tb values should correspond to plasma kinetic temperatures at corresponding
depths of the continuum formation. This depends on the wavelength. From Figure 4b we
see that for the FIR range, the quiet-Sun continuum is formed around the temperature mini-
mum region, while temperatures higher in the chromosphere are well reflected in the ALMA
range. On the other hand, for both flares FLA and F2, the FIR–radio continua correspond
to the enhanced chromospheric and transition-region temperatures. The brightness temper-
ature of the F2 continuum is much larger than that of C7, in the ALMA wavelength range.
Note also an effect of limb brightening which indicates that we observe the chromospheric
layers assuming the source function equal to the local Planck function.

To demonstrate the formation of FIR–radio continua more rigorously, we plot in Fig-
ures 5 and 6 the contours of the contribution function CF(h), which, for a given wavelength,
depends on the atmospheric height h. Plotted CFs are normalized such that their integral in
Equation (5) is equal to one. At the shortest FIR wavelengths, the FLA continuum is formed
around the temperature minimum, while at longer FIR wavelengths it is formed already in
the chromosphere. A similar plot for the F2 model (Figure 6) shows that the FIR continuum
in the flaring chromosphere is fully formed above 1000 km. In both the FLA and F2 cases,
the radio (ALMA) continuum is then formed within a very narrow range of atmospheric
depths, as indicated in zoomed portions of the plots, see Figures 5b and 6b, respectively.
Note that for the C7 model one can find the CF functions in the range of FIR–radio continua
in Avrett and Loeser (2008) (their Figure 2).

It is also important to understand how these contribution functions transform the plasma
kinetic temperatures into the synthetic brightness temperatures. In other words, how pre-
cise a FIR–radio instrument can be in measuring the plasma temperature, i.e. how good a
thermometer it is. This is shown in Figure 7, which was constructed in the following way:
CF in Figures 5a and 6a were first transformed to T -scale, using the gradients dT /dh from
Figure 1. Apart from a normalization factor, this gives the dependence of CF′ defined in
Equation (9) on wavelength and temperature T . By integrating this CF′ over T (see Equa-
tion (8)), we obtain Tb at given wavelength. This is the same as integrating CF in Figures 5
and 6 over h, which would give us, for a given wavelength, the specific intensity. Finally,
we just replaced the wavelengths at which the brightness temperature is synthesized by Tb

itself, using the dependence presented in Figure 4b. Figure 7 thus represents a 2D plot of
CF′, where both axes have transformed to temperatures. It has a meaningful interpretation
only along the horizontal direction, like the contribution functions in Figures 5 and 6. The
maxima of CF′ indicate a good correlation between Tb and T , but the breadth along the
T -axis clearly shows the contributions to the observed Tb from other depths with different
temperatures. Only in the case of FLA, the temperatures around and above the temperature
minimum are not so well reproduced, apparently due to more complex transfer effects.

For a given model, we can easily find to which atmospheric depth the continuum for-
mation temperature is related. Using Equations (1) and (2), we have computed the optical
depths for the FIR–radio domain and found that the CF typically peaks at layers where the
continuum becomes optically thin at a given wavelength (τ ≈ 1 moves from the chromo-
sphere at FIR wavelengths to the transition region at SMM). So these are roughly the depths
of the continuum formation, although there is sometimes a fainter optically thin component
formed above. But the latter does not seem to affect the brightness temperatures substan-
tially, as our Figure 7 indicates. Note that we did not consider here still higher layers with
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Figure 5 Contribution functions for the FLA model. The contours represent the percentage of CF, the step
is 3%. wln stands for wavelengths in mm. The lower panel shows a zoom of the transition region.

temperatures above 106 K, i.e. the region where the soft X-ray emission is formed in flare
loops. This region can also contribute to the continuum brightness, depending on the actual
hot-plasma source (see Ohki and Hudson, 1975; Krucker et al., 2011).

However, the information contained in Figure 7 just says that what we measure is a
height variation of the kinetic temperature, so we can decide how much it varies, compared
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Figure 6 Contribution functions for the F2 model. The contours represent the percentage of CF, the step
is 10% which indicates in general more concentrated CF than in case of the FLA model. wln stands for
wavelengths in mm. The lower panel shows a zoom of the transition region.

with, e.g., the quiet-Sun one, but we cannot easily relate these temperatures to atmospheric
heights. This requires more sophisticated modeling of the type discussed in this article.
Note also that the FIR–radio continuum brightness has no direct relation to WL-continuum
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Figure 7 Brightness temperature Tb vs. the plasma kinetic temperature T , for models FLA (a) and F2 (b).
Construction of these plots is explained in the text.

intensity because both continua are formed at quite different atmospheric regions (i.e. the
upper chromosphere vs. regions below the temperature minimum). Therefore, the enhanced
FIR–radio continuum in case of FLA model is not necessarily the signature of a WL flare.

Finally, we should note that under flare conditions, where the electron densities are sig-
nificantly enhanced relative to quiet Sun, the radiation transport in the radio mm domain may
be affected by a wave reflection at frequencies close to the plasma frequency (Kašparová et

Reprinted from the journal 42



Flare Continua

al., 2009b). To check this quantitatively, we use the relation (e.g. Aschwanden, 2004)

νp = 8979
√

ne, (10)

where νp is the plasma frequency and ne the electron density. For enhanced flare densities
around 1013 cm−3, found within a chromospheric condensation of the model F2 (roughly
for T between 104 and 2 × 104 K), the plasma frequencies lie around 2.8 × 1010 Hz, which
corresponds to wavelengths close to 10 mm. This may be a problem for interpretation of
future ALMA observations of solar flares, but will not be critical for studies of the quiet
chromosphere.

6. Conclusions and Future Prospects

In this article we have mainly focused on FIR-to-radio (mm) thermal continua as formed
during solar flares. Our results represent benchmarks for planning new observations and
for further modeling. They are specifically relevant to those flare evolutionary stages when
the non-thermal beams are unimportant or not present at all, so that first no additional syn-
chrotron component is expected and, second, the atmospheric ionization structure is purely
thermal. Such a situation is typical for later phases of the flare evolution, e.g. for a gradual
phase. For initial impulsive phases, the non-thermal processes of excitation and ionization
should be included (see Kašparová and Heinzel (2002) for the case of model F1) which will
modify the neutral hydrogen, electron, and proton densities entering Equations (1) and (2).
This can be modeled in the same way as by Kašparová and Heinzel (2002), and we plan to
perform such simulations in a subsequent article. Finally, further detailed study should ac-
count for the (fast) temporal evolution of the flaring atmosphere during the impulsive phase.
FIR–radio continua for such radiation-hydrodynamical flare models were synthesized for
the first time by Kašparová et al. (2009b), in a similar way as Loukitcheva et al. (2004)
did for the quiet chromosphere, and this work will also continue. Finally, we plan to add the
synchrotron component as a diagnostics of precipitating electron beams. Such a synchrotron
component, due to electrons in a strong magnetic field, was recently reported by Cristiani et
al. (2008), based on sub-mm observations. But, surprisingly, the authors claim that the free–
free thermal emission does not contribute to the observed brightness. This contradicts our
present results and thus further quantitative analysis of new data will be extremely important
to better constrain the flare models.
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Abstract Solar flares occur due to the sudden release of energy stored in active-region mag-
netic fields. To date, the precursors to flaring are still not fully understood, although there
is evidence that flaring is related to changes in the topology or complexity of an active-
region’s magnetic field. Here, the evolution of the magnetic field in active region NOAA
10953 was examined using Hinode/SOT-SP data over a period of 12 hours leading up to and
after a GOES B1.0 flare. A number of magnetic-field properties and low-order aspects of
magnetic-field topology were extracted from two flux regions that exhibited increased Ca
II H emission during the flare. Pre-flare increases in vertical field strength, vertical current
density, and inclination angle of ≈ 8° toward the vertical were observed in flux elements sur-
rounding the primary sunspot. The vertical field strength and current density subsequently
decreased in the post-flare state, with the inclination becoming more horizontal by ≈ 7°.
This behavior of the field vector may provide a physical basis for future flare-forecasting
efforts.

Keywords Active regions, magnetic fields · Flares, relation to magnetic field · Magnetic
fields, photosphere · Sunspots, magnetic fields

1. Introduction

Active regions in the solar atmosphere have complex magnetic fields that emerge from
subsurface layers to form loops that extend into the corona. When active regions un-
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dergo external forcing, the system may destabilise and produce a solar flare, where en-
ergy stored in sunspot magnetic fields is suddenly released as energetic particles and ra-
diation across the entire solar spectrum (Rust, 1992; Conlon et al., 2008). The initial im-
pulsive phase of the flare is generally believed to be driven by magnetic reconnection,
which leads to a change in the topology of the magnetic field, and energy stored in the
field is released, accelerating coronal particles (Aschwanden, 2005). The storage of mag-
netic energy in active regions is indicated by the degree of non-potentiality of sunspot
magnetic fields (Régnier and Priest, 2007). The processes leading up to reconnection and
energy release are still not fully understood, and studying the links between solar flares
and topology changes in active-region magnetic fields is an important step in understand-
ing the pre-flare configuration and the process of energy release (Hewett et al., 2008;
Conlon et al., 2010).

Many early theoretical studies suggested a link between both the emergence of new flux
and the shearing and twisting of field lines with the flare trigger mechanism (Rust et al.,
1994). Shearing is taken to mean that the field is aligned almost parallel to the neutral line
rather than perpendicular to it, as would be observed in a potential field (Schmieder et al.,
1996). Tanaka (1986) depicts a possible evolution of large-scale fields in a flare, with an
ensemble of sheared fields containing large currents and a filament located above the neutral
line in the pre-flare state. Canfield, Leka, and Wülser (1991) explored the importance of
strong currents further, finding that sites of significant energetic-electron precipitation into
the chromosphere were at the edges of regions of strong vertical current rather than within
them. Metcalf et al. (1994) and Li et al. (1997) subsequently found that flares do not nec-
essarily coincide spatially with the locations of strong vertical current. More sophisticated
flare models were later developed, e.g. Antiochos (1998) described a “breakout” model for
large eruptive flares, with newly emerged, highly sheared field held down by an overlying
unsheared field. Field topology studies have been used to place constraints on theoretical
models; e.g. Mandrini (2006) reviewed a number of flaring active-region topologies, finding
that magnetic reconnection can occur in a greater variety of magnetic configurations than
traditionally thought. The reader is referred to the reviews of Priest and Forbes (2002) and
Schrijver (2009), and references therein, for more recent developments in eruptive event
models.

Numerous observational studies have confirmed the importance of emergence and shear-
ing to flare phenomena. Zirin and Wang (1993) investigated flux emergence and sunspot
group motions, which resulted in complicated flow patterns leading to flaring. Wang et al.
(1994) used vector magnetograms to observe magnetic shear in five X-class solar flares;
in all cases increasing along a substantial portion of the magnetic neutral line. They sug-
gested flux emergence being key to eruption, but the increase in shear persisted much
longer after the flare rather than decreasing as per model predictions. No definitive theo-
retical explanation was given. Recent evidence has furthered the idea that emerging-flux
regions and magnetic helicity are crucial to the pre-flare state (e.g., Liu and Zhang, 2001;
Wang et al., 2002; Chandra et al., 2009), where magnetic helicity is a measure of mag-
netic topological complexity, e.g. twists and kinks of field lines (Canfield and Pevtsov,
1998). Line-of-sight (LOS) magnetic-field observations have shown that photospheric fields
change rapidly during large solar flares (Sudol and Harvey, 2005; Petrie and Sudol, 2009).
Other studies use improved extrapolation techniques to analyse the topology further, in-
creasing our understanding of eruptions in the solar corona (Régnier and Canfield, 2006;
Georgoulis and LaBonte, 2007). Observing active-region magnetic fields around the time
of flaring can be very beneficial, as magnetic-field properties have been found to be viable
flare-forecasting tools (Gallagher, Moon, and Wang, 2002). However, the LOS magnetic
field alone cannot provide complete information on the changing magnetic field.
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High spatial resolution observations of the solar magnetic-field vector can now provide
more in-depth information on the true 3D topological complexities. In this article we use
spectropolarimetric measurements from the Hinode spacecraft (Tsuneta et al., 2008) to ex-
amine how sunspot magnetic fields evolve leading up to and after flare activity. In particular,
differences in the magnetic-field vector between pre- and post-flare states are examined in
the vicinity of a chromospheric flare brightening. Studying the evolution of the magnetic
field before the flare with these improved observations could outline some new flare precur-
sors that may of be use in flare forecasting, perhaps in terms of how soon a flare could be
expected after certain conditions are met. Any changes observed after the flare compared
to the pre-flare conditions should also give insight into how a flare might occur from this
kind of region, testing the validity of currently proposed changes in magnetic topology dur-
ing solar flares (e.g., Pevtsov, Canfield, and Zirin, 1996). In Section 2 we briefly discuss
the observations and data-analysis techniques used. Section 3 presents the main results, in
particular the changes in vertical and horizontal field in Section 3.1, field orientation in Sec-
tion 3.2, and derived low-order 3D magnetic properties in Section 3.3. Finally, our main
conclusions and directions for future work are outlined in Section 4.

2. Observations and Data Analysis

Active region NOAA 10953 (http://www.solarmonitor.org/region.php?date=20070426&
region=10953) crossed the solar disk from 26 April 2007 to 9 May 2007. Previous stud-
ies of this region have found evidence of twisting; e.g. Canou and Amari (2010) examined
the magnetic structure of the region on 30 April 2007. Their reconstructed magnetic con-
figurations exhibited twisted flux ropes along the southern part of the neutral line, similar
to observations by Okamoto et al. (2009) of twisted flux ropes emerging from below the
photosphere. Here, we use observations of the main sunspot on 29 April 2007 recorded by
the Solar Optical Telescope (SOT: Suematsu et al., 2008) onboard Hinode. Table 1 lists
the scan start and end times and pointing information. The simple-structured active region
consisted of a negative-polarity leading sunspot and opposite-polarity trailing plage, with
an “S-shaped” filament visible over this time. In addition, this region was the source of a
low-magnitude GOES B1.0 solar flare: beginning at 10:34 UT; peaking at 10:37 UT; ending
at 10:40 UT.

Four scans from the SOT spectropolarimeter (SP: Kosugi et al., 2007) were used, with
a scan duration of ≈ 32 minutes each. The temporal scan coverage was a critical reason for
choosing this event, i.e. three scans before the flare and one immediately after (Table 1). Us-
ing multiple scans prior to the flare enables the non-flare-related evolution of the magnetic-
field properties to be analysed in detail, with changes over the flare able to be compared to
this background evolution. No other flares occurred during the entire time period of obser-
vation, avoiding the contamination of any of the scans.

SOT-SP recorded the Stokes I , Q, U , and V profiles of the Fe I 6301.5 Å and 6302.5 Å
lines simultaneously through a 0.16′′ × 164′′ slit. The Stokes spectral profiles were recorded
with a spectral sampling of 21.5 mÅ, a field-of-view (FOV) of 164′′ × 164′′ (512 × 512 pix-
els), and an exposure time of 3.2 seconds per slit position (fast map mode). The raw SOT-SP
data were calibrated using sp_prep.pro from the Hinode/SOT tree within the IDL SolarSoft
library (Freeland and Handy, 1998), which makes two passes through the data. The first de-
termines the thermal shifts in the spectral dimension (in both offset and dispersion) across
successive slit positions. The second pass corrects these thermal variations and merges the
two orthogonal polarization states.
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Table 1 Summary of SOT-SP
scan times on 29 April 2007.

aFlare location corresponds to
reconstructed RHESSI image
peak.

Scan Number Begin Time End Time Center of FOV

(UT) (UT) (Solar X, Solar Y)

1 00:17 00:49 −549′′,−99′′
2 03:30 04:02 −525′′,−98′′
3 08:00 08:32 −491′′,−96′′
Flarea 10:34 10:40 −476′′,−150′′
4 11:27 11:59 −464′′,−95′′

The resulting Stokes I , Q, U , and V profiles were inverted using the He-Line Information
Extractor (HELIX+: Lagg et al., 2004) in order to derive the magnetic-field vector. HELIX+

fits the observed Stokes profiles with synthetic ones obtained from an analytic solution of the
Unno–Rachkovsky (Unno, 1956) equations in a Milne–Eddington atmosphere. The model
atmosphere used in fitting the observed profiles consisted of one magnetic component with
a local straylight component included. Optimal atmospheric parameters are obtained using
PIKAIA, a genetic algorithm-based general-purpose optimization subroutine (Charbonneau,
1995). A total polarization threshold of ≈3 × 10−3 Ic (i.e. units of continuum intensity) was
chosen, such that regions with values below this were not inverted.

The AMBIG routine (Leka, Barnes, and Crouch, 2009), which is an updated form of
the Minimum Energy Algorithm (Metcalf, 1994), was used to remove the 180◦ ambiguity
in the LOS azimuthal angle. This procedure was chosen over other routines as it scored
highly in the Metcalf et al. (2006) and Leka et al. (2009) reviews on methods for resolving
solar ambiguity angles. The routine simultaneously minimises the magnetic-field divergence
[∇ · B] and vertical electric-current density [Jz] for pixels above a certain noise threshold in
transverse-field strength. In this work we take a value of 150 G, whereby pixels with values
below this level are determined using an iterative acute-angle-to-nearest-neighbors method
(Canfield et al., 1993).

The resulting LOS inversion results were converted to the solar-surface normal reference
frame using the method outlined by Gary and Hagyard (1990). The orthogonal magnetic-
field components in the observers (i.e. image, superscript “i”) frame and solar-surface nor-
mal (i.e. heliographic, superscript “h”) frame are related by

Bh
x = a11B

i
x + a12B

i
y + a13B

i
z,

Bh
y = a21B

i
x + a22B

i
y + a23B

i
z, (1)

Bh
z = a31B

i
x + a32B

i
y + a33B

i
z,

where coefficients aij are defined in Equation (1) of Gary and Hagyard (1990). In the image
frame, B i

z is the component along the LOS, and (B i
x , B i

y ) define the plane of the image. In
the heliographic frame, Bh

z is the component normal to the solar surface, and (Bh
x , Bh

y ) lie in
the plane tangent to the solar surface at the center of the FOV. In terms of the field vector,
Bh

x = |B|sin(γ )cos(φ), Bh
y = |B|sin(γ )sin(φ), and Bh

z = |B|cos(γ ). Here, |B| is the absolute
magnetic field strength, γ is the inclination angle from the solar normal direction, and φ is
the azimuthal angle in the (Bh

x , Bh
y ) plane measured counter-clockwise from solar west.

The scans were taken ≈ three – four hours apart, so it was necessary to correct for changes
in scan pointing. To solve this, all scans were differentially rotated and their continuum in-

Reprinted from the journal 48



The Evolution of Sunspot Magnetic Fields Associated with a Solar Flare

tensity co-aligned to that of the third scan. Examples of observations from the third scan
(i.e. immediately preceding the flare) are shown in Figure 1, including Hinode/SOT-SP con-
tinuum intensity (Figure 1(a)) and resulting magnetic field parameters from the HELIX+

code after disambiguation and transformation to the solar-normal reference frame: abso-
lute magnetic-field strength (Figure 1(c)); inclination angle with azimuthal-angle vectors
overlayed (Figure 1(d)); vertical field strength, Bh

z (Figure 1(e)); horizontal field strength,
Bh

hor = [(Bh
x )

2 + (Bh
y )

2]1/2 (Figure 1(f)).

SOT Broadband Filter Imager Ca II H line images (3968 Å) were also obtained close to
the flare peak time, with a FOV of 108′′ × 108′′ (1024 × 1024 pixels2). Figure 1(b) shows
a Ca II H image at the time of the third scan, as well as contours of significant brightening
at the time of the flare peak at 10:37 UT (1250 DN) overlaid on all other images. The
brightening seems to be mostly located along the neutral line dividing the sunspot and plage
regions in the East of the scan. The location containing the most significant chromospheric
flare brightening is found to the South East (SE) of the main sunspot, located near the trailing
plage neutral line. A 35′′ ×40′′ box was chosen from this region for analysis. The sub-region
was divided into two specific regions of interest, ROI 1 and ROI 2, defined by thresholding
the signed field magnitude (i.e. |B| times −1 or +1 for fields pointing in or out of the solar
surface, respectively). ROI 1 was thresholded at −800 G and ROI 2 at −1000 G. Both of
these regions are small flux elements of the same polarity as the main sunspot, and are
located SE of the main spot. They both lie close to the neutral line with the positive-polarity
plage (see Figure 1(e)). These two ROIs will be the focus of the magnetic field parameters
studied.

3. Results

Figure 2 shows the temporal evolution of the magnetic field in the chosen sub-region over
the four scans. ROI 1 fragments significantly from the first to the third pre-flare scans, and
almost completely disappears after the flare. ROI 2 also fragments, but changes less than
ROI 1. The chromospheric flare brightenings are located over and North West (NW) of
ROI 1, and directly over ROI 2.

The parameters depicted in Figure 2 were separately analysed in detail for both ROIs. The
median and standard deviation of the values were extracted from all pixels within a ROI con-
tour in each individual scan. Median values were used rather than other averaging methods
due to their ease of interpretation and relative insensitivity to outlying values. The structure
of the field was investigated in different ways: the vector field components (Section 3.1); the
field-orientation angles (Section 3.2); signatures of magnetic non-potentiality (Section 3.3).

3.1. Vector Field Components

Changes in ROI median values of the field magnitude, vertical field, and horizontal field
were calculated in each scan (i.e. values from all pixels in the thresholded contours of a ROI).
Figure 3 depicts time lines of these ROI median values, with vertical bars representing the
ROI standard deviation and horizontal bars depicting the scan duration. The magnetic-field
strength in Figure 3(a) varies little over all the scans within 1-σ errors, with only a slight
decrease in the second scan for ROI 1. The horizontal-field strength, given in Figure 3(b),
shows only a slightly decreasing trend over the scans. The main source of interest here
comes from the vertical-field strength.
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Figure 1 108′′ × 108′′ FOV images showing the active-region pre-flare state (08:00 – 08:32 UT): (a) con-
tinuum intensity; (b) Ca II H intensity (08:16 UT); (c) absolute field strength; (d) inclination angle, with
transverse magnetic-field vectors overlaid as arrows (magenta); (e) vertical-field strength; (f) horizontal-field
strength. Green contours in all panels outline the significant Ca II H flare brightening (at the 1250 DN level)
observed at 10:37 UT. The sub-region selected for further analysis in Figure 2 is indicated by the box in all
panels.

Reprinted from the journal 50



The Evolution of Sunspot Magnetic Fields Associated with a Solar Flare

F
ig

ur
e

2
E

vo
lu

tio
n

of
th

e
su

b-
re

gi
on

ou
tli

ne
d

in
Fi

gu
re

1
at

in
cr

ea
si

ng
sc

an
tim

es
fr

om
le

ft
to

ri
gh

t.
To

p
to

bo
tto

m
:

ab
so

lu
te

m
ag

ne
tic

-fi
el

d
st

re
ng

th
;

in
cl

in
at

io
n

an
gl

e,
w

ith
tr

an
sv

er
se

m
ag

ne
tic

-fi
el

d
ve

ct
or

s
ov

er
la

id
as

ar
ro

w
s

(m
ag

en
ta

);
ve

rt
ic

al
-fi

el
d

st
re

ng
th

.T
w

o
re

gi
on

s
of

in
te

re
st

,R
O

I
1

an
d

R
O

I
2,

ar
e

nu
m

be
re

d
an

d
de

fin
ed

by
bl

ue
an

d
or

an
ge

co
nt

ou
rs

,r
es

pe
ct

iv
el

y.
G

re
en

co
nt

ou
rs

in
al

l
pa

ne
ls

ou
tli

ne
th

e
si

gn
ifi

ca
nt

C
a

II
H

fla
re

br
ig

ht
en

in
g

(a
t

th
e

13
00

D
N

le
ve

l)
ob

se
rv

ed
at

10
:3

7
U

T,
as

pe
r

Fi
gu

re
1.

T
he

tim
e

of
fla

ri
ng

is
in

di
ca

te
d

by
a

m
ag

en
ta

ve
rt

ic
al

lin
e

be
tw

ee
n

th
e

th
ir

d
an

d
fo

ur
th

sc
an

s.
N

ot
e

th
e

5′′
sc

al
e

ba
r

in
th

e
lo

w
er

-l
ef

tp
an

el
.

51 Reprinted from the journal



S.A. Murray et al.

Figure 3 Temporal variation in the median values of: (a) absolute magnetic-field strength; (b) horizon-
tal-field strength; (c) vertical-field strength; (d) inclination angle. Values for ROI 1 are plotted with black
asterisks, and ROI 2 with blue diamonds. Vertical bars indicate the standard deviation of the property within
the ROI, while horizontal bars delimit the scan duration. The vertical line between the third and fourth scans
marks the flare peak time. With values of inclination being beyond 90◦ , increasing values indicate the field
becoming more vertical.

The vertical-field median value also marginally changes within the spread of ROI values
between the first two scans, as can be seen in Figure 3(c). However, substantial variations are
found between both the second and the third scans, as well as the third and fourth scans. An
increase in vertical-field magnitude is found between the second and third scans, increasing
by ≈ 440 G for ROI 1 and ≈ 210 G for ROI 2. After the flare (i.e. some time between the
third and fourth scans) Bh

z decreases by ≈ 500 G for ROI 1 and ≈ 160 G for ROI 2. It is likely
that the changes prior to the flare are linked to the energy storage mechanism in the ROIs,
while the changes over the course of the flare are due to the energy release. However, it is
unclear from the median-field magnitude measurements how the field structure is changing
before and after the flare. Thus, field orientation was investigated further.
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3.2. Field Orientation

The median inclination angle was also extracted from both ROIs and is included in
Figure 3(d). A similar trend in inclination evolution is seen to the vertical-field evolution.
Again no changes of significance are found between the first two scans, with large changes
observed between the second and third scans and after the flare. An increase in inclination is
found in the third scan, with field becoming more vertical by ≈ 8◦ for both ROI 1 and ROI 2.
After the flare, inclination decreases (i.e. becomes more horizontal) by ≈ 10◦ for ROI 1 and
≈ 4◦ for ROI 2. These results support the idea that the field in both ROIs becomes more
vertical ≈ 6.5 – 2.5 hours before the GOES B1.0 flare and more horizontal within ≈ one
hour after the flare has ended. It is interesting to note that the location of the field change
is near the neutral line with the plage region, in a negative-polarity region to the SE of the
sunspot.

To put the changes in field parameters observed over the scans into context, it is worth
estimating where the field lines in ROI 1 and ROI 2 are connected to by examining the direc-
tion of the transverse magnetic-field vectors (overlaid on the inclination scans in Figure 2).
However, the true connectivity cannot be determined from 2D results and the necessary 3D
extrapolations of the region will be investigated in a future article. As a first guess toward the
possible connectivity, the field in ROI 1 seems to be generally pointing toward a northerly
direction in Scan 1 and Scan 2, becoming increasingly more NE in Scan 3 and Scan 4. In
ROI 2, the field is pointing in a general NE direction in the first scan, pointing in an in-
creasingly more easterly direction as time progresses, finally becoming more NE after the
flare. It seems that the plage region SE of the ROIs extends toward the NW (i.e between the
ROIs) as the scans progress, before pinching off after the flare. It is difficult to determine
by eye exactly where the field may be connected to over the scans, especially if relying on
median values of small groups of pixels. We surmise a region of plage NE of ROI 1 to be a
likely connection point. The fourth scan in Figure 2 also indicates a possible connection be-
tween ROI 2 and the portion of intersecting plage that first extends between the ROIs before
“pinching off” after the flare. Studying the field distributions within the ROIs is necessary
to fully understand the evolution.

3.3. Signatures of Non-potentiality

The vertical current density was calculated by the method of Crouch and Barnes (2008),
as implemented in the AMBIG code. Median values of all pixels within the contours for
each ROI are presented in Figure 4, with vertical bars again showing the ROI standard
deviation. A familiar trend is seen between the first and second scans (i.e. no change within
the spread of values in either ROI). Negative vertical current density increases in magnitude
in the pre-flare state from the second to third scans by ≈ 0.11 mA cm−2 for ROI 1 and by
≈ 0.03 mA cm−2 for ROI 2. The magnitude subsequently decreases by ≈ 0.07 mA cm−2 in
both ROI 1 and ROI 2. Changes in ROI 1 parameters are much more distinct than in ROI 2,
as was also seen in field inclination and vertical field strength. Thus, stronger currents appear
in both regions before the flare occurs, dropping back to earlier background values after the
flare. An increase in current density before the flare indicates an emergence or build-up
of non-potentiality in the field, with these observed changes likely to be linked to energy
build-up before the flare, and energy release during to the flare.
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Figure 4 Temporal variation in the median values of vertical current density. Values for ROI 1 are plotted
with black asterisks, and ROI 2 with blue diamonds. Vertical bars indicate the standard deviation of the
property within the ROI, while horizontal bars delimit the scan duration. The vertical line between the third
and fourth scans marks the flare peak time.

4. Discussion and Conclusions

An ≈ 8◦ change in field inclination toward the vertical was found leading up to the flare, with
a ≈ 7◦ return toward the horizontal afterwards. Note that the inclination changes toward the
vertical had occurred by ≈ 2.5 hours before the flare onset, with no changes observed ≈ 6.5 –
10 hours beforehand. Schrijver (2007) states that the energy build-up phase can last for as
much as a day in an active region, so it is interesting to see such short time-scale changes.
Previous studies have also reported changes in field orientation after a flare. Li et al. (2009)
found an inclination angle change of ≈ 5◦ toward the horizontal in a region of enhanced G-
band intensity after an X-class flare, and the inclination becoming more vertical by ≈ 3◦ in a
region of diminished G-band intensity. Although their study focuses on penumbral regions,
the region becoming more horizontal after the flare is located close to the flaring neutral
line, similar to our findings. This concept is also mentioned in some theoretical studies; e.g.
Hudson, Fisher, and Welsch (2008) predicted that the photospheric magnetic fields close to
the neutral line would become more horizontal in a simple flare-restructuring model.

Examining previous findings of transverse-field changes, Wang et al. (2002) used vec-
tor magnetogram observations to find an impulsive increase of the transverse-field strength
and magnetic shear after three X-class flares. Li et al. (2009) also found a transverse-field
increase of 20% after an X3.4 flare. We found no significant changes in transverse-field
strength either immediately before or after the flare. However, the difference in active re-
gions must be noted, with the Wang et al. and Li et al. works focusing on higher-magnitude
flares from δ sunspot groups. Our insignificant changes in the transverse-field strength are
explained by the competing field-strength and inclination changes before and after the flare.
For example, a large increase in inclination angle for ROI 1 (Figure 3(d)) between the sec-
ond and third scans is accompanied by a slight increase in field strength (Figure 3(a)), giving
approximately no change in the horizontal field (Figure 3(b)). The Li et al. (2009) result sup-
ports the reconnection picture of Liu et al. (2005), whereby newly connected fields near the
magnetic neutral line contributed to field inclination becoming more horizontal. This picture
suggests that the field lines after the flare in our study become newly reconnected, low-lying,
more horizontal field lines near the flaring neutral line.

Vertical-field magnitude was found in our results to increase in both ROIs before the flare,
and decrease by approximately the same amount afterwards. Wang et al. (2002) examined
LOS magnetograms as well as vector data, finding an increase in magnetic flux of the leading
polarity in six X-class flares. Sudol and Harvey (2005) used longitudinal magnetogram data
from the Global Oscillation Network Group to find abrupt and permanent changes in the
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LOS magnetic field after 15 X-class flares. They found decreases in vertical field twice
as often as increases: in 75% of cases the magnetic-field change occurred in less than ten
minutes. Sudol and Harvey quote median LOS field changes of 90 G and found that the
strongest field changes typically occur in penumbrae. This behavior of decreasing vertical
field is reflected in our findings, although we observe larger changes of ≈ 330 G in a region
outside of the penumbra.

Our observations find an increase in negative vertical current density within ≈ 6.5 –
2.5 hours before the flare, with a decrease toward the initial pre-flare values after the flare.
Strong emerging currents have often been linked with flare triggers; e.g. Su et al. (2009)
observed the current density for the same active region three days later when a C8.5 flare
occurred, finding strong currents along the field lines. Canou and Amari (2010) also exam-
ined the vertical current density for the same active region using a different extrapolation
method from Su et al. (2009). The extrapolation found footpoints of the twisted flux ropes
to be anchored in a region of significant vertical current (i.e. in the core of the flux region
rather than along the field lines). They observed the breakdown of the force-free assumption
along the neutral line due to non-zero vertical current density and suggested that this could
be due to the emergence of the twisted flux ropes, or perhaps the presence of non-null mag-
netic forces. They also determined that enough free magnetic energy existed to power the
C8.5 flare studied by Su et al. (2009) and a C4.2 flare a few days later. Similar mechanisms
could possibly be at work to cause the earlier lower-magnitude flare examined in this article.

Régnier and Priest (2007) noted the discrepancies that exist between using different ex-
trapolation methods. They found that strong currents present in the magnetic configuration
were responsible for highly twisted and sheared field lines in a decaying active region. In
contrast, weak currents existed in a newly emerged active region. They also suggest a strong
dependance of vertical current density on the nature of the active region, e.g. the stage of the
regions’ evolution or the distribution of the sources of magnetic field. Most previous work
has focused on considerably more complex active regions that produce M- or X-class flares,
so it is important to note that distinct changes in the magnetic field were still observed for
this B-class flare.

It is worth mentioning that Okamoto et al. (2009) observed converging motions in Ca II H
movies of the same active region as this article, which they describe as driven by moat flows
from the sunspot toward the trailing plage neutral line (i.e. near our ROI locations). Schrijver
and Zwaan (2000) mention typical spatial scales of moat flow regions of ≈ 10 – 20 Mm
measured from the outer edge of the penumbra. This suggests that our ROIs lie on the outer
edge of the moat flow region, and perhaps a moving magnetic feature was being driven
toward the plage region. This driving would cause the field near the neutral line to become
more vertical before the flare, as per our results, and might explain the pre-flare energy
build-up phase. The field would then relax and become more horizontal after the energy
release, as we found. The driving could be related to converging motions toward the neutral
line highlighted in a number of MHD simulations (e.g., Amari et al., 2003). Amari et al.
mention a three-part magnetic structure associated with their model’s disruption phase, with
a twisted flux rope running through a global arcade and above small loops. These newly
formed small loops, described as due to reconnection, are perhaps indicative of the more
horizontally inclined post-flare field of this article compared to pre-flare build-up values.

Further work is planned to clarify the connectivity of the two regions of interest and
changes in the 3D topology. Our resulting disambiguated field vector will be used as an in-
put to a magnetic-field extrapolation to determine various topology measures (e.g. numbers
and locations of nulls, separatrix layers). However, it is interesting to see such clear changes
in field-vector characteristics (such as inclination, magnetic divergence, and vertical current
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density) leading up to and after the flare, before making high-order calculations of 3D topol-
ogy. These forms of field-orientation changes could prove to be useful precursors for flare
forecasting in the future.
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Abstract We compute the change in the Lorentz force integrated over the outer solar at-
mosphere implied by observed changes in vector magnetograms that occur during large,
eruptive solar flares. This force perturbation should be balanced by an equal and opposite
force perturbation acting on the solar photosphere and solar interior. The resulting expres-
sion for the estimated force change in the solar interior generalizes the earlier expression
presented by Hudson, Fisher, and Welsch (Astron. Soc. Pac. CS-383, 221, 2008), providing
horizontal as well as vertical force components, and provides a more accurate result for the
vertical component of the perturbed force. We show that magnetic eruptions should result
in the magnetic field at the photosphere becoming more horizontal, and hence should result
in a downward (toward the solar interior) force change acting on the photosphere and solar
interior, as recently argued from an analysis of magnetogram data by Wang and Liu (Astro-
phys. J. Lett. 716, L195, 2010). We suggest the existence of an observational relationship
between the force change computed from changes in the vector magnetograms, the outward
momentum carried by the ejecta from the flare, and the properties of the helioseismic distur-
bance driven by the downward force change. We use the impulse driven by the Lorentz-force
change in the outer solar atmosphere to derive an upper limit to the mass of erupting plasma
that can escape from the Sun. Finally, we compare the expected Lorentz-force change at the
photosphere with simple estimates from flare-driven gasdynamic disturbances and from an
estimate of the perturbed pressure from radiative backwarming of the photosphere in flaring
conditions.
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1. Introduction

Eruptive flares and coronal mass ejections (CMEs) result from global reconfigurations of the
magnetic field in the solar atmosphere. Recently, signatures of this magnetic-field change
have been detected in both vector and line-of-sight magnetograms, the maps of the vector
and the line-of-sight component of the photospheric magnetic field, respectively. Is there a
relationship between this measured-field change and properties of the eruptive phenomenon?
What is the relationship between forces acting on the outer solar atmosphere and those acting
on the photosphere and below, in the solar convection zone?

We will attempt to address these questions by considering the action of the Lorentz force
over a large volume in the solar atmosphere that is consistent with observed changes in
the photospheric magnetic field, and we will discuss how one can derive observationally
testable limits on eruptive-flare or CME mass that are based on these force estimates. We
will also provide more context for the recent result of Hudson, Fisher, and Welsch (2008),
who present an estimate for the inward force on the solar interior driven by changes observed
in magnetograms. We will also provide additional interpretation of the recent observational
results of Wang and Liu (2010), who find from vector magnetogram observations that the
force acting on the photosphere and interior is nearly always downward, and Petrie and
Sudol (2010), who find similar results from a statistical study using line-of-sight magne-
tograms.

Finally, we will compare the downward impulse from changes in the Lorentz force with
pressure impulses from heating by energetic-particle release during flares, and with radiative
backwarming during flares, with the goal of describing the necessary future work to assess
which physical mechanisms produce the largest change in force density at the photosphere,
and hence which might be most effective in driving helioseismic waves (e.g., Kosovichev,
2011) into the solar interior.

2. The Lorentz Force Acting on the Upper Solar Atmosphere

The Lorentz force per unit volume can be written as

fL = ∇ · T = ∂Tij

∂xj

, (1)

where the Maxwell stress tensor [Tij ] is given by

Tij = 1

8π

(
2BiBj − B2δij

)
, (2)

and Bi and Bj each range over the three components of the magnetic field [B], and δij is the
Kronecker δ-function. Here, the divergence is expressed in Cartesian coordinates. To eval-
uate the total Lorentz-force [FL] acting on the atmospheric volume that surrounds a flaring
active region, we integrate this force density over the volume, with the photospheric surface
taken as the lower boundary of that volume, and with the upper boundary taken at some
great height above the active region. The volume integral of the divergence in Equation (1)
can be evaluated by using the divergence (Gauss’s) theorem:

FL ≡
ˆ

V

d3x
∂Tij

∂xj

=
‹

Atot

dATijnj , (3)
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Figure 1 Schematic illustration
of the volume in which the
photospheric-to-coronal portions
of a bipolar active region are
embedded. It is assumed that at
the outer surface, the magnetic
field is negligibly small, and that
the side-wall boundaries are
sufficiently far away from the
active region that they do not
contribute to the Gauss’s theorem
surface integral. Note that at the
photosphere, the outward surface
normal vector n̂ points in the −r̂
direction. The red and blue colors
represent the upward and
downward vertical fluxes in the
active region.

where nj represents the components of the outward unit vector [n̂] that is normal to the
bounding surface of the atmospheric volume, and where Atot represents the area of the entire
bounding surface. Substituting the expression (2) for the Maxwell stress tensor results in this
equation:

FL = 1

8π

‹
Atot

dA
[
2B(B · n̂) − n̂B2

]
. (4)

A sketch of the atmospheric volume surrounding the active region is shown in Figure 1.
If we assume that the upper surface of the volume is sufficiently far above the active

region that the magnetic field integrated over that surface is negligible, and that the side
walls are also sufficiently distant that there is negligible magnetic-field contribution from
those integrals as well, then the only surface that will contribute will be the photosphere near
the active region, where the magnetic fields are strong. In that case, n̂ = −r̂ and B · n̂ = −Br,
where Br is the radial field component. The surface integral then results in the following two
equations for the upward (i.e., radial) and horizontal components of the Lorentz force [Fr]
and [Fh]:

Fr = 1

8π

ˆ
Aph

dA
(
B2

h − B2
r

)
, (5)

and

Fh = − 1

4π

ˆ
Aph

dABrBh. (6)

Here, Bh represents the components of B in the directions parallel to the photosphere, which
we will henceforth refer to as the “horizontal” directions. The quantity B2

h = Bh · Bh, and
Aph is the area of the photospheric domain containing the active region. If the active region
is sufficiently small in spatial extent and magnetically isolated from other strong magnetic
fields, one can approximate this surface integral as an integral over x and y in Cartesian
coordinates, with the upward direction represented as z instead of r .

The restrictions given above regarding the side-wall contributions to the Gauss’s law in-
tegrals can be relaxed if the volume of the domain is extended to a global volume: an integral
over the entire outer atmosphere of the Sun. In this case, there are no side-wall boundaries
to worry about, and Aph coincides with the entire photospheric surface of the Sun. The outer
spherical surface boundary is assumed to be sufficiently far from the Sun that it makes no
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significant contribution to the Gauss’s law surface integral. Thus, integrals over the entire
solar surface of Equations (5) and (6) should represent the total Lorentz-force acting on
the Sun’s outer atmosphere. If one sets the total Lorentz-force to zero, the above surface
integrals yield well-known constraint equations on force-free fields (Low, 1985), with the
Cartesian version of the equations being used to test the force-free condition of photospheric
and chromospheric vector magnetograms (Metcalf et al., 1995). If the magnetic-field dis-
tribution is not force-free, but the atmosphere is observed to be static, then presumably the
Lorentz forces are balanced by other forces such as gas-pressure gradients and gravity.

Wang and Liu (2010) have found from an analysis of eleven large (X-class) flaring active
regions that the vector magnetic field is always observed to change after a flare in the sense
that the magnetic field becomes “more horizontal” than it was before the flare. The change
is observed to occur on a time scale of a few minutes, and in some cases as fast as the sample
spacing (one minute) permits. What are the implications of this observational result on the
Lorentz force acting on the solar atmosphere?

To address this question, we first take the temporal derivative of Equations (5) and (6) to
find

∂Fr

∂t
= 1

8π

ˆ
Aph

dA
∂

∂t

(
B2

h − B2
r

)
, (7)

and
∂Fh

∂t
= − 1

4π

ˆ
Aph

dA
∂

∂t
(BrBh). (8)

Next, we assume the fields are observed to change over a time duration δt , and integrate the
temporal derivatives of the Lorentz-force contributions to find the changes to the Lorentz
force components δFr and δFh:

δFr = 1

8π

ˆ
Aph

dA
(
δB2

h − δB2
r

)
, (9)

and

δFh = − 1

4π

ˆ
Aph

dAδ(BrBh), (10)

where, at a fixed location in the photosphere,

δB2
h ≡

ˆ δt

0
dt

∂

∂t
B2

h = B2
h (δt) − B2

h (0), (11)

δB2
r ≡

ˆ δt

0
dt

∂

∂t
B2

r = B2
r (δt) − B2

r (0), (12)

δ(BrBh) ≡
ˆ δt

0
dt

∂

∂t
(BrBh) = Br(δt)Bh(δt) − Br(0)Bh(0). (13)

These quantities are simply the observed changes in the magnetic variables that occur over
the course of a flare. Note that if the flaring active region is near disk center, so that the
observed transverse magnetic field is a good approximation to the horizontal field, then the
expression for δFr can be evaluated without having to perform the 180◦ disambiguation of
the vector magnetogram data – only the amplitude of the horizontal field enters into the
expression.
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If the change in the Lorentz force is significant only within small areas of the photo-
sphere, then the only contribution to the global-area integral will be from the smaller do-
mains where the changes are significant, potentially simplifying the evaluation of Equa-
tions (9) and (10).

We now argue that in the outer atmosphere of flaring active regions, the impulse from the
changed Lorentz force dominates all other forces. First, from energetic considerations, the
magnetic field is believed to be the source of energy for eruptive flares and CMEs: Forbes
(2000) and Hudson (2007) have argued that no other known source of energy can provide
the observed kinetic energy of outward motion observed in CMEs, and there simply is no
other viable source for the thermal and radiated energy known to be released in solar flares.
Second, apart from the Lorentz force, the only other significant forces known to operate on
the solar atmosphere are gas-pressure gradients and gravity. To evaluate the change in the
gas-pressure gradient forces in the outer atmosphere, one can perform a Gaussian volume
integral over the outer solar atmosphere of the vertical component of the gas-pressure gradi-
ent force. The net change in the vertical force is just the difference between the gas-pressure
change at the top of the Gaussian volume from that at the bottom. If the plasma β in the
solar atmosphere is low, as is generally the case in active regions, it seems unlikely that this
will be as significant as the change of the Lorentz force. Nevertheless, in Section 3, we will
consider perturbations to the gas pressure at the photosphere and discuss their effectiveness.
In the case of the gravitational force, unless the plasma has moved a huge distance (≈R�)
away from the Sun on the time scale of the observed field change, the gravitational force
acting on the given mass of the plasma within the Gaussian volume must be approximately
the same, and hence the change in the gravitational force should be small.

The results of Wang and Liu (2010), in which the field becomes more horizontal after
the occurrence of eruptive flares, are thus consistent with an upward impulse acting on the
outer atmosphere, so we identify this impulse as the photospheric magnetic-field signature
of the force driving a magnetic eruption. To estimate the magnitude of the impulse, we make
the simple assumption that the change in the Lorentz force in Equations (9) and (10) occurs
linearly with time from t = 0 to t = δt . We denote the mass of the plasma that is eventually
ejected as Mejecta, and we assume the fluid velocity averaged over this plasma to be zero
prior to the eruption. The Lorentz impulse will then be related to the ejecta’s momentum by

1

2
δFrδt = Mejectavr (14)

and

1

2
δFhδt = Mejectavh, (15)

where vr is the upward (radial) component of the velocity of the ejecta after the impulse,
and vh is the resulting horizontal component of the ejecta velocity. Note that if vr is less than
the escape velocity [ve ≡ (2GM�/R�)1/2], the ejecta will ultimately be stopped by gravity
and will not result in an eruption. If vr exceeds ve, we assume that the ejecta can become
a coronal mass ejection (CME). This means that for a given observation of magnetic-field
changes in a flaring active region, there is an upper limit to the mass of any resulting CME
given by

MCME <
1

2

δFrδt

ve
. (16)

For the magnetic-field changes in the 2 November 2003 flare studied by Hudson, Fisher,
and Welsch (2008), they estimate a change in the Lorentz-force surface density of
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2500 dyne cm−2, and with the estimated area over which the change occurs, a total force
of ≈ 1022 dyne. This is probably an underestimate for the total upward force, since this
case was taken from the study by Sudol and Harvey (2005), in which only the line-of-sight
contributions were measured. A more extensive analysis of a larger data set of flares (Petrie
and Sudol, 2010) has since shown several other cases of comparable or even larger Lorentz
forces for some X-class flares. Assuming a time scale of ten minutes for the photospheric
magnetic fields to change (from the temporal evolution results of Sudol and Harvey, 2005
and Petrie and Sudol, 2010) then results in an upper limit on the mass of any CME coming
from this flaring active region of 4.9 × 1016 g.

An expression for the Lorentz-driven impulse in the horizontal directions (Equation (15))
could be useful in determining the initial deflection of the ejecta away from a radial trajec-
tory. The initial trajectory direction can be determined by examining the ratio of the hori-
zontal components of δFh to δFr.

What effect do these Lorentz-force changes, and their resulting impulses, have on the
response of the solar-interior plasma at and below the photosphere? To estimate the change
in the Lorentz force acting on the solar interior (the interior is defined here to be the plasma
that extends from the photosphere downward), one can perform almost exactly the same
Gaussian volume exercise as above, but using a subsurface volume instead of an outer atmo-
sphere volume. By performing the global integral of the Lorentz-force density over the entire
volume below the photosphere, one can see that both the absolute Lorentz forces (Equations
(5) and (6)) and the changes in the Lorentz forces (Equations (9) and (10)) involve exactly
the same photospheric surface terms as for the outer solar atmosphere, except that the out-
ward surface normal n̂ is in the + r̂ direction instead of in the − r̂ direction. Thus the three
components of the Lorentz force, and the flare-induced changes in the Lorentz force, have
exactly the same magnitude, but opposite sign from the Lorentz forces acting on the solar
atmosphere – the Lorentz-force changes acting on the interior and the solar atmosphere are
exactly balanced:

δFr,interior = 1

8π

ˆ
Aph

dA
(
δB2

r − δB2
h

)
, (17)

and

δFh,interior = 1

4π

ˆ
Aph

dAδ(BrBh). (18)

The radial component of the force change acting on the solar interior was identified as a
magnetic jerk by Hudson, Fisher, and Welsch (2008).

To relate these results (Equations (17) – (18)) to those of Hudson, Fisher, and Welsch
(2008), we note that if we let z be in the upward direction, and use x and y to denote the
horizontal directions, and further make the first-order approximation that δB2

h ≈ 2BxδBx +
2ByδBy , and that δB2

z ≈ 2BzδBz, where δBx, δBy , and δBz are the observed changes in Bx ,
By , and Bz, then Equation (17) yields the unnumbered expression given by Hudson, Fisher,
and Welsch (2008), assumed to be integrated over the vector magnetogram area:

δFz,interior ≈ 1

4π

ˆ
dA(−Bx δBx − By δBy + Bz δBz). (19)

If Equation (19) is evaluated over the flaring active region, such that surface terms on the
vertical side walls make no significant contributions to the Gaussian integral, and the am-
plitude of the field-component changes is small compared to their initial values, then this
expression should be robust and accurate. For future investigations of vector-magnetogram
data, we believe that Equations (17) – (18) will generally be more useful than Equation (19)
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since they do not assume the first-order approximation, and the horizontal components of
the force are included.

Since we assert that the Lorentz-force change is the dominant force acting in the outer
solar atmosphere, and that this force drives an eruptive impulse, it follows from conservation
of momentum that an equal and opposite impulse must be applied on the plasma in the solar
interior and that, at least initially, the force driving this impulse is the Lorentz force identified
in Equations (17) and (18). However, we expect that once the impulse has penetrated more
than a few pressure scale heights into the solar interior, the disturbance will propagate mainly
as a gasdynamic-pressure disturbance (acoustic wave), since the plasma β is thought to
increase very rapidly with depth below the photosphere. For a more general discussion about
momentum balance issues in solar flares, see Hudson et al. (2011), included in this topical
issue.

Putting all of this together, we suggest that there is an observationally testable relation-
ship between the measured Lorentz-force change and the outward momentum of the erupt-
ing ejecta that occurs over the course of an eruptive flare, and that the Lorentz force respon-
sible for the eruption should also drive a downward-moving impulse into the solar interior.
The downward-moving impulse could potentially be the source of observed “sunquake”
acoustic emission detected with helioseismic techniques (Kosovichev and Zharkova, 1998;
Moradi et al., 2007; Kosovichev, 2011) for some solar flares. Thus we suggest the possibil-
ity of using helioseismology to study eruptive solar flares, if the detailed wave mechanics of
the impulse moving downward into the interior can be better characterized and understood.

3. Other Disturbances in the Force

We argue above that assuming that the plasma β in the flaring active region is small implies
that changes to gas-pressure gradients during a flare are probably unimportant compared
to changes in the Lorentz force. Nevertheless, the flare-induced gas-pressure change from
energy deposited in the flare atmosphere has been considered to be a viable candidate for
the agent that excites flare-associated helioseismic disturbances (Kosovichev and Zharkova,
1995). Another suggested mechanism is heating near the solar photosphere driven by ra-
diative backwarming of strong flaring emission occurring higher up in the solar atmosphere
(Donea et al., 2006; Moradi et al., 2007; Lindsey and Donea, 2008). We consider each of
these possibilities in the following sections.

3.1. Pressure Changes Driven by Flare Gasdynamic Processes

During the impulsive phase of flares, emission in the hard X-ray and γ -ray energy range
is typically emitted from small, rapidly moving kernels in the chromosphere of the flar-
ing active region (e.g., Fletcher et al., 2007). This emission is generally assumed to be the
signature of energy release in the form of a large flux of energetic electrons. Energetic elec-
trons in the 10 – 100 KeV range that impinge on the solar atmosphere will emit nonthermal
bremsstrahlung radiation from Coulomb collisions with the ambient ions in the atmosphere,
and will also rapidly lose energy via Coulomb collisions with ambient electrons, resulting in
strong atmospheric heating (Brown, 1971). This results, in turn, in a large gas-pressure in-
crease in the upper chromosphere, due to rapid chromospheric evaporation. Kosovichev and
Zharkova (1995) proposed that this large pressure increase is responsible for the flare-driven
helioseismic waves into the solar interior that have been observed.

Can this pressure increase in the flare chromosphere result in a sufficiently great pres-
sure change at the photosphere to be significant compared to the observed changes in the
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Lorentz force? To investigate this question, we show that any gasdynamic disturbance that
reaches the photosphere will propagate first as a shock-like disturbance (a “chromospheric
condensation”) followed by the propagation of a weaker disturbance that can be treated in
the acoustic limit (v/cs 
 1). We then describe the work necessary to determine whether
this acoustic disturbance has a perturbed pressure that can be comparable in strength to the
Lorentz-force disturbance that we considered in Section 2. The first task is to estimate the
pressure increase in the flare chromosphere that drives the chromospheric condensation.

The pressure increase in the flare chromosphere occurs when plasma that was originally
at chromospheric densities is heated to coronal temperatures. The size of the pressure in-
crease depends on the details of how the heating is applied to the pre-flare atmosphere. If
the flux of nonthermal electrons is increased very suddenly, and with a sufficiently great
amplitude to exceed the maximum ability of the upper chromosphere to radiate away the
nonthermal electron energy flux, the result is “explosive evaporation” (Fisher, Canfield, and
McClymont, 1985b, 1985c). In this case, the location of the flare transition region moves
very quickly to a significantly greater depth in the atmosphere. The column depth of this
location can be determined by applying the suggestion of Lin and Hudson (1976), equating
the nonthermal-electron heating rate with the maximum radiative cooling rate, assuming a
transition-region temperature. The validity of this approach was subsequently verified in the
numerical simulations of Fisher, Canfield, and McClymont (1985c). The plasma between
the original and flare transition-region column depths then explodes, driving violent mass
motion both upward and downward.

Fisher (1987) developed an analytical model for the explosive evaporation process, in-
cluding estimates for the maximum pressure achieved during explosive evaporation, in terms
of the portion of the total nonthermal electron energy flux [Fevap] that is deposited between
the original and flare transition-region column depths. In Figure 2, we explore explosive
evaporation by first showing the computed ratio of Fevap to the total flux of nonthermal elec-
trons Fnte for many possible cases of explosive evaporation, assuming a range of pre-flare
atmospheric coronal pressure, values of the assumed low-energy cutoff [Ec], the electron
spectral index [δ] (see Section III of Fisher, Canfield, and McClymont (1985c) for defini-
tions of Ec and δ), and the total flux of nonthermal electrons [Fnte]. Pre-flare coronal pres-
sures include a low value of 0.3 dyne cm−2 (diamonds), corresponding to a tenuous pre-flare
coronal density, and a higher value of 3.0 dyne cm−2 (triangles), corresponding to a denser
pre-flare corona. Values of Ec include 10 KeV (blue), 20 KeV (green), and 25 KeV (red).
Electron spectral index [δ] values include 4 (solid curves), 5 (dotted curves), and 6 (dashed
curves). Rather than assuming a sharp low-energy cutoff to the spectrum, which produces an
unphysical cusp in the nonthermal-electron heating rate as a function of column depth, we
adopt the modified form of the heating rate suggested in Figure 1 and Equations (9) – (11)
of Fisher, Canfield, and McClymont (1985c), in which the heating rate varies smoothly with
column depth. This implies that the low-energy cutoff [Ec] corresponds more to a spec-
tral rollover than a true cutoff; the detailed electron spectra corresponding to this particular
rollover behavior are given in Equations (46) – (50) of Tamres, Canfield, and McClymont
(1986). Once the values for Fevap have been obtained, one can find the average per-particle
heating rate in the explosively evaporating region and use Equations (38) – (39) from Fisher
(1987) to compute the maximum pressure due to explosive evaporation. The resulting values
are shown as the colored triangles and diamonds in Figure 3 as functions of the energy flux
driving explosive evaporation.

We also compute the maximum pressure using an entirely different assumption for how
chromospheric evaporation occurs. If the energy flux of nonthermal electrons increases more
slowly than the time scale for which explosive evaporation occurs, or if the nonthermal elec-
tron energy is simply dumped into the corona and transition region through bulk heating,
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Figure 2 Fraction of the total nonthermal electron energy flux [Fnte] that goes into driving explo-
sive chromospheric evaporation as a function of Fnte. Diamonds indicate a pre-flare coronal pressure of
0.3 dyne cm−2, while triangles indicate a higher pre-flare coronal pressure of 3.0 dyne cm−2. Blue symbols
indicate a 10 KeV low-energy cutoff, green indicates a 20 KeV low-energy cutoff, and red indicates a 25 KeV
low-energy cutoff. Solid curves indicate an electron spectral index δ = 4, dotted curves δ = 5, and dashed
curves δ = 6.

then chromospheric evaporation will still occur, and the pressure will still increase, but not
as violently as assumed in the model of Fisher (1987). In the Appendix of Fisher (1989), it
was shown by considering the dynamics of chromospheric evaporation driven via thermal
conduction that the maximum pressure is given approximately by Equation (32) of Fisher
(1989). We use this expression to compute a second estimate for the maximum pressure
driven by chromospheric evaporation, using the energy flux deposited above the flare tran-
sition region from the assumed atmospheric and electron spectral characteristics described
earlier. The results are shown as the black diamonds and triangles in Figure 3.

Note that both sets of estimates for the maximum pressure result in the scaling Pmax ∼
F

2/3
evapρ

1/3
co , where ρco is the pre-flare coronal mass density. This result is consistent with

what one might find from a simple dimensional analysis; the only difference between the
two estimates is simply a different constant of proportionality that results from the detailed
assumptions in the two different evaporation models.

In addition to the preceding estimates, we also plot in Figure 3 the maximum pressure
as a function of the estimated energy flux driving evaporation achieved in the two largest
flux simulations of Fisher, Canfield, and McClymont (1985c), two cases from Abbett and
Hawley (1999), and the highest flux case from Allred et al. (2005). Note that, in all cases,
the results from the gasdynamic simulations are either close to the approximated maximum
pressures from the estimates derived above, or else are bracketed by our estimates. This is
even true when the assumptions used in deriving the approximate results are not strictly
adhered to in the simulations. Thus we can feel some confidence that our simpler estimates
will probably bracket most cases. In particular, the explosive evaporation estimates (colored
triangles and diamonds) seem to provide good upper limits to the maximum pressure due to
chromospheric evaporation found from any of the simulations. By examining Figures 2 and
3, we conclude that, for large flare nonthermal electron energy fluxes ≈ 1011 erg s−1 cm−2,
the maximum pressure increase in the chromosphere is ≈ 2000 dyne cm−2, and in most
cases, considerably less. In summary, to achieve gas-pressure increases this high requires
the highest nonthermal energy fluxes and a very rapid onset of these high-energy fluxes.

The pressure increase drives not only the rapid upward motion of the evaporating plasma
into the corona, but also slower, denser flows of plasma downward into the chromosphere
(e.g., Fisher, Canfield, and McClymont, 1985a) described as “chromospheric condensa-
tions.” These dense, downward-moving plugs of plasma form behind a downward-moving
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Figure 3 Maximum gas pressure driven by impulsive-phase flare heating from nonthermal electrons as a
function of the energy flux driving chromospheric evaporation. The colored diamonds show the maximum
pressure computed using the analytical explosive evaporation model of Fisher (1987), for a pre-flare coronal
pressure of 0.3 dyne cm−2, while the triangles show the maximum pressure for a pre-flare coronal pressure
of 3.0 dyne cm−2. Blue symbols indicate a 10 KeV low-energy cutoff, green indicates a 20 KeV low-energy
cutoff, and red indicates a 25 KeV low-energy cutoff. The black symbols indicate the maximum pressure
using the alternative model in which the nonthermal energy drives evaporation indirectly via thermal con-
duction, from Equation (32) of Fisher (1989). The black diamonds and triangles indicate the same pre-flare

coronal pressures as above. Both approximations show that Pmax ∼ F
2/3
evapρ

1/3
co , where ρco is the pre-flare

coronal mass density, but with different proportionality constants. Also plotted are the maximum pressures
from several radiation-hydrodynamic flare simulations: the two highest flux cases in Fisher, Canfield, and
McClymont (1985a 1985b, 1985c) (*), two cases from Abbett and Hawley (1999) (+), and a case from Allred
et al. (2005) (×). The two dashed horizontal lines denote the magnetic pressure for field strengths of 200 G
and 400 G, respectively.

shock-like disturbance driven by the pressure increase from chromospheric evaporation in
flares. Simple, analytic models of the dynamic evolution of chromospheric condensations
were developed by Fisher (1989). The models did a good job of describing the results of
more detailed numerical gasdynamic simulations. One interesting property of the models
is that, during the time period for which the downflow evolution is well described in terms
of chromospheric condensations, the dynamical evolution is insensitive to the details of
cooling behind the downward-moving front of the chromospheric condensation. Further,
several simulation results indicate that the gas pressure in the chromospheric condensation
just behind the front of the condensation is relatively constant in time, as the condensa-
tion propagates deeper into the atmosphere. This result was used in the analytical models
of the condensation dynamics (Fisher, 1989). Radiative cooling immediately behind the
downward-moving shock at the head of the chromospheric condensation leads to densities
in the condensation that are much greater than the density ahead of it. Fisher (1989) showed
by applying mass- and momentum-conservation jump conditions, plus differing assump-
tions about how the plasma is cooled, that the velocity evolution is very insensitive to the
details of how the plasma is cooled, provided that the resulting density jump is large (e.g.,
see the comparisons in Figure 1 of that article). These models predict the maximum col-
umn depth that the chromospheric condensation can penetrate into the solar atmosphere as
a shock-like disturbance, in terms of the flare-induced pressure [Pmax] driven by electron-
beam heating of the solar atmosphere. The maximum column depth of propagation [Nmax]
is given approximately by

Nmax = Pmax

m̄g
, (20)
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where m̄ ≈ 1.4mp is the mean mass per proton in the solar atmosphere, and g = 2.74 ×
104 cm s−2 is the value of surface gravity. The values of Pmax mentioned above result in
values of Nmax that are no larger than ≈ 3 × 1022 cm−2. However, the column depth of
the solar photosphere is ≈ 1024 cm−2. Thus, using the chromospheric-condensation model,
flare-driven pressure disturbances can propagate to at most 3% of the column depth of the
photosphere as chromospheric condensations; but this does not mean that the downflows
cease at this depth: it means only that the equation of motion for chromospheric conden-
sation (Equation (10) from Fisher (1989)) no longer applies when the driving pressure ap-
proaches the ambient pressure ahead of the condensation. At the depths where this occurs,
downflow velocities become significantly less than the sound speed, and are therefore better
treated in the acoustic limit.

Because the chromospheric-condensation model’s assumptions begin to break down
at the last stages of its evolution, we then consider the subsequent downward propaga-
tion of flare-driven pressure disturbances between column depths of ≈ 3 × 1022 cm−2 and
≈ 1024 cm−2 using an entirely different approach: We assume that the disturbance can be
represented by an acoustic wave, driven by a simple downward pulse corresponding to the
last stages of the chromospheric condensation evolution. For simplicity, we assume sim-
ple, adiabatic wave evolution in an isothermal, gravitationally stratified approximation of
the lower chromosphere, assuming an ideal gas equation of state, without dissipation. As
described in more detail below, there are reasons to question these assumptions, but this
solution allows us to demonstrate some general properties of the resulting wave evolution.

Assuming that the pre-flare chromosphere can be represented by an isothermal, gravita-
tionally stratified atmosphere at temperature Tch with pressure scale height �P = c2

s /(γg),
where cs is the adiabatic sound speed and γ is the ratio of specific heats, the equation for
the perturbed vertical velocity is

∂2v

∂t2
− c2

s

(
1

�P

∂v

∂s
+ ∂2v

∂s2

)
= 0. (21)

Here, s measures vertical distance in the downward direction, measured from the fi-
nal position of the chromospheric condensation. We assume that at the depth where the
chromospheric-condensation solution breaks down, the result of its final propagation is a
downward displacement [�s] occurring over a short time. We then want to follow this dis-
placement, using the above acoustic wave equation, as it propagates downward. At s = 0,
we therefore assume the temporal evolution of the velocity [v] to be given by

v(s = 0, t) = �sδ(t), (22)

where δ(t) is the Dirac δ-function. By performing a Laplace transform of Equation (21) with
this assumed time behavior at s = 0, we find

v(s, t) = �s exp

(
− s

2�P

)

×
[
δ

(
t − s

cs

)
− s

2�P

√
t2 − s2

c2
s

J1

(
ωa

√
t2 − s2

c2
s

)
H

(
t − s

cs

)]
, (23)

where J1 is a Bessel function, H is the Heaviside function, and ωa is the acoustic cutoff
frequency [ωa = cs/(2�P)].

Note that the solution corresponds to the downward propagation of the pulse, along with a
trailing wake that oscillates at a frequency that asymptotically approaches the acoustic cutoff
frequency. While it is clear that the velocity amplitude decreases rapidly (there is an overall
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envelope function of exp(−s/(2�P)) as the pulse propagates deeper), one can show that the
perturbed-pressure amplitude associated with the pulse actually increases as exp(s/(2�P))

as the pulse propagates deeper. It is therefore possible that the pressure amplitude of the
acoustic wave could be even larger than the initial pressure [Pmax] of the flare chromosphere,
derived above.

On the other hand, there are a number of dissipation mechanisms that our wave solu-
tion does not include, which could dramatically reduce the perturbed pressure of the re-
sulting acoustic wave. To the extent that energy balance between radiative cooling and
flare heating by the most energetic electrons is important at these depths, Fisher, Canfield,
and McClymont (1985a) showed in Section IV of their article that high-frequency acoustic
waves were very strongly damped by radiative cooling; low-frequency acoustic waves were
damped more weakly, but still attenuated on length scales of ≈ 200 km.

To summarize, we have shown how one can estimate the peak gasdynamic pressure
driven by chromospheric evaporation, and that the largest possible values of this pressure
require both high-energy fluxes and rapid onset of those fluxes to produce explosive evapo-
ration. We have also shown that the ensuing shock-like disturbance (a chromospheric con-
densation) can only propagate down to roughly 3% of the column depth of the photosphere,
but that the dying chromospheric condensation can continue propagating downward as an
acoustic wave to photospheric depths. We found a wave solution that is dispersive, consist-
ing of both a pulse and a trailing wake, and we used a simplified example to show that the
perturbed pressure of the acoustic wave can increase as the wave propagates down toward
the photosphere. We then discussed a number of wave-dissipation mechanisms that may ef-
ficiently extract energy from the wave. The extent to which the gasdynamic-excited acoustic
wave at the photosphere is important relative to the Lorentz-force perturbation (Section 2)
will depend critically on a detailed evaluation of these wave-dissipation effects on the acous-
tic solution; this is beyond the scope of what we can present here.

3.2. Pressure Changes Driven by Radiative Backwarming

Observations of the spatial and temporal variation of optical continuum (white-light) emis-
sion and hard X-ray emission during solar flares show an intimate temporal, spatial, and
energetic relationship between the presence of energetic electrons in the flare chromosphere
and white-light emission from the solar photosphere (Hudson et al., 1992; Metcalf et al.,
2003; Chen and Ding, 2005; Watanabe et al., 2010). One possible component mechanism
of this connection is radiative backwarming of the continuum-emitting layers by UV and
EUV line and free–bound emission that is excited by energetic electrons penetrating into
the flare chromosphere, at some distance above the photosphere. Since the radiative cooling
time of the flare chromosphere immediately below the regions undergoing chromospheric
evaporation is so short (Fisher, Canfield, and McClymont, 1985a), the temporal variation
of UV and EUV line emission from plasma within the 104 – 105 K temperature range will
closely track heating by energetic electrons, detected as hard X-ray emission emitted from
footpoints in the flare chromosphere. The backwarming scenario is illustrated schematically
in Figure 4.

Estimates of the continuum opacity and atmospheric density near the solar photosphere
indicate that the layer responsible for most of the optical continuum emission is about one
continuum-photon mean-free path thick, or roughly 70 km. Thus most of the energy from
the impinging backwarming radiation will be reprocessed into optical continuum emission
within a thin layer near the solar photosphere.

Does the absorption of this radiation within this thin layer result in a significant down-
ward force, via a pressure perturbation from enhanced heating? This mechanism has been
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Figure 4 Schematic illustration of radiative backwarming in a solar flare. Energetic electrons are stopped
collisionally in the upper flare chromosphere, raising the temperature of the plasma there. The increased
energy input is balanced by an increased radiative output in the form of EUV and UV line radiation, and
the emission of free–bound continua from H and other ions. This radiation is emitted in all directions, but
a significant fraction of it is reabsorbed in optically thick layers near the solar photosphere. These layers
respond with an increase of temperature and pressure, with an amplitude that will depend sensitively on the
energy flux, area coverage, and timing of the impinging radiation. The emitting layer is assumed to be at a
height d above the photosphere. The shape of the emitting layer seen from directly below is assumed to be
circular, with diameter L. At an arbitrary location on the photospheric surface, the angle between the direction
to the center of the source and the vertical direction is θ , and the corresponding direction cosine μ = cos(θ).

suggested by Donea et al. (2006), Moradi et al. (2007), and Lindsey and Donea (2008) as
a potential source for “sunquake” acoustic emission seen during a few solar flares. Here,
we compare and contrast this mechanism of creating a force perturbation with that from the
Lorentz-force change described earlier.

The simplest estimate of the pressure change is to assume that the backheated photo-
spheric plasma is frozen in place during the heating process, and that its temperature will
rise to a level where the black-body radiated energy flux equals the combined output of the
pre-flare solar radiative flux plus the incoming flare energy flux due to backwarming.

What is the flux of energy from backwarming available to heat the photosphere? In order
to compute this flux, we must first estimate the fraction of the nonthermal electron energy
flux that is balanced by chromospheric UV/EUV line and free–bound continuum emission,
and the fraction of this radiated energy that impinges on the nearby solar photosphere. We
can use the estimate presented in Section 3.1 and plotted in Figure 2 for Fevap/Fnte to find
the flux of energy [Frad] that is converted from nonthermal electrons into radiated energy,

Frad ≈ (1 − Fevap/Fnte)Fnte. (24)

Not all of this energy flux will be available for backwarming, because the resulting radia-
tion is emitted isotropically, while the photosphere lies beneath the radiating source. If the
lateral dimension L of the illuminating region is much larger than the distance d above the
photosphere, then up to half the radiated energy flux will irradiate the photosphere directly
beneath the source (see Figure 4). On the other hand, if the ratio d/L is of order unity, there
is a substantially reduced geometrical dilution factor [fgeom] that must multiply Frad to de-
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Figure 5 Computed ratio of geometrical dilution factor to the plane-parallel value of 1/2 as a function of
d/L, where d is the height of the source above the photosphere, and L is the diameter of the source, which
is assumed to have a circular shape. The asterisk on the curve shows the value for d/L = 1.4 (see text). The
plot assumes μ = 1, i.e., for a point on the photosphere directly beneath the irradiating source.

termine the flux of radiated energy that is incident on the photosphere beneath the source.
We estimate the geometrical dilution factor [fgeom] as

fgeom = 1

2

(
1 − 2d/L√

1 + 4(d/L)2

)
μ3, (25)

where for simplicity this expression assumes that the shape of the irradiating source shown
in Figure 4 is a circular disk of diameter L. If the position of interest on the photosphere
is not directly beneath the illuminating source, but instead is located at an angle θ away
from the vertical direction (see Figure 4), this expression includes a factor of μ3, where
μ = cos(θ), accounting for both increased distance from the source to the given point on the
photosphere and the oblique angle of the irradiating source relative to the normal direction.
With the geometrical dilution factor determined, this results in the following estimate of the
elevated photospheric temperature [T ]:

σT 4 = σT 4
0 + fgeomFrad, (26)

where T0 is the non-flare photospheric effective temperature. This expression can be rewrit-
ten as

�T

T0
=

(
1 + fgeomFrad

σT 4
0

)1/4

− 1, (27)

where �T/T0 is the ratio of the temperature rise to the pre-flare photospheric temperature.
Next, we estimate the height above the photosphere for the source of the backwarming

radiation. To do this we find the change in depth between the pre-flare and flare transition re-
gion, using the same explosive evaporation model described in Section 3.1. For cases where
the assumed flux in nonthermal electrons exceeds 1011 erg cm−2 s−1, the depth of the flare
transition region relative to the pre-flare transition region moves downward by distances
ranging from ≈ 100 km for the dense pre-flare corona, up to ≈ 600 km for the tenuous pre-
flare corona. The primary source of the backwarming radiation will be in the layers immedi-
ately below the flare transition region. Assuming an approximate distance between the pho-
tosphere and pre-flare transition region of 2000 km (e.g., model F of Vernazza, Avrett, and
Loeser, 1981) thus leads to an expected distance that ranges from 1400 to 1900 km between
the backwarming source and the photosphere. We then estimate the geometrical dilution of
a UV/EUV emitting flare kernel with roughly L ≈ 1000 km in horizontal extent (based on
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Figure 6 Computed ratio of temperature rise to background photospheric temperature as a function of the
flux of energy in nonthermal electrons, using Equation (27). Diamonds indicate a pre-flare coronal pressure of
0.3 dyne cm−2, while triangles indicate a higher pre-flare coronal pressure of 3.0 dyne cm−2. Blue symbols
indicate a 10 KeV low-energy cutoff, green indicates a 20 KeV low-energy cutoff, and red indicates a 25 KeV
low-energy cutoff. Solid curves indicate an electron spectral index δ = 4, dotted curves δ = 5, and dashed
curves δ = 6. The geometrical dilution factor in the upper set of curves was set to 1/2, consistent with
plane-parallel geometry, in which the horizontal dimension L of the illuminating region is much greater than
the height d of the illuminating region above the photosphere. The lower set of curves was computed by
setting d/L to 1.4, consistent with a 1000 km diameter source illuminating the photosphere from a height
of 1400 km (see text). The dashed horizontal line indicates the temperature ratio needed to match a vertical
Lorentz-force surface density of 2500 dyne cm−2.

estimated flare-kernel areas of roughly one arcsecond2) located in the flare chromosphere
at a distance d = 1400 km above the photosphere, in keeping with the above distance esti-
mates, and find a geometrical dilution factor, assuming d/L = 1.4, of fgeom = 0.029, shown
as the asterisk in Figure 5. The low value of fgeom results from the fact that the source as
seen from the photosphere subtends a solid angle of less than 0.4 steradian, compared with
the 4π steradians over which the radiation is emitted.

In Figure 6, we use Equation (27) to plot the temperature enhancement as a function
of nonthermal electron-energy flux for two different assumed values of fgeom: 1/2, cor-
responding to a widespread (plane-parallel) source of backwarming radiation, and 0.029,
corresponding to d/L = 1.4. This figure shows a wide range of possible values of �T/T

for a commonly assumed range of nonthermal electron energy fluxes. This fact, coupled
with the wide range of possible values for fgeom, illustrates the difficulty in making broad
conclusions about the effectiveness of backwarming in perturbing the photosphere.

The horizontal line in Figure 6 corresponds to the temperature ratio that would lead
to a pressure increase comparable to the estimated Lorentz-force surface density of
2500 dyne cm−2 for the large flare discussed in Hudson, Fisher, and Welsch (2008). Here, we
adopt a pre-flare photospheric pressure of 7.6×104 dyne cm−2 (see model S of Christensen-
Dalsgaard et al., 1996). In the limit of large-scale source size (d 
 L), fgeom = 1/2, and
there is a wide range of nonthermal electron energy fluxes which yield pressure increases
which could be comparable or even greater than the above Lorentz force example. On the
other hand, for a small 1000 km flare kernel size, we find temperature enhancements that are
comparable to the candidate Lorentz-force value only for the very largest nonthermal elec-
tron energy fluxes we have considered. Regarding the nonthermal electron energy flux levels,
we must point out that recent RHESSI and Hinode observations (Krucker et al., 2011) of the
white-light flare of 6 December 2006 indicate a value of Fnte of 1012 – 1013 erg cm−2 s−1,
a value that greatly exceeds our assumed energy flux range in Figure 6, and which would
result in a pressure increase that greatly exceeds the Lorentz-force estimate in that figure,
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even for a small value of L/d . However, we also point out an observed sunquake (15 Febru-
ary 2011) for which no white-light enhancement was observed at all (C.A. Lindsey and J.C.
Martínez-Oliveras, 2011, private communication), indicating that in this case backwarming
did not play a significant role.

We must caution that our perturbed-pressure estimates for backwarming are probably
overestimates. Our treatment assumes that the temperature changes instantaneously (ignor-
ing the time lag due to the finite heat capacity of the photospheric plasma), and it assumes
that the photospheric plasma is frozen in place and does not respond dynamically to the in-
creased heating (the plasma should expand in response to the enhanced heating on a sound-
crossing time – for a 70 km thick photospheric layer, with Cs ≈ 8 km s−1, this is ≈ ten
seconds). This treatment also ignores the possibility of multi-step radiative reprocessing,
in which the backwarming radiation that reaches the photosphere comes not from the pri-
mary source in the flare chromosphere, but from secondary backheating sources, where the
UV line emission is first converted via backwarming to other radiation mechanisms (e.g.,
H bound–free continuum emission), before finally reaching the photosphere. Each step of a
multi-step reprocessing will result in further dilution of the energy flux reaching the photo-
sphere.

In summary, our simple estimate of backwarming-induced temperature and pressure in-
creases shows a wide range of possible outcomes. To be competitive with the Lorentz-force
surface density taken from Hudson, Fisher, and Welsch (2008) requires either backwarm-
ing sources that are much wider than their height above the photosphere, or for small flare
kernel sizes, energy fluxes well in excess of 1011 erg cm−2 s−1. Our pressure enhancement
estimates are probably upper limits, since they ignore heat capacity effects, expansion of the
heated photospheric plasma, and any secondary reprocessing. Nevertheless, these estimates
provide useful guidelines for future, more detailed investigations of flare-driven backwarm-
ing.

4. Conclusions

We derive an expression for the vertical and horizontal components of the Lorentz-force
change implied by observed magnetic-field changes occurring over the course of a solar
flare. The Lorentz-force change acting on the outer solar atmosphere (Equations (9) – (10))
is balanced exactly by a corresponding Lorentz-force change acting on the photosphere and
below: Equations (17) – (18). The Lorentz-force change, integrated over the time period over
which the change occurs, defines an impulse. The impulse defines a momentum increase,
given in Equations (14) and (15). The radial component of the impulse, acting on the outer
solar atmosphere, is then used to derive an upper limit to the mass of CME ejecta that escape
from the Sun: Equation (16).

We show that our expression for the vertical Lorentz-force change acting on the solar
interior (Equation (17)) generalizes our earlier result in Hudson, Fisher, and Welsch (2008),
in that it includes horizontal as well as vertical (radial) forces. It is also more accurate, in
that it does not assume a first-order expansion of changes in the magnetic field.

The balance between the Lorentz forces acting on the solar atmosphere and the solar
interior leads us to suggest a possible connection between the upward momentum in flare
ejecta and the downward momentum in the solar interior, and leads to the possibility of
using helioseismic measurements of “sunquakes” to study the properties of eruptive flares
and CMEs.
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To further elucidate the physical origins of “sunquake” acoustic emission, we also esti-
mate force perturbations in the photosphere due to changes in gas pressure driven by chro-
mospheric evaporation and from radiative backwarming of the photosphere during solar
flares. We find, for chromospheric evaporation in flares, an upper limit of ≈ 2000 dyne cm−2

for a pressure increase in the upper chromosphere. We show that this pressure increase
will lead to the downward propagation of a chromospheric condensation (a dense region
behind a downward-moving shock-like disturbance), but the chromospheric condensation
can propagate to column depths of at most a few percent of the photospheric depth; the
subsequent propagation to the photosphere occurs by means of an acoustic disturbance.
Whether this acoustic disturbance is significant at photospheric depths, when compared to
the Lorentz force per unit area, is not yet clear, and will require a more detailed analysis of
acoustic-wave propagation and dissipation effects in the solar chromosphere. We compare
the Lorentz force to gas-pressure changes driven by radiative backwarming, and find the lat-
ter mechanism could be comparable to, or greater than, the Lorentz force if the region being
energized by flare nonthermal electron heating has a horizontal extent much greater than
its height above the photosphere, or for smaller heated regions, if the nonthermal electron
energy flux greatly exceeds 1011 erg cm−2 s−1. We caution that our estimates of pressure
changes due to backheating are probably overestimates.

To summarize, the primary source for energy release in eruptive solar flares is most
likely the solar magnetic field in strong-field, low-β active regions. It then makes sense
that changes in the magnetic field itself will have a more direct and larger impact on the
atmosphere than changes that are due to secondary flare processes, such as the production
of energetic particles, gasdynamic motions, and enhanced radiative output, all of which are
assumed to be driven ultimately by the release of magnetic energy.
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Abstract We discuss the consequences of momentum conservation in processes related to
solar flares and coronal mass ejections (CMEs), in particular describing the relative impor-
tance of vertical impulses that could contribute to the excitation of seismic waves (“sun-
quakes”). The initial impulse associated with the primary flare energy transport in the im-
pulsive phase contains sufficient momentum, as do the impulses associated with the acceler-
ation of the evaporation flow (the chromospheric shock) or the CME itself. We note that the
deceleration of the evaporative flow, as coronal closed fields arrest it, will tend to produce
an opposite impulse, reducing the energy coupling into the interior. The actual mechanism
of the coupling remains unclear at present.

Keywords Solar flare

1. Introduction

The conservation of linear momentum has not often been considered in discussions of the
dynamics of solar flares and coronal mass ejections (CMEs). The exception to this is in the
evaporative flow, where several authors have described the theoretical (Brown and Craig,
1984; McClymont and Canfield, 1984) and observational (Zarro et al., 1988; Canfield et al.,
1990) consequences: redshifts must occur to compensate for blueshifts as the chromosphere
expands. Indeed, recent spectroscopic observations have shown an interesting temperature
dependence of these red and blue shifts (e.g., Milligan and Dennis, 2009), with a division at
about 2 × 106 K.
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In this article we qualitatively explore the consequences of momentum conservation in
other aspects of solar flares. These include not only the momentum associated with the bod-
ily transfer of mass, as with the evaporative flow and with CMEs, but also that represented
by significant wave transport of energy (e.g., Fletcher and Hudson, 2008; Haerendel, 2009).
In fact, the low plasma β of the corona (e.g., Gary, 2001) means that the momentum will
reside mostly in the electromagnetic field, rather than in the matter. Energy transport via
the Alfvénic Poynting flux (for a discussion in the context of magnetic-reconnection flare
models see Birn et al., 2009) must happen if a flare represents the release and redistribution
of coronal energy storage, and its dissipation as chromospheric radiation.

Quantitative estimates of the impulse in the energy-release phase depend on our knowl-
edge of the coronal magnetic field and the exact nature of its restructuring, and the skimpi-
ness of this knowledge probably accounts for the lack of prior work on this subject. Solar
flares occur in a complicated magnetized plasma environment often described in the ap-
proximation of ideal MHD. In principle, MHD simulations can explore the properties of
momentum in flares and CMEs, but in practice this aspect of the physics is not emphasized.
Simple arguments based on body forces acting on discrete objects (where does one push on
a CME exactly?) generally are of less value than descriptions of the hydrodynamic aspects
of the flows (see the description by Fisher et al., 2011). Note that flare plasmas involve sub-
stantial particle acceleration that also must be included in momentum assessments (Brown
and Craig, 1984; McClymont and Canfield, 1984). This aspect of the momentum balance
would not be a part of any ideal MHD theory or simulation.

To a good approximation, a flare–CME occurs in a stationary solar atmosphere with
zero net momentum. At the end of the process, if no CME has happened, another similar
stationary state will result, although mass and energy will have been redistributed. If a CME
does happen, mass and waves flow into the solar wind and are lost to the Sun forever, and
this will also result in a displacement and a small change of the momentum of the body of
the Sun. Here “small” can be put in the context that �v� = mCME/M� × vCME, of order
10−10 cm s−1. This is doubtless entirely irrelevant for a solar-type star.

Flare seismic signatures in the solar interior (“sunquakes”: Kosovichev and Zharkova,
1998) require momentum acquired from the coronal–chromospheric dynamics of a flare
(Wolff, 1972). Zharkova and Zharkov (2007) and Zharkova (2008) discuss this problem in
detail via analyses of the flares SOL1996-07-09T09:11 and SOL2003-10-28T11:10. Various
mechanisms have been invoked to relate the seismic waves to the flare processes themselves,
and the observations point to the flare footpoints during the impulsive phase (Kosovichev
and Zharkova, 1998; Donea and Lindsey, 2005) as the seismic sources. Another character-
istic of the impulsive phase is the evaporation flow that fills the coronal flare loops with hot
plasma, creating the coronal X-ray sources. We point out (Section 2.2) that evaporation into
closed fields implies a pair of impulses – a first impulse to accelerate the mass up into the
corona, and a second and opposite one to arrest its motion there. We discuss the implications
of this characteristic for seismic waves specifically in Section 3.

2. Application of Linear Momentum Conservation

2.1. Reference Flare Parameters

This article discusses momentum conservation in flares and CMEs. We only consider the
vertical component of linear momentum. For a concrete context we consider a typical X1-
class solar flare with a CME, and assume the parameters listed in Table 1. At this flare
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Table 1 Representative
parameters for an X-class flare
with CME and sunquake.

a Moradi et al. (2007).

Property Value

Total energy of flare 1032 erg

Flare-loop height 1 × 109 cm

Coronal density (preflare) 1 × 109 cm−3

Coronal field 1 × 103 G

Impulsive sub-burst duration 10 s

Impulsive-phase duration 100 s

Number of sub-bursts 10

Impulsive sub-burst footpoint area 3 × 1017 cm2

Evaporation speed 5 × 107 cm s−1

Evaporated mass 1 × 1014 g

Draining time 1000 s

CME mass 1 × 1015 g

CME speed 2 × 108 cm s−1

Seismic-wave energya 4 × 1027 erg

magnitude, a CME is likely but sometimes does not happen; for less energetic flares, CME
occurrence becomes less probable (Yashiro et al., 2005; Wang and Zhang, 2007). Section 2.4
discusses the case of a flare with no CME.

As a guide to representative parameters of a flare–CME system, we assume that the flare
impulsive phase consists of a series of ten independent impulsive sub-bursts as indicated in
Table 1; this is just illustrative since a broad distribution of time scales for sub-bursts exists,
ranging down to time scales below one second (Kiplinger et al., 1984). The conceptual flare
also involves a seismic wave (sunquake) containing 4 × 1027 erg, taken as 0.01% of the total
flare energy (Moradi et al., 2007). The information in Table 1 is meant to be representative
and is certainly incomplete in the sense that it omits various features. We include the seismic
wave because of its interesting diagnostic relationship to momentum conservation.

In the scheme considered (Figure 1), energy originates in the corona and flows into the
flare footpoints either as in the standard thick-target model of an electron beam, or via
Alfvénic Poynting flux (Fletcher and Hudson, 2008). The energy released in the footpoints
drives the evaporative flow, which is arrested in an arcade of magnetic field and eventu-
ally drains back into the chromosphere. The complementary momentum for the evaporation
flow appears in a downward wave structure in the deeper atmosphere (Kostiuk and Pikel’ner,
1975). From one equilibrium state to the next, this scheme involves four major impulse pairs
with balanced vertical momentum components: the impulse associated with the primary en-
ergy release in the corona (a–a in Figure 1), that involved in the chromospheric heating
and evaporation (b–b), that associated with the arrested evaporative flow (c–c), and (for
completeness) that associated with the drained material (d–d) impacting the chromosphere
(Hyder, 1967). The balancing impulses may be separated in time via transport of energy
and momentum through the plasma by flows, waves, or particles. The flare results from that
portion of the primary energy release carried into the lower solar atmosphere.

2.1.1. Beams

In the generally accepted picture, the energy of a flare comes from magnetic energy storage
in the strong magnetic fields of an active region, on a characteristic scale of 109 cm (here
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Figure 1 Timeline of the vertical impulses in an idealized solar flare with (optional) CME. The temporal
axis is nonlinear and highly schematic in this representation. The initial primary energy release (the flare)
communicates an impulse to the chromosphere on a time scale τa , reflecting either the beam propagation
time (if particles convey the energy) or the Alfvén transport time (if waves). In either case this time scale
is smaller than the evaporation time scale τs , which itself is shorter than the draining time scale τc . The
impulsive-phase transport has two alternatives: the classical electron beam and the Poynting-flux alternative
of Fletcher and Hudson (2008). The solid lines and arrows show energy transport and impulses in matter, and
the dashed lines and arrows show the same in waves. The impulse pairs are labeled by letters, i.e. the pair a–a
shows the pair related to primary energy release, b–b that associated with the flare heating itself, etc.

we restrict ourselves to events occurring in active regions). Timing evidence suggests that
for CMEs associated with active-region flares, their energy too derives from a similar source
(Dere et al., 1997; Zarro et al., 1999; Zhang et al., 2004; Temmer et al., 2008).

On the other hand, the radiated energy of a flare comes mainly from the chromosphere
and photosphere (e.g., Emslie et al., 2005), and a substantial (if not dominant) part of this
energy appears in the impulsive phase of the flare (here taken to be the rise phase of the
GOES soft X-ray burst accompanying the flare). This means that the energy must propa-
gate from its coronal storage region into the chromosphere on a relatively short time scale.
The standard thick-target model (e.g., Brown, 1971; Kane and Donnelly, 1971; Hudson,
1972) assigns this propagation to a beam of non-thermal electrons (see Section 2.1.2 for
the Poynting-flux alternative). Variants of the thick-target model with protons (Najita and
Orrall, 1970; Švestka, 1970) or neutral beams (Simnett and Haines, 1993) have also been
proposed; these would contain larger momenta than the electron beams.

The vertical momentum transport by an electron beam in the thick-target model can be
estimated from the observed hard X-ray flux (Brown and Craig, 1984; McClymont and
Canfield, 1984). We can estimate the total momentum of the beam as p = Nmeve, where
ve is the mean vertical electron speed and N the total number of electrons. This omits several
complicating factors, including the return current (Knight and Sturrock, 1977) required by
the charge-neutrality condition, which could substantially reduce the momentum contained
in the beam. Nevertheless if we generalize the model geometrically by allowing a curved
flux tube, then the beam (and its anti-beam) will drive impulses (of the same sign) into the
field (Section 2.1.2), in which case our simple estimate is of the right order of magnitude.

For a concrete example (one ten-second sub-burst) we take E = 1031 erg and ve =
1010 cm s−1 for a momentum p = 2 × 1021 gm cm s−1. The impulse imparted to the pho-
tosphere over an area A and time �t corresponds to a beam pressure P = p/A�t =
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6 × 102 dyne cm−2 for beam area 3 × 1017 cm2 and ten-second duration. Smaller times or
areas would result in larger beam pressures. This illustrative number, based on TRACE and
Hinode white-light flare observations (Hudson, Wolfson, and Metcalf, 2006; Fletcher et al.,
2007; Isobe et al., 2007), makes an important point: the beam dynamic pressure exceeds
the pressure of the ambient atmosphere, even in semi-empirical models of flare atmospheres
such as the FLB model of Mauas, Machado, and Avrett (1990). In this flare model the pres-
sure at n = 1013 cm−3 is only about 20 dyne cm−2. Brown and Craig (1984) also make this
point about the radiative-transfer models, and McClymont and Canfield (1984) note that the
hydrodynamic pressures due to heating and evaporation should be much greater in magni-
tude.

We conclude that the existing semi-empirical models of the lower atmosphere during a
flare probably do not represent the impulsive phase well.

2.1.2. Waves

Energy transport via Alfvén waves at low plasma β implies a momentum flux S/vA, where
S is the (Alfvénic) Poynting flux, and vA the Alfvén speed. This momentum flux, and the
time scales of the reaction in the photosphere, are similar to those expected in the thick-
target model. The high speeds of particles or Alfvén waves mean that only a small temporal
interval separates the energy-release time in the low corona from the impulse applied to
the Sun. This initial impulse begins to appear where the energy is absorbed; for the thick-
target model this is normally calculated from the electron deflections by Coulomb scattering
(Brown, 1971). In the case of wave transport, it depends upon the mechanism for wave
damping, but this may ultimately be in the form of similar electron distributions (Fletcher
and Hudson, 2008).

The Alfvén speed can be quite high in the core of an active region: 1000 G and
ne = 109 cm−3 corresponds to vA/c ≈ 0.3. Figure 2 (left) compares the ion sound speed
with the Alfvén speed for Model 1006 (sunspot umbra) of Fontenla et al. (2009). Figure 2
(right) illustrates the slowing-down of an Alfvénic wave packet as it passes through the pho-
tosphere, using the same model. We have assumed a uniform magnetic field of 3000 G for
this estimate, which leads to an elapsed time of 38 seconds between the top of the model and
its base. At the base of this model atmosphere (164 km below τ5000 = 1) the sound speed in-
creases with depth, and energy deposited in this region can enter the interior and be trapped
there as a sunquake. Fisher et al. (2011) discuss the theory of this coupling.

The case shown in Figure 2 is for a reasonable assumption about the magnetic field at the
umbral photosphere. For the Poynting-flux model of the impulsive-phase energy transport
(Fletcher and Hudson, 2008) we could interpret this roughly as the time delay between the
hard X-ray burst and the injection time of acoustic energy into the interior. In principle, this
delay would be different for particle or wave transport, and for direct photospheric heat-
ing via radiative backwarming (Machado, Emslie, and Avrett, 1989). Kosovichev (2007)
discusses the complications resulting from multiple acoustic sources that may compete in
a given flare event. In general, the timing delay seen in Figure 2 also suggests a filtering
effect as regards sunquake amplitude, because it spreads the energy out temporally. For
the case shown, the total delay τ ≈ 38 seconds would correspond to a wave frequency
f = (2πτ)−1 ≈ 5 mHz, near the frequency band often used for sunquake studies, and the
observations would not capture some fraction of the high-frequency power.

2.2. Evaporation

The evaporative flow presents a complicated set of momentum issues. The energy from
the corona, by whatever means, heats the chromosphere impulsively and drives matter up
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Figure 2 Left: sound- (solid) and Alfvén-speeds for the Fontenla et al. (2009) model atmosphere for a
sunspot umbra (their Model 1006), assuming a magnetic field of 3000 G. Right: time elapsed for energy to
arrive from the corona. The solid line shows the acoustic travel time, and the dashed line the Alfvénic.

and down. Momentum is conserved, and that of the upward mass flux (and waves) must
be compensated by downward momentum. The upward flow is the chromospheric evapora-
tion, and the downward flow converts into a shock wave that dissipates radiatively (Fisher
et al., 2011). This is the hydrodynamic response initially described by Kostiuk and Pikel’ner
(1975). The momentum balance of the initial expansion can be observed via bisector analysis
of chromospheric lines (Zarro et al., 1988; Canfield et al., 1990). The downward component
eventually appears, as described, as a miniscule acceleration of the Sun, and some of its
energy may excite sunquake acoustic waves (see Section 3) as envisioned by Kosovichev
and Zharkova (1998).

The evaporated mass flows up into closed loops on relatively short time scales; at the
loop top the vertical flow is arrested by the magnetic field, which provides the necessary
impulse. This second (magnetic) impulse acts on the body of the Sun via wave coupling that
we do not consider here; the general effect would be to launch a bipolar wave front (i.e.,
two successive perturbations of opposite sign) into the solar interior. The second impulse
would be spread out over a longer time scale owing to the dispersion of the evaporated mass
as it flows up into the flux tube. The transfer of momentum into the photosphere will also
be dispersed because of the wave propagation. Figure 1 sketches how the complete impulse
might appear for a single ten-second pulse. This compensating impulse from the stoppage
of the evaporation flow could presumably be exerted at the footpoints corresponding to the
initial evaporation flow, or it could be spread more widely depending on the details of the
wave transport of the momentum. The complicated properties of the momentum transfer
associated with the presence of closed fields presumably will require analysis via numerical
simulation, and we do not think that the standard 1D radiation hydrodynamics can capture
the necessary physics since it omits the Lorentz force.

2.3. CMEs

Momentum balance in the CME ejection depends upon the time scale of the acceleration of
the mass, plus unknown magnetic effects. The magnetic effects, as discussed above, must
dominate initially if the energy source is in the low-β coronal field, but the momentum
can appear ultimately in the mass flow swept up by the ejection; according to Table 1 the
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Table 2 Vertical momentum components, representative X-class flare with CME.

Item Phenomenon Mass v �t Momentum Pressure

Figure 1 g km s−1 s g cm s−1 dyne cm−2

a Primary (e−)a 2 × 1011 c/3 10 2 × 1021 7 × 102

a Primary (p+ or H)a 1 × 1013 2 × 108 10 1 × 1023 3 × 105

a′ Primary (waves) – c/3 10 1 × 1021 3 × 102

b Evaporation flow 1014 500 10 2 × 1022 2 × 103

b′ Radiationb – c 10 1 × 1019 3

c CME 1015 2000 100 2 × 1023 ?

d Draining 1015 10 ≈104 2 × 1021 0.07

Seismic wavec 8 × 1021

a20 keV if e−, 20 MeV if p+ or H.

bWhite-light flare.
cKosovichev and Zharkova (1998), adjusted to X1.

observed CME momentum is consistent with this idea. The total magnitude of the mass
component of CME momentum, for a major CME of 1015 g at a speed of 2 × 103 km s−1 is
2 × 1023 g cm s−1. The source of the CME mass and its acceleration cannot be determined
very completely from coronagraphic observations, owing to the presence of the occulting
edge, and generally must be described in terms of non-coronagraphic observations in X-
rays or at other wavelengths (e.g., Hudson and Cliver, 2001). Observations of X-ray dim-
ming (Hudson and Webb, 1997) and coronagraphic height-vs.-time plots (Zhang et al., 2004;
Temmer et al., 2008) clearly point to the impulsive phase of the flare for flare-associated
CMEs. However, the data are not good enough to determine the properties of the acceler-
ation on the fine time scales of the impulsive-phase variations. The mass of a CME also
includes (and may be dominated by) the mass swept up from the corona itself during the
eruption, but on time scales much longer than those of the impulsive phase. Moreover the
footprint in the photosphere of the magnetic structures involved in CME formation is not
understood in detail, and so we generally only have upper limits on the spatial and tempo-
ral scales of the impulse imparted to the photosphere. Hence Table 2 has no entry for the
pressure that the CME produces in the lower atmosphere.

2.4. No CMEs

In general a flare does not have an accompanying CME, even for some X-class events (Wang
and Zhang, 2007). In such a case, how can momentum be conserved in the initial energy
release? We can only speculate about this, since there do not appear to be any relevant
observations. We suggest that the upward impulse, needed to balance the downward push
on the photosphere, takes the form of waves radiated upwards and not damped in the mass
flow of the CME. In this situation the plasma has no bulk flow and the waves propagate
relatively freely through the nearly stationary medium, without rapid damping (Axford and
McKenzie, 1992). As described by Belcher (1971), the wave energy can eventually exert
substantial pressure on the solar wind as the waves damp. Because we rarely see type II radio
bursts in the absence of CMEs (but see Klein, Trottet, and Klassen, 2010 for a good example
of one), we suspect that the magnetic-pressure pulse may be generally more gradual than a
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gas-pressure pulse would be, because of weak damping. This would presumably soften the
wave front and delay the “ignition” of the type II emission because the shock condition
would not be met so readily (e.g., Vršnak and Lulić, 2000).

2.5. Summary

Figure 1 schematically summarizes the momentum transport in a flare–CME. The impulse
associated with flare energy release in the corona, and delivered downwards, must appear
ultimately in the photosphere. The recoil takes the form of the sunquake waves. The upward
impulse may escape into the solar wind if a CME occurs, but the theory remains to be worked
out. The stepwise changes observed in the photospheric field presumably are involved in the
momentum transfer, but this will not be known quantitatively until these changes can be
observed in the vector field. The propagation of the force between the corona and the pho-
tosphere presumably involves Alfvénic wave packets (Song and Lysak, 1994) with general
motions of the plasma, including both tension and pressure forces. The waves may include
non-MHD properties as well. We summarize the estimated momentum values in Table 2,
which uses the representative flare parameters given in Table 1.

3. Seismic Waves

Flare-related seismic waves were first observed by Kosovichev and Zharkova (1998) fol-
lowing the prediction by Wolff (1972). Wolff also described the momentum transfer that we
discuss here, and also the excitation of the p-mode standing waves. Observations have shown
that the “sunquake” seismic waves originate in the impulsive phase, specifically the locations
of the white-light flare, the magnetic transients, and the hard X-ray footpoints (Kosovichev
and Zharkova, 1998; Donea and Lindsey, 2005). A sharp blow to the photosphere should
excite a broad spectrum of acoustic waves, and the best observations of sunquakes come
from frequencies above the p-mode power peak and into the ∼f −2 high-frequency variabil-
ity spectrum of solar emission. Note that observations to date have been limited to image
cadences of ≈ one minute, corresponding to f ≤ 8.33 mHz.

The detailed physical mechanism of energy and momentum transfer from the corona
into the solar interior remains ill-understood. Three basic mechanisms have been pro-
posed: the essentially hydrodynamic shock-wave heating originating in the chromosphere
(Kostiuk and Pikel’ner, 1975; Kosovichev and Zharkova, 1998), the j × B forces from
the inevitable magnetic transient (Anwar et al., 1993; Kosovichev and Zharkova, 2001;
Sudol and Harvey, 2005; Hudson, Fisher, and Welsch, 2008), and photospheric backwarm-
ing (Machado, Emslie, and Avrett, 1989; Martínez-Oliveros, Moradi, and Donea, 2008). The
requirement for momentum conservation can in principle help to distinguish among these
plausible mechanisms.

The sketch in Figure 1 and the entries in Table 2 show which momentum components
could couple well with the solar interior. In the table, the components a, a′, b, and b′ are all
estimated for the sub-pulse quantities (b′ is the reaction to the radiation pressure of the flare
continuum emission, not shown in Figure 1). Entries for components c, d are for the entire
flare–CME.

From the momentum point of view, within the accuracy of these estimates, the likeliest
sources of the seismic wave would be components a or a′ (beam or Poynting-flux transport),
b (evaporation), or possibly c (the CME). Items a, a′, and b′ (radiation pressure) may be
excludable because of relatively small momentum transport, but we need better data. Item
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d (the draining of the flare-loop system) would be on too long a time scale for the observed
seismic waves, and this might be the case for the CME impulse as well. The entry in the
table assumes that the entire mass of the CME is accelerated during the impulsive phase,
which is certainly an overestimate. Much of the CME mass may come from higher altitudes
(e.g., Burkepile et al., 2004) hence requiring long wave-propagation times to couple to the
photosphere and a poorer match to the observed frequency range for the seismic waves. The
overpressure created by these various impulses (the right-hand column of Table 2) again
offers several possibilities, but this overpressure needs to be delivered at or below the pho-
tospheric level because of the temporal scales involved (see Figure 2). The ill-understood
nature of the CME footprint in the lower solar atmosphere would also be a consideration;
it seems likely that the impulse associated with the CME acceleration may press on an ex-
tended area of the photosphere, including regions with lower Alfvén speeds.

There is an important caveat regarding chromospheric heating (evaporation) as a source
of momentum for seismic waves, as illustrated in Figure 1: the motion of the evaporated
mass is arrested by closed fields, which indeed should be in the process of collapsing anyway
(S̆vestka et al., 1987; Hudson, 2000; Wang and Liu, 2010). This impulse tends to counteract
the initial impulse of the explosion, producing a negative impulse as described above and
shown in Figure 1. The separation between these impulses would be the time scale for the
evaporative flow, which is limited by the ion sound speed. Observations at wave frequencies
smaller than the inverse of this time scale would not detect so much seismic energy; currently
a typical frequency range for seismic observations is 5 – 7 mHz, which corresponds to a time
scale of about 160 seconds. Furthermore, multiple elementary impulses (our example has
ten seconds) would tend to overlap and confuse one another (Kosovichev, 2007). Thus we
need to regard the momentum inferred from the flare explosion as an upper limit to what
could be coupled into the solar interior.

4. Conclusions

The momentum available from flare dynamics appears to be adequate to couple energy into
interior seismic waves; within likely uncertainties the momentum could be that associated
with the primary energy release from the corona, the overpressure associated with the evap-
orative flow, or conceivably the CME acceleration. The white-light flare radiation itself con-
tains insufficient momentum, although the backwarming it might induce could suffice in
principle (e.g., Moradi et al., 2007). We have noted that the evaporative flow tends to be
self-canceling since its motion is arrested, and this action produces an opposite impulse.
This would tend to reduce the sunquake amplitudes at lower frequencies, but the time scales
would depend on the detailed geometry of the flare. We suggest that an analysis of this im-
pulse could be informative, in the sense that the seismic wave could provide quantitative
information about the evaporation process. The time scales are indecisive at present because
of the limitations, both inherent and practical, of the wave observations. The exact mech-
anisms involved with the linkage between solar exterior and solar interior remain unclear,
although several plausible schemes have been proposed.

The seismic-wave impulses in principle test our knowledge of the solar interior at its
interface with an active region. The coupling of energy between the exterior and the interior,
on a specified time scale, depends sensitively on the structure of the atmosphere in the active
region (see Figure 2). We may hope that comprehensive observations of the impulsive-phase
signatures of solar flares, and their induced seismic waves, can help us to understand flare-
induced perturbations of the solar atmosphere.
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The requirement for momentum conservation at the point of initial energy release im-
plies that comparable amounts of energy must be lost to sinks other than the chromospheric
radiation or evaporation processes. If this momentum is not absorbed by the CME ejection,
which could not be the case in a flare without a CME (e.g., Klein, Trottet, and Klassen,
2010), it must be lost into the solar wind and could be detectable eventually by other means.
Its presence requires an increase in the total energy of a flare over and above the amounts
needed for the flare emission and the CME ejection, as considered in current estimates. It
could appear in the lower atmosphere in a form too diffuse to have been detected yet, or
more likely it could be hidden in the solar wind.
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Abstract Different methods for simulating the effects of spatial resolution on magnetic
field maps are compared, including those commonly used for inter-instrument compar-
isons. The investigation first uses synthetic data, and the results are confirmed with Hin-
ode/SpectroPolarimeter data. Four methods are examined, one which manipulates the Stokes
spectra to simulate spatial-resolution degradation, and three “post-facto” methods where the
magnetic field maps are manipulated directly. Throughout, statistical comparisons of the
degraded maps with the originals serve to quantify the outcomes. Overall, we find that ar-
eas with inferred magnetic fill fractions close to unity may be insensitive to optical spatial
resolution; areas of sub-unity fill fractions are very sensitive. Trends with worsening spatial
resolution can include increased average field strength, lower total flux, and a field vector
oriented closer to the line of sight. Further-derived quantities such as vertical current den-
sity show variations even in areas of high average magnetic fill fraction. In short, unresolved
maps fail to represent the distribution of the underlying unresolved fields, and the “post-
facto” methods generally do not reproduce the effects of a smaller telescope aperture. It
is argued that selecting a method in order to reconcile disparate spatial resolution effects
should depend on the goal, as one method may better preserve the field distribution, while
another can reproduce spatial resolution degradation. The results presented should help di-
rect future inter-instrument comparisons.
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1. Introduction

Understanding the limits of the data used to analyze and interpret the state of a system
is a necessary part of remote-sensing science. For more than a century, the Zeeman effect
in magnetically sensitive spectral lines has been used to detect and interpret the presence
and character of solar magnetic fields. Much of solar physics research relies on interpreting
magnetic field “maps” to investigate the physical state and dynamical evolution of the solar
plasma. Quantities such as the magnetic field strength and direction, its variation (gradient)
with space and time, the current density (or magnetic twist, current helicity, or shear angles,
as preferred), plasma velocity vector inferred in part from the Doppler signal of the polar-
ization spectra, and a variety of magnetic-related forces and torques are all of interest. They
form the basis for our understanding of active region structure, large-scale field structure
– even the dynamo(s), corona, and solar wind production. And they are all available from
these measurements of the solar magnetic field, or are they?

With advancing capability of detector technology, modulator design and larger photon-
gathering capabilities, it has become a challenge to reconcile the differing results from dif-
ferent instruments that engage different observing schemes, using different optical layouts
and telescope sizes.

Comparison efforts between instruments and their resulting magnetic field maps are not
new. Considerable effort has gone into comparisons between observing programs which
produce the line-of-sight component over the whole solar disk (e.g., Tran et al., 2005;
Demidov et al., 2008; Demidov and Balthasar, 2009), as these data products provide in-
put to heliospheric models which are the center of both ongoing research and real-time
space-weather applications. Line selection and spectral sampling are crucial to consider for
comparisons when the instruments and final data products may appear quite similar (Ul-
rich et al., 2002, 2009). A challenging task is to compare instruments whose observing
approaches are very different, as in the comparisons between the scanning-slit Advanced
Stokes Polarimeter (ASP) and the filter-based SOUP instrument (Berger and Lites, 2002),
the ASP and MDI (Berger and Lites, 2003), Hinode/SP and MDI (Moon et al., 2007), and
the ASP and the Imaging Vector Magnetograph (Labonte, Mickey, and Leka, 1999). The
latter comparison attempted to evaluate the performance of two vector-field data sources,
which means including the additional complications of the linear polarization and its data
products (the component of the field perpendicular, or transverse to, the line of sight, and
its azimuthal angle) in addition to the circular polarization and line-of-sight magnetic field
component. Such an effort is not new (Wang et al., 1992; Varsik, 1995; Bao et al., 2000;
Zhang et al., 2003), and the effort required has not become simpler with time.

The spatial-resolution issue is the focus here. It has come to our attention, primarily
through renewed efforts to inter-compare the performance of different facilities (the “Vector
Magnetic Field Comparison Group”, an ad hoc group of which the authors are members,
that the manner in which different instrumental resolutions are incorporated into these com-
parisons can lead to erroneous results, in the direction of false confidence – implying that
there is little or no impact to the resulting data due to spatial resolution, when we argue here
that this is not the case.

Below we describe a way to model the gross effects from instrumental spatial resolu-
tion for spectro-polarimetric data, and demonstrate how this is required in order to avoid
misleading results from post facto re-binning (“post-facto” here meaning “applied after the
inversion from spectra to field”, such that it is the magnetogram itself which is “rebinned”).
We demonstrate, using both synthetic and real data, that spatial resolution differences do in
fact lead to different results. On a positive note, in some cases the effects of varying spatial
resolution behave in a predictable and systematic manner that depends on the structure of
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the observed solar feature, a result which can guide the interpretation of data obtained at any
given spatial resolution.

2. Demonstration: Real Data

We begin with an example of the issue: we want to use data from two instruments in-
terchangeably, so how do they compare? As an example, we take NOAA Active Region
10953 observed on 30 April 2007. For this date, there exist co-temporal data from both the
Michelson Doppler Interferometer (“MDI”) aboard the Solar and Heliospheric Observatory
(“SoHO”, Scherrer et al., 1995), and from the Solar Optical Telescope/SpectroPolarimeter
aboard the Hinode mission (Kosugi et al., 2007; Tsuneta et al., 2008); these exact data were
used in De Rosa et al. (2009) as a boundary condition for nonlinear force-free extrapolations.
The level-1.8.1 MDI “Full-Disk Magnetogram” from 22:24 UT 30 April 2007 samples with
1.98′′ at SoHO’s L-1 location, which matches the optical spatial resolution of the telescope.
The Hinode/SP scan which began at 22:30 UT 30 April 20071 is a “fast scan” which per-
forms on-chip summation for the sub-critically sampled data, providing a final 0.3′′-sampled
map that effectively matches the telescope resolution. The MDI and Hinode/SP maps are
shown in Figure 1, where Blos, the line-of-sight component of the “pixel-area averaged”
field is used for the Hinode/SP vector magnetogram to ensure a consistent comparison with
the MDI map, where the fill fraction is assumed unity throughout. (For reference, a brief
table of terminology used herein is included with Table 1.)

A sub-region of the MDI data is selected to match the Hinode/SP field of view, to within
a fraction of an MDI pixel. The total of the unsigned data is computed (Table 2) at the orig-
inal spatial sampling. We then “sampled” the Hinode/SP Blos map using the IDL “congrid”
routine and recompute the total of the unsigned result. No further checks are made on the
inter-instrument calibration. We explicitly do not quote uncertainties at this point: the un-
certainties for the sums are significantly smaller than the differences between the compared
data sets, and even the effect of a bias due to different photon noise levels is not significant
in this case.

Why is there a difference between results from Hinode/SP and MDI? With studies show-
ing that MDI generally underestimates the line-of-sight signal (Berger and Lites, 2003;
Tran et al., 2005; Ulrich et al., 2009), it seems contradictory that the MDI result is the
larger (see Appendix B). Some difference can be attributed to the different lines used
and the different heights thus sampled (e.g., Ulrich et al., 2009), and the different in-
version methods employed. Naively (or rhetorically) assuming that these differences are
accounted for, the obvious remaining factor is the spatial resolution between the two
datasets. Worse spatial resolution is expected to dilute a polarization signal (Leka, 1999;
Orozco Suárez et al., 2007); if this is the case, why is there only a tiny difference between
the two “resolutions” of the Hinode data when rebinned in this manner?

3. Demonstration: Synthetic Data

Light entering a polarimeter is partially polarized, with the fraction and direction of polar-
ization a function of many things including the strength and direction of the magnetic field
along the photon ray-path above the photospheric τ = 1 layer. Light entering a telescope

1Inversion from level-1D spectra to a magnetic map courtesy Dr. B.W. Lites, using the HAO Milne-Eddington
inversion code (Skumanich and Lites, 1987) modified for Hinode/SP data, and presented to the authors for
use in De Rosa et al. (2009).
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Figure 1 Data from the Michelson Doppler Imager (full-disk) line-of-sight component of the “pixel-area
averaged” field Blos at 22:24 UT, 30 April 2007 includes NOAA Active Region 10953, delineated by a box.
This area is also shown magnified (left inset). The same quantity for the same area on the Sun, derived from
a Milne–Eddington inversion of Hinode/SpectroPolarimeter data obtained during 22:30 – 23:15 UT, 30 April
2007 is shown (right inset); all images are saturated at ±500 Mx cm−2 (Mx: maxwell).

Table 1 Table of Magnetic Field Terminology.

Term Symbol Meaning
(if appropriate)

Field strength B Magnitude of the field (given in G (gauss))
Fill fraction f Fraction of a pixel filled with field
Inclination angle γ Inclination to the line of sight 0◦, 180◦ along the line

of sight, 90◦ in the plane of the sky
Azimuthal angle φ Azimuthal angle
“Pixel-area averaged” Either f = 1.0 is assumed, or the inferred fill fraction

has been multiplied through (given in Mx cm−2).
Line-of-sight component Blos f B × cos(γ )

Transverse component Btrans f B × sin(γ )

includes mixed-polarization states, and optics to analyze the polarization generally follow
the telescope entrance. The relevant quantities regarding the effects of spatial resolution for
partially polarized light are d , the telescope diameter, and I ± P , where P is any one (or
a combination of) circular [V ] or linear [Q, U ] polarization signals, following the Stokes
convention. The optical resolution varies (roughly) linearly with respect to d , meaning that
the light which forms the respective Airy disk on a resolution element (a “pixel”) is mixed
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Table 2 Comparison of “Flux”.
Data source Pixel size

∑ |Blos|dA Difference from
(arcsec) (1022 “Mx”) Hinode/SP original (%)

Hinode/SP 0.317 2.80
Hinode/SP 1.98 2.84 1.2%
MDI 1.98 3.03 8.1%

to an extent determined by aperture size d prior to analysis optics (all other elements in the
system being equal). Detected spectra are an intensity-weighted average which is a function
of d , meaning that bright contributions will dominate.

3.1. Synthesis and Treatment of Synthetic Spectra

To investigate and demonstrate this effect, we turn first to synthetic data. The approach was
briefly described in Leka et al. (2009b), and we present it in more detail here. Beginning with
a synthetic magnetic model, the effects of different resolution (telescope size) on inferred
magnetic field maps are obtained as follows:

• Generate emergent Stokes polarization spectra, [I, Q, U, V ] due to the Zeeman effect
on a magnetically sensitive photospheric line, assuming a simple Milne-Eddington atmo-
sphere.

• Combine the pure polarized spectra to produce “modulated” spectra [I ± P ], i.e., “ob-
served” mixed-state light.

• Manipulate these spectra as desired, along the lines of:
– add simulated photon noise by drawing from a Poisson distribution for each particular

wavelength, with the expectation value set by the desired “noise level”,
– spatially bin (by summation) the modulated spectra to a desired spatial resolution,
– average a temporal sequence of modulated spectra from a target location (from a tem-

poral sequence of synthetic maps, as appropriate), and/or
– apply an instrumental response function.

• Demodulate (combine in linear combination) the manipulated spectra back to pure Stokes
[I, Q, U, V ].

• Re-invert using the inversion method of choice.

For these tests, spectra were computed using the analytic Unno–Rachkovsky equations ap-
plied for the magnetic field vector and velocity at each pixel, and thermodynamic/line pa-
rameters typical of the 630.25 nm Fe I spectral line (gL = 2.5, damping a = 0.4, Doppler
width λD = 0.03 Å, absorption coefficient η0 = 10). Generating the Stokes spectra from the
model field relied upon the spectra-genesis code which is part of the basic Milne-Eddington
least-squares inversion routine “stokesfit.pro” (available from SolarSoft distribution2). This
same inversion was then applied to the resulting Stokes spectra to produce a magnetogram,
thus the assumptions underlying the genesis and the inversions for these test data are inter-
nally consistent; the goal here is not to test inversion methods per se. For the demonstrations
here, the manipulation is limited to spatial binning.

3.2. The Magnetic Model

The synthetic magnetic model has a boundary field constructed specifically to include both
areas of strong and spatially homogeneous field (reminiscent of sunspot umbrae) and areas

2http://www.lmsal.com/solarsoft/ssw_whatitis.html.
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Figure 2 (Left) The “flowers” magnetic model Bz component (saturating at ±1000 G, Bz > 0 is white)
at (left:) full resolution, 3000 × 3000 pixels arbitrarily set to have a 0.03′′ size. Red boxes indicate the
sub-regions highlighted in the later analysis, an “umbra” (180 × 180 pixels) and “plage” (360 × 480) areas.
The smoothed polarity inversion line is shown as a white contour. (Right) Same, but after the spatial rebinning
by a factor of 30 to a pixel size of 0.90′′ (using the method of spatially binning the spectra,; see Section 3.1).

with significant fine-scale structure (with features resembling penumbral fibrils and plage
area). Nicknamed the “Flowers” model (Figure 2), it is a potential-field construction that
fully satisfies Maxwell’s equations. It is (generally) resolved on the 3000 × 3000 compu-
tational grid, and a 0.03′′ “pixel size” is assigned arbitrarily; this implies that the magnetic
fill fraction is unity for each pixel. This synthetic boundary formed the basis of tests regard-
ing the effects of spatial resolution on ambiguity-resolution algorithms for vector magnetic
field data (Leka et al., 2009b). We refer readers to that paper for a detailed description of its
construction.

3.3. Signal Mixing in Spatially Averaged Stokes Spectra

The manipulations outlined above are the minimal steps necessary to model the effects of an
observing system. Obviously we are completely ignoring the details of a full optical system
or spatial smearing due to instrument jitter or atmospheric seeing effects. In addition, in
this extremely limited demonstration we are completely ignoring any substantive difference
between an imaging system and a slit-spectrograph polarimeter, and we are ignoring photon
noise. Of additional note: there are no velocities in this synthetic model, which simplifies the
spectral-mixing effects considerably: no asymmetries or additional broadening is introduced
to the spectra. In short, the present study uses the simplest possible case.

We perform the spatial binning for a wide range of factors ranging from 2 to 60. We also
include a unity bin factor, in order to have a consistent treatment of the spectra/inversion for
comparison, rather than comparing to the raw synthetic model; in practice (as discussed in
Leka et al., 2009b) only a few pixels of the 9 million in the bin-1 case differ by more than
machine precision from the original model field.

The effects of spatial resolution on the detected spectra are demonstrated in Figure 3.
Consider two 10 × 10-pixel portions of the boundary, centered in the “umbra” and in the
“plage”, respectively. For each, samples from the 100 emergent demodulated Stokes spectra
are shown. The emergent spectra for the umbral area are spatially very consistent (Figure 3
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Figure 3 Left column: Eight samples of emergent Stokes [I, Q, U, V ] spectra, from a small patch (10×10
pixels) of the original synthetic (fully resolved) data, centered in an “umbra” at [1505, 1605] in Figure 2 (left).
Stokes [I, Q, U, V ] are plotted left-right with ranges: I : [0,1], Q, U : [−0.2,0.2], V : [−0.5,0.5], the
pixel coordinates (of the original model) are also shown. Left, bottom: The resulting “FINAL” [I, Q, U, V ]
after averaging the 100 underlying emergent polarization spectra, plotted on the same scale. For this case, the
resulting average is very similar to any of the sample contributing spectra. Right column: Same as left set,
but for a 10×10 pixel area centered on the “plage” area, at [2865, 1325] in Figure 2 (left). In this case, the
variability of the underlying spectra (top) leads to an average which differs noticeably from that arising from
any single contributing pixel.

left), and the results of averaging the underlying 100 spectra are very similar to any indi-
vidual contributing emergent spectra. On the contrary, the emergent spectra from the plage
area (Figure 3 right) is spatially quite variable. There results a significant difference between
the “spatially binned” resulting Stokes spectra and any single emergent spectrum from the
underlying area.

Limited resolution causes an intensity-weighted averaging of the emergent Stokes polar-
ization signals. It is often clear (from multiple lobes and extreme asymmetries, see Sanchez
Almeida et al., 1996; Sigwarth et al., 1999; Grossmann-Doerth et al., 2000) that the resulting
observed spectra are inconsistent with a single magnetic field vector in a simple atmosphere
having a linear source function and no additional gradients of any sort within the resolution
element (the Milne–Eddington Unno–Rachkovsky assumptions). But sometimes it is not so
clear (Sanchez Almeida, 1997). Since the underlying brightness distribution is unknown,
untangling the weighting of the contributing spectra is impossible. This quick demonstra-
tion clearly cautions that while a strong signal cannot be created from nothing (instrumental
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Table 3 Summary and Specifics of Binning Approaches.

Moniker Algorithm Code used Details

“instrument” Average modulated “awnoise.pro”a “bin-5” implies

Stokes spectra (modified) averaging 5 × 5

spectra, then inverting

“Post-facto” approaches

Simple average IDL “rebin” Acts on image-plane

Bi
new = N−2

bin
∑N2

bin
j=1 Bi

j
sample=0 field componentsb and

field strength,

fill fraction

Bicubic Interpolation “brebin.pro”a Acts on ambiguity-

with J × B = 0 resolved magnetograms

Simple sampling IDL “congrid” If bin is odd:

of image-plane field center=1, use center point

componentsb interpolate=1 If bin is even:

and field strength, use average of central

fill fraction four points

aAvailable as part of http://www.cora.nwra.com/AMBIGUITY_WORKSHOP/2005/CODES/mgram.tar.

bImage-plane field components are defined as Bi
x = Btrans cos(φ), Bi

y = Btrans sin(φ), Bi
z = Blos, and are

used to avoid wrap at φ = 0,2π .

and seeing effects aside, as well as any Doppler effects), a small or nonexistent signal can
result even when there are strong underlying fields.

3.4. Creating Magnetograms

We now test the effects of the spatial binning of the polarization spectra on the ability of
an inversion algorithm to retrieve the underlying structure. The synthetic binned spectra
underwent an inversion using “stokesfit.pro”3 which solves for the magnitude of the field in
the instrument-frame Bi

x, Bi
y, Bi

z, and separately the magnetic fill fraction f (see Table 1).
The resulting magnetograms were then ambiguity resolved using the minimum-energy code
“ME0”,4 described in Leka et al. (2009b), Leka, Barnes, and Crouch (2009a). All parameters
used for the inversion and ME0 were the same for each resolution (except those that scaled
with array size), as it is not the intent to test either the inversion or the ambiguity-resolution
algorithms per se. What results are vector magnetic field maps that simulate what would be
observed through telescopes when solely the aperture size varies.

For comparison we perform three types of “post facto” binning on the bin-1 synthetic
magnetogram, as summarized in Table 3. The three utilize a simple averaging (referred to as

3Implementation details: [I, Q, U, V ] default relative weighting: 1/[10,2,2,1], fill fraction is fit, the initial
guess set to the spatially binned parameters from the original model (i.e. as close to the solution as possible),
“curvefit” specified unless a bad fit returned, in which case “amoeba” and “genetic” algorithms invoked for
optimization.
4Available at http://www.cora.nwra.com/AMBIG/.
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Figure 4 Intrinsic field strength B , comparing the original model magnetogram to the bin-by-30 results,
for different binning approaches. (a) Original vs. “instrument”, (b) original vs. “bicubic”, (c) original vs.
“average”, and (d) original vs. “sampled”. For all, the x = y line is also plotted for reference, and on the
x-axis (“Original”) are plotted all the values represented by the single resulting bin-30 pixel in question,
whose value is plotted on the y-axis. Every other point in the binned magnetogram is shown, and every 3rd
point of the 900 underlying values is plotted. The colors for these plots will be used consistently below.

“average”), a more sophisticated interpolation method developed by Dr. T. Metcalf specif-
ically for the task of sampling vector magnetograms (“interpolate”), and a sampling ap-
proach which performs a minimal amount of averaging (“sampled”). We use color here and
throughout for reference and clarity as the results of these methods are compared. For each
of the “post facto” approaches, the azimuthal ambiguity resolution is an acute-angle method,
matched to the results from ME0 for the “instrumental” approach at the same binning factor.

3.5. Comparing the Magnetograms

As seen in Figure 2, spatial rebinning of any sort produces a boxy, somewhat distorted
magnetic field map. Quantitatively, however, which of the underlying field’s properties are
preserved and which are most affected by the change in resolution?

A scatter plot is a good starting place. In Figure 4 the intrinsic field strength B is com-
pared between the original model and the four ways of binning. For all methods, the averag-
ing produces a field that generally follows the underlying field distribution; this is reflected

97 Reprinted from the journal



K.D. Leka, G. Barnes

Figure 5 Average intrinsic field strength 1
N

∑
B as a function of binning factor (top x-axis), for the four

binning methods: “instrument” (♦), “bicubic” (�), “average” (×), and “sampled” (
). The three panels
show, respectively, the full magnetogram, an “umbral” area and a “plage” area (see Figure 2). For each
binning, N varies but the same sub-area of the “Sun” is covered; when non-integer pixel numbers result,
that bin factor is omitted. The original model field is sampled at an arbitrarily set 0.03′′ , the resulting “pixel
sizes” are indicated (bottom x-axis). For these and all similar plots (except where noted), the y-axis ranges
are kept consistent between the target areas for direct comparisons. Here, the effects are minimal for the full
magnetogram and the “umbra”, but have a much larger magnitude and differ between the binning methods in
the “plage” area.

in that regression analysis returns a near-unity slope (� 0.98) for each method. The ex-
tremes are lost in what may be termed the “weak-field” areas (up to ≈ 1 kG in the binned
case) which are in fact highly structured.

Inversions can sometimes fail to return field strength separately from magnetic fill frac-
tion, especially at low polarization signals. It has been shown that the product of these quan-
tities is significantly more “robust”, meaning easier to retrieve reliably (Bommier et al.,
2007) (but see also del Toro Iniesta, Orozco Suárez, and Bellot Rubio, 2010). Applying the
same regression analysis to the product f × B indicates that this is not a cure for degraded
spatial resolution: slopes and standard deviations which result differ almost imperceptibly,
as do the underlying scatter plots, so we do not show them here.

We now examine the inferred magnetic components for the four binning methods (“in-
strument”, “simple”, “bicubic”, and “sampled”) for three target areas (“umbral”, “plage”,
and the full field of view, see Figure 2), as a function of different binning levels. The nature
of this comparison is shown in detail in Figure 5. The intrinsic field strength averaged over
the (sub)-region in question, 1

N

∑
B is shown as a function of binning factor for the three

target areas. The results for the binning methods are shown for each sub-area. Comparisons
following this format are presented for the magnetic fill fraction, the product of the fill frac-
tion and field strength, and the inclination angle distribution (Figure 6). The total unsigned
magnetic flux � = ∑

f |Bz|dA (Figure 7) is presented, acknowledging the somewhat arbi-
trary assignment of pixel size. The inferred vertical electric current density Jz = C∇ × f Bh

was computed for the maps using a finite-difference method that employs a 4-point stencil
(Canfield et al., 1993) and C includes all the appropriate physical constants; from this, the
total unsigned vertical current I = ∑ |Jz|dA is presented (Figure 7) with the same acknowl-
edgement regarding the assigned pixel size as above.

The most significant difference between the plage and umbral areas in the synthetic data
is the fact that the former comprises small-scale structure. The umbral area has essentially
one magnetic center, whereas the plage area contains a few hundred centers that are highly
localized with almost field-free regions separating each center. The different underlying

Reprinted from the journal 98



Spatial Resolution and Magnetic Field Maps

Figure 6 The same format as in Figure 5. Top row: Median (symbols) and 10th, 90th percentiles (dis-
played as “error bars”) of inferred magnetic fill fraction as a function of bin factor. The three “post-facto”
approaches consistently return unity since the original model (and bin-1 inversion) have unity fill fraction
throughout. Middle row: The average product of the fill fraction and field strength, 1

N

∑
f B as a function

of binning factor. Bottom row: Variation of the average inclination angle with binning factor (thick line-con-
nected curves), 0◦ indicates (unsigned) fields directed along the line of sight, or pure Blos, and 90◦ indicates
field perpendicular to the line of sight or pure Btrans (here, γ = tan−1(Btrans, |Blos|)). Dot-connected curves
indicate the standard deviation of the angle distribution.

structure of the field leads to different behavior at different “spatial resolutions”, according
to the approach.

For field strength (Figure 5), none of the methods show dramatic differences in the um-
bral area; the same is true for the “full magnetogram”. In the plage area, the methods behave
quite differently. Simple rebinning shows absolutely no change with bin factor, consistent
with its approach of numerically averaging the positive-definite input. The bicubic approach
shows a decrease in average field strength, as interpolation increasingly underestimates the
strong field strength in the scattered magnetic centers. The sampling follows the simple av-
eraging until approximately bin-20 when it decreases, before abruptly increasing at bin-60.
When the bin factor is small, the sum over the subset of sampled points gives a reasonable
approximation to the sum over all the (bin-1) points. As bin factor increases, the number
of sampled points used to represent the sum decreases, and the result is likely to be in-
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creasingly large changes, but with no consistent trend toward increasing or decreasing with
bin factor. The instrument binning in the plage area similarly shows minimal effect until
approximately bin-10, beyond which the average field strength in the plage area increases.
The polarization-free “gaps” between centers begin to be “contaminated” with polarization
at higher bin factors, and the resulting average field strength increases, in part because this
synthetic plage area is unipolar.

The inversion method separately fits for the field strength and the magnetic fill fraction
(Table 1). The synthetic model is fully resolved, so that for bin-1 all pixels return unity fill
fraction, and hence all “post-facto” approaches maintain unity fill fraction for all bin factors.
When an inversion is performed on spatially averaged spectra, there is almost no effect in
the umbral area (Figure 6, top): the median fill fraction remains unity. The situation is very
different in the plage area: the non-unity median and wide range of fill fraction returned
clearly indicate that worsening resolution leads to unresolved structures. The full field of
view results reflect a mix of influences from the “resolved” and “unresolved” areas in the
field of view.

Whether the underlying structures are resolved or not as indicated by non-unity fill frac-
tion, clearly appears to factor into how worsening spatial resolution will affect the field dis-
tribution. The product of fill fraction and field strength (Figure 6) which is arguably a better
measure of inversion output, is the same as the field strength for the “post-facto” approaches,
but shows a dramatic drop under “instrument” binning. The increase in field strength is more
than compensated by a decreasing fill factor, likely as a result of the intensity weighting of
the average Stokes spectra.

Other effects of note: the distribution of inclination angle (Figure 6, bottom) with wors-
ening spatial resolution is impacted so as to imply an average orientation closer to the line
of sight in the plage than is originally present, for all but the “sample” approach. In other
words, with worse spatial resolution the Blos begins to dominate over Btrans, which might be
expected given the lower fractional polarization signal for linear as compared to the circular
polarization.

The total magnetic flux (Figure 7) is almost insensitive to bin factor if one uses a post-
facto approach, yet plummets with the instrument approach. The sampling approach is
slightly variable, again since the value selected will almost randomly hit strong or weak
signal as the bin factor increases. Still, the difference is clear: post-facto binning of any kind
does not reproduce the effect of spatial resolution.

The total electric current (Figure 7) increases with bin factor overall, with a more pro-
nounced effect in unresolved areas than in the unity-fill-fraction umbral region. Recalling
that the underlying magnetic model is potential, this somewhat surprising initial increase
and the subsequent decrease in plage areas is due to an interplay between the less-smooth
map (see Figure 2), and the finite differences used to calculate the vertical current (see the
discussion in Leka et al., 2009b); also at play are the influence of the spatial resolution on
the relative strength of the horizontal component (as seen through the variation in the incli-
nation angle) and the magnetic fill fraction, which is included when calculating the vertical
current density. The bicubic approach, which attempts to include the field structure in the
approach, is least affected while the sampling produces the greatest spurious total current.
Comparing the results for the umbra and plage sub-area to the full field of view, it is clear
that most of the resulting current arises from unresolved areas such as the “penumbra-like”
regions that dominate the synthetic model.
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Figure 7 Variation with spatial resolution of parameters often used for characterizing active regions.
Top: The total unsigned magnetic flux � = ∑

f |Bz|dA. Bottom: The total unsigned electric current
I = ∑ |Jz|dA. For these plots, the y-axis ranges vary.

3.5.1. Statistical Tests of Similarity

The question remains how best to characterize the differences in the results at different
spatial resolutions. We see from the previous analysis that the resulting magnetograms do
differ, but can they adequately describe the underlying field?

We perform Kolmogorov–Smirnoff tests on the distribution of the resulting field parame-
ters to investigate how well a lower-resolution map characterizes the highest-resolution map.
The K–S test uses the cumulative probability distribution (CPD) to compare two samples.
Two parameters result: “P ”, the probability of rejecting the null hypothesis, and the “D”-
statistic, which measures the maximum difference between the two CPDs. In this case the
null hypothesis can be stated, “The two samples arise from the same population”, the two
samples being, e.g., the map of B(x, y) from the full-resolution data and the map from a
binned-resolution magnetogram. It should be remembered that for a given K–S D-statistic,
the KS-probability statistic is extremely sensitive to changes in the sample sizes, which is
very much the case when the bin factor becomes large.

Comparisons of the CPDs for field strength and vertical current density (Figure 8) con-
firm that the widest differences imposed at the bin-30 level occur in the plage area. Other
parameters (inclination angle, etc.) show similar behavior. The umbral area and the similar-
ity between the CPDs there and the full magnetogram would lead us to believe (correctly,
as demonstrated in Figure 6) that for this model, the full magnetogram area is dominated by
areas of high fill fraction while still containing areas of unresolved highly structured field.

For the distribution of field strength, the D-statistic (Figure 9) is dominantly zero for the
full field of view, and increases only slightly with worse spatial resolution in the umbra.
However, it is significantly non-zero for the “plage” area, reflecting that all bin factors show
the same behavior seen in detail in Figure 8. The smallest D-statistic in the plage area comes
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Figure 8 Cumulative probability distributions, comparing that for the full-resolution synthetic map to the
bin-30 results, for the three fields of view (entirety, “umbra”, and “plage” areas). For each, CPD curves
are plotted for the original resolution, the instrument method, and the bicubic, average, sampled post-facto
approaches. The top row is for the intrinsic field strength B , and the bottom row is for the vertical electric
current density Jz.

Figure 9 Again for the three fields of view, summaries of the Kolmogorov–Smirnoff tests as a function
of binning factor, for the field strength B . The top row shows the D-statistic, and the bottom row shows
the probability P that the two samples considered are different (see text). Shown are four curves, original
resolution vs. “instrument” (♦), “bicubic” (�), “average” (×), and “sampled” (
) magnetograms.
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Figure 10 Summaries of the Kolmogorov–Smirnoff tests as a function of binning factor, for the vertical
electric current density Jz. Format follows Figure 9.

from the sampling approach; the greatest from the instrumental approach. The probabilities
of rejecting the null hypothesis are mixed but generally close to unity for the plage area,
with systematically lowest probabilities for sampling, as expected.

For the distribution of Jz, a quantity derived by taking derivatives of the field distribu-
tion, the K–S D-statistic (Figure 10) is significantly non-zero for all three sub-areas and all
methods at all spatial resolutions. The KS-probability is consistently unity; this bodes ill for
the possibility that unresolved magnetograms recover the underlying distribution of field or
vertical current.

To summarize these results, in areas such as this model “umbra”, the underlying field
varies little and the inferred fill fraction is consistent with it being “resolved”. It can be ar-
gued that through a wide range of spatial resolution, the inferred field distribution represents
the underlying field. The situation for highly structured underlying field is very different: ar-
eas of low and mixed fill fraction imply that the field is not resolved. It is fairly clear that
instrumental effects on the spectra result in a substantively different field distribution, and
the implied structures should be treated with much less confidence. And, with all caveats ac-
knowledged due to the use of synthetic data, we find that in general, inferring the distribution
of the vertical current is very susceptible to the effects of spatial resolution.

4. Demonstration: Real Data, Revisited

One may always argue that synthetic data constructed to demonstrate a particular effect may
not represent observational “truth”. Hence, we perform the same exercise using data from
the Solar Optical Telescope SpectroPolarimeter aboard the Hinode mission (Tsuneta et al.,
2008). While the data from this instrument are arguably not the highest-resolution spectro-
polarimetric data available, the temporal and spatial consistency coupled with very good
resolution in both spatial and spectral dimensions make these data ideal for this purpose.
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Figure 11 The Blos component inferred by Hinode/SP, scaled to ±1000 Mx cm−2, for NOAA Active Region
10953 observed at 18:35 UT, 30 April 2007. Left: Full-resolution data, with original dimensions 762 × 1024
and 0.15′′ pixels size. Boxes indicate the sub-regions highlighted in the later analysis, “umbra” (60 × 60
pixels), “plage” (660×300). In addition, as shown the “full field of view” is slightly trimmed (to 720×1020)
to ensure integer divisibility by a range of factors. Right: Same, after “instrument” binning by a factor of 10,
to 1.5′′ .

We chose the 18:35 UT scan of 30 April 2007 scan of NOAA Active Region (AR)
10953, observed at S09.5, E11.5 (μ = 0.98), which was a “normal” scan that approximately
matches scan-steps to the slit width and does not perform any on-board summation. The
field of view includes a sunspot and plage area sufficient for this purpose. The pixels are not
exactly square, and are not interpolated to be square, but treated as unequal in dimension for
all of the analysis; we do, however, use the average of 0.15′′ when referring to general pixel
size.

An approach parallel to that described above was used to treat the Hinode/SP data, albeit
beginning with the fully calibrated Level-1D [I, Q, U, V ] Stokes spectra.5 In this case
there is already photon noise present in the data, and the demodulation is performed on-
board. In the context of the Poisson-statistics (see Appendix A), the implications are that we
cannot exactly model the effects of different apertures. Without the “raw” observed mod-
ulated I ± P, P ∈ [Q, U, V ] spectra and the different contributing realizations of noise,
information has already been lost, and manipulating the demodulated pure [I, Q, U, V ]
spectra is equivalent to reconstructed mixed-polarization states. The manipulated (averaged
spatially by summation) spectra will present with lower noise than would actually be the
case, but the primary effects of spatial resolution modeling will still be apparent.

The binned spectra were written in the “ASP” format (with a reformatter courtesy
B. Lites, HAO/NCAR), and inverted using the HAO/NCAR Milne-Eddington inversion code
“sss-inv” (Skumanich and Lites, 1987; Lites and Skumanich, 1990; Lites et al., 1993, with
minor modifications for Hinode/SP specifics, again courtesy B. Lites, HAO/NCAR).6 The

5http://sot.lmsal.com/data/sot/level1d/.
6Implementation details: [I, Q, U, V ] weighting:1/[100,1,1,10], fill fraction solved, initial guess via
“genetic” algorithm optimization, all pixels inverted (no minimum-polarization threshold), “scattered light”
profile determined where

∑ |P | < 0.4%.
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Figure 12 Left column: Eight samples of emergent Stokes [I, Q, U, V ] spectra, from a small patch (10×10
pixels) of the full-resolution Hinode/SP map, centered in the sunspot umbra at [445, 335] in Figure 11(left).
Stokes [I, Q, U, V ] are plotted left-right with ranges: I : [0,1], Q, U : [−0.2,0.2], V : [−0.5,0.5], the
pixel coordinates (of the original data) are also shown. Left, bottom: The resulting “FINAL” [I, Q, U, V ]
after averaging the 100 underlying emergent polarization spectra, plotted on the same scale. Right column:
Same as left set, but for a 10×10 pixel area centered in the “plage” area, at [235, 725] in Figure 11 (left). For
these plage data, the ranges are I : [0,1], Q,& U : [−0.1,0.1], V : [−0.5,0.5].

full-resolution data were subjected to the same reformatting and inversion (without binning)
to ensure a consistent comparison. The “ME0” minimum-energy code was used in a consis-
tent manner for ambiguity resolution for all data, and Jz was calculated in exactly the same
manner as for the synthetic data. A sample binned magnetogram is shown in Figure 11.

As with the synthetic data, three areas are analyzed: the full field of view, and then sepa-
rately two areas, one centered on the sunspot umbra and another on a plage area to the north
of the sunspot (Figure 11). The latter area was chosen to avoid the emerging filament at the
south east edge of the sunspot (Okamoto et al., 2008). The full scan was trimmed slightly
and both sub-areas were chosen to be evenly divisible for a number of binning factors.

Samples of the effects of “instrument” binning on emergent Stokes spectra from the
Hinode/SP data are shown in Figure 12. The umbral sample displays very consistent Stokes
spectra, and a final bin-10 result that closely resembles any single constituent-pixel’s set of
spectra. The noise is nicely reduced in the binned spectra (although somewhat artificially,
as described above and in Appendix A). The plage sample demonstrates exactly the effect
shown in Figure 3, that the constituent spectra are quite variable, and the resulting binned
data reflect an average that does not represent any single underlying pixel.
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Figure 13 Follows Figure 4 for (a)–(d), except comparing the original Hinode/SP data with bin factor 16
results. Figures (e)–(h) follow the same format, but for the product f × B .
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Figure 14 Following Figure 5, the average field strength over the target area, 1
N

∑
B as a function of

binning factor (top x-axis), for the four binning methods (“instrument” ♦, “bicubic” �, “average” × and
“sampled” 
), focusing on three areas as indicated: the full magnetogram, an “umbral” area and a “plage”
area, as depicted in Figure 11. With the original Hinode/SP scan resolution of 0.15′′ , the resulting pixel sizes
are also indicated (bottom x-axis).

Scatter plots of the inverted manipulated spectra demonstrate the general averaging
which results with worsening spatial resolution (Figure 13). Of note in the Hinode/SP
data, compared to the synthetic case (Figure 4), is the much greater spread in the original-
resolution field strengths compared to the binned results. This behavior occurs primarily in
“weak-field” or weak-polarization areas, where determining the field strength and fill frac-
tion independently is arguably problematic; but that is not the case for all pixels. The product
f ×B is also shown; the distributions do change perceptibly (contrary to the synthetic case),
with decreased scatter in weak-signal areas. (However, recall that only the “instrument” bin-
ning result is an independent inversion.) Primary contenders for the different behavior be-
tween B and f × B here, compared with the synthetic data, include the effects of photon
noise and the contention that the original-resolution Hinode/SP data are unresolved to begin
with.

Changes in the inferred magnetic field distribution in the observational data show similar
trends with binning factor as was seen in the synthetic data. Beginning with field strength
(Figure 14), the umbral area shows little change, but the plage area is quite sensitive to bin
factor and to method used. The full field of view behaves closest to the plage.

The other inferred parameters examined here, the fill fraction, product f × B , and
instrument-frame inclination (Figure 15) confirm the general behavior observed in the
synthetic-data experiments. The Hinode/SP data start with a wide range of inferred fill frac-
tion present, and a median of less than 50% at full resolution for the full field of view (Fig-
ure 15). Again, the three post-facto binnings do an averaging or sampling, hence the mean
of the fill fraction distribution stays the same although the range of values present decreases
with bin factor. The “instrument” binning results in a decreasing mean and tighter range as
the spatial resolution degrades, indicating that areas which were resolved become less so.

The product f ×B shows a systematic decrease, on average, with worse spatial resolution
– except from the “sampling” approach, which stays relatively constant. The “instrument”
approach displays the most variation with resolution change, but the difference between it
and the other methods is not as dramatic compared to the experiment with the model data.

The results for field inclination (Figure 15), show a distinct trend of the field becoming
more aligned with the line of sight with decreasing spatial resolution, especially in the plage
areas. In the umbra, there is effectively no change in the inclination angle distribution. The
imperturbability of “sampling” against variations in inclination was seen earlier, as well;
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Figure 15 The same format as in Figure 14, Top row: Median (symbols) and 10th, 90th percentiles (dis-
played as “error bars”) of inferred magnetic fill fraction as a function of bin factor. The three “post-facto”
approaches consistently return the same fill fraction as the original observations, as expected. Middle row:
The average product of the fill fraction and field strength, 1

N

∑
f B as a function of binning factor. Bottom

row: Variation of the average inclination angle with binning factor (thick line-connected curves), 0◦ indicates
(unsigned) fields directed along the line of sight, or pure Blos, and 90◦ indicates field perpendicular to the line
of sight or pure Btrans (here, γ = tan−1(Btrans, |Blos|)). Dot-connected curves indicate the standard deviation
of the angle distribution.

again, the sampling should represent the underlying field distribution (until the super-pixels
are themselves large and the resulting number of binned pixels available is small), since it
samples rather than averages. We present the image-plane inclination angle from the line
of sight – closely related to the direct observables, but related to the physical inclination of
the field to the local normal by way of the observing angle. Since μ = 0.98 for these data,
the difference between image-plane and the heliographic-plane inclination from the local
vertical direction is minimal.

The total unsigned magnetic flux, � = ∑
f |Bz|dA behaves essentially the same in the

umbral areas of both synthetic and Hinode data, varying little with resolution (except when
there are arguably very few points within that area of interest, see Figure 16). And again,
the full field-of-view behavior is dictated by what kind of structure dominates at highest
resolution. We see that the “instrument” spectral binning and subsequent inversion, which
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Figure 16 Comparison of parameters often used for characterizing active regions. Top: Variation of the
total unsigned magnetic flux � = ∑

f |Bz|dA Bottom: Variation of the total unsigned electric current
I = ∑ |Jz|dA. For these plots, the y-axis is allowed to vary.

is designed to mimic decreasing telescope size, produces more of an effect than the “post-
facto” binning approaches.

The total vertical electric current is often used to parametrize an active region’s stored
magnetic energy (Leka and Barnes, 2003 and references therein). Could this characterization
differ as a function of spatial resolution? In the Hinode/SP data, for all fields of view, there is
a smooth decrease of total current with decreasing spatial resolution. In addition, all binning
methods appear to act identically in this case. The behavior of the Hinode/SP data most
resembles the synthetic “plage” beyond bin factor 10. That is, the observational data, even at
0.15′′, most closely resembles the area filled with unresolved multiple small-scale magnetic
centers.

Overall, the plage area observed with Hinode/SP produces the most variations due to
rebinning or degraded spatial resolution. The umbral area is least sensitive. The sampling
typically provides the most consistent answer, but is also susceptible to the particular point
sampled. The effect of changing the instrumental resolution more closely follows the results
of the post-facto approaches as compared to the trends in the simulation data. Assuming that
the behavior of the full magnetogram is characterized by the relative fraction of “resolved”
or near-unity fill fraction pixels within the field of view, it is clear that the Hinode/SP data
are dominated by non-unity fill fraction pixels and unresolved field structure, even at the
highest resolution.

The Kolmogorov–Smirnoff tests confirm statistically what is described above. The cu-
mulative probability curves for field strength (Figure 17), comparing the bin-10 results to
the original resolution for both “instrument” and post-facto binnings indicate distinct dif-
ferences in the full field of view which is reminiscent of the behavior in the plage area.
The umbral field strength CPD looks almost identical to the umbral CPD for the synthetic
data (Figure 8). The distribution of the vertical current density (Figure 17) shows an almost
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Figure 17 Cumulative probability distributions, for the full-resolution data and the bin-10 results, for the
three fields of view (entirety, “umbra”, and “plage” areas). For each, CPD curves are plotted for: original
resolution, instrument binning, bicubic, average and sampled approaches. The top row is for the intrinsic
field strength B , and the bottom row is for the vertical electric current density Jz.

exactly opposite behavior than was observed in the synthetic data, in that the original reso-
lution indicates the presence of inferred vertical current which has decreased in magnitude
significantly at bin factor 10.

The K–S statistics for field strength are more consistent across bin factors (Figure 18)
than in the synthetic data: the D-statistic is slightly elevated but only varies dramatically
with the simple binning. The K–S probability is unity for the plage area and the full field of
view for all bin factors, indicating that the samples are not drawn from the same population.
On the contrary, it can be argued that areas with consistent unity fill fraction statistically
sample the same population as the underlying field.

On the other hand, the vertical current density is affected at all spatial resolutions (Fig-
ure 19). From a statistical point of view the results from lower resolution data do not rep-
resent the underlying distribution of the highest spatial resolution, even in the unity-fill-
fraction umbral area. One may simply conclude that the actual distribution of vertical cur-
rent in the solar photosphere is unknown and unknowable without absolutely full resolution
everywhere in question.

5. Summary and Conclusions

We outline a manner by which to manipulate Stokes polarization spectra in order to mimic
the effects of instrumental spatial resolution to the simplest order. Through the use of a
synthetic magnetic field construct that is both fully resolved and contains small-scale struc-
tures, we apply this method to a range of degradations. We find (not surprisingly) that it is
the highly structured areas which are most sensitive to the effects of instrumental optical
spatial resolution.

The analysis indicates (also not surprisingly) that even the Hinode/SP “normal scan”
spectro-polarimetric data at 0.15′′ spatial sampling are unresolved. Recalling this, plus the
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Figure 18 Summaries of the Kolmogorov–Smirnoff tests as a function of binning factor, for the intrinsic
field strength B over the three fields of view. The top row shows the D-statistic, and the bottom row shows
the probability P that the two samples are different (see text). Shown are curves for the original resolution vs.
the (“instrument” ♦, “bicubic” �, “average” × and “sampled” 
) vertical current distributions.

Figure 19 Summaries of the Kolmogorov–Smirnoff tests as a function of binning factor, for the vertical
electric current density Jz, following Figure 18.
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fact that we could only bin up to a factor of 16 before completely decimating the number
of pixels needed for analysis, the patterns shown by field parameters with degrading reso-
lution are remarkably similar to those found using the synthetic data. We thus confirm the
appropriateness of the findings from these synthetic-data as valid for helping interpret the
observational data.

Statistical tests confirm that whether by instrumental spectral mixing or post-facto meth-
ods, worsening spatial resolution results in a map of the vector field which does not repro-
duce the underlying magnetic structure, except in select areas where the returned magnetic
filling factor in the binned data is still unity. Where the returned fill factor is less than unity,
worsening spatial resolution leads to an average image-plane inclination angle more aligned
to the line of sight, an increasing average field strength which couples with the decreasing
average fill fraction to present a decreasing total magnetic flux. The behavior of further-
derived parameters that rely on spatial derivatives is less straightforward, but may impart a
non-zero current density and inferred “twist” where there in fact are none. The pessimistic
interpretation of these results is that without the highest spatial resolution, the underlying
field is unrecoverable. The optimistic interpretation is that by making use of the inferred
magnetic fill fraction for inverted spectro-polarimetric data, it is possible to tell where these
effects will be most dramatic, and where they will be least impactful.

The influence of spatial resolution on the instrument-plane inclination angle implies that
the impacts on physically interpreted variables in the (coordinate-transformed) heliographic
plane will vary with observing angle. This also has implications for our understanding of the
large-scale “weak-field” areas from instruments of limited spatial resolution: in this context,
the assumption that the photospheric field is dominantly radial (Wang and Sheeley, 1992;
Arge et al., 2002) must be re-examined.7

Details and caveats to the above statements are important to mention. There is no model
of instrumental scattered light applied to (or subsequently corrected for) the synthetic data;
in parallel, the Hinode/SP data are inverted using a common but simple treatment of com-
puting a scattered light profile, rather than a more sophisticated local approach which has
been demonstrated to better recover low-signal areas (Orozco Suárez et al., 2007). While
the details will differ had we used the latter, the approach taken here is consistent, and hence
still illustrative. Effects as drastic as shown here are generated in the synthetic data without
Doppler velocities or field gradients along the line of sight, whereas both are expected for
observational data. Yet in the “simple is OK” defense, key behavior patterns are seen clearly
in the Hinode/SP data.

We also ask how well instrumental resolution can be represented by “post-facto” manip-
ulation of the vector-field map. Tests of three different methods show that, again, in highly
structured underlying areas, these methods result in very different outcomes than expected
from differences in aperture size. Simply put, there are only special cases where “binning
down” a magnetogram will adequately mimic the differences between different instrumental
spatial resolutions, and generally the “instrument” binning results in the largest differences
from the underlying field.

This exercise of comparing the results when one simulates “worse spatial resolution”
by different means is illuminating, and demonstrates that method matters according to the
goal of the study in question. Three basic categories are: comparisons/calibrations between
instruments, utilizing data from different instruments as part of an analysis for which data
from a single instrument falls short (due to limited field of view, capability, availability, etc.),
and interpreting numerical simulation results in the context of observations.

7As are the results that they may be predominantly horizontal, see Borrero and Kobel (2011).
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Regarding the first category, we note that while a few instrument-comparison studies
perform spatial averaging on the polarization signals for comparison (Wang et al., 1992;
Labonte, Mickey, and Leka, 1999),8 the majority such studies published thus far use some
form of “post-facto” averaging and binning applied to the magnetogram from the higher-
resolution instrument (Berger and Lites, 2002, 2003; Tran et al., 2005; Demidov et al., 2008;
Wang et al., 2009a, 2009b). It is clear that “instrument” binning should be the preferred
method, since all post-facto approaches result in a different (and typically smaller) variation
with binning factor than expected from optical resolution.

An addendum to this category is using synthetic data for tests of algorithms through “hare
& hound” exercises, where the evaluation depends crucially that the synthetic data mimic
the behavior of those real data eventually slated for analysis. As such, including the gross
effects of the instrument or observing method chosen (Leka et al., 2009b; Orozco Suárez
et al., 2007) is needed in order to not arrive at incorrect conclusions.

In the second category, if the goal is to preserve the underlying character of the vector
magnetic field and the region in question has a high average filling fraction, then post-facto
binning can be employed with some confidence. However, as was shown with the vertical
current density, while the magnetic field distribution and character may be preserved, quan-
tities that are derived from the field must be viewed with less confidence. This is a very
restrictive set of caveats, but the most well-defended position according to this study.

The third category acknowledges the great strides in simulations of solar magnetic
structure, and the approach of validating them quantitatively using comparisons to ob-
served structures (Leka and Steiner, 2001; Abbett, 2007; Orozco Suárez et al., 2007;
Sheminova, 2009). It is insufficient to rebin or apply a blurring function directly to a simula-
tion’s well-resolved output for comparisons to the solar observations. We reiterate that, due
to these results, at the very least a simple modeling and manipulation of emergent spectra
is required for even qualitative comparisons between simulations and observations of the
magnetic field distribution.

In this context, we come back to Table 2 (see Appendix B, Table 4 and Figure 20).
The minimal impact of the post-facto “congrid” approach on the Hinode/SP fast-scan map
“Flux” = ∑ |Blos| result is consistent with what we have shown here. The MDI Level 1.8.1
data used in Section 2 and in De Rosa et al. (2009) present a systematic offset from the
Level 1.8.2 calibration (which became available December 2008, and decreased the Blos

magnitudes by ≈ 8–9% in the location of AR 109539). When variations in field of view,
calibration, and especially spatial resolution are accounted for according to the findings of
this paper (details can be found in Appendix B), there still exists an offset between the
results from MDI and Hinode/SP that is larger than the quoted uncertainties, but may still be
attributable to remaining differences in the lines’ formation heights and inversion methods.

Finally, from this investigation, it is still unclear what the solar magnetic field structure
actually is, especially for areas with fine-scale structure. This is not a new concept (Sánchez
Almeida and Lites, 2000), but reinforced here through a simple, yet thorough demonstra-
tion. We show that our ignorance is especially true for quantities derived from the vector-
field maps which rely on spatial derivatives (Parker, 1996; Leka et al., 2009b). Are vector
magnetic field maps useless? Definitely not! Comparisons between data of active regions ob-
tained with consistent instrumentation and spatial resolution do detect differences amongst

8Labonte, Mickey, and Leka (1999) performed a near-simultaneous comparison between the IVM and the
ASP, contrary to the note in Berger and Lites (2002), Section 1.1.
9See http://soi.stanford.edu/magnetic/Lev1.8/ for details.
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the structures that must, somehow, be related to the inherent magnetic structure, especially
as manifest in the release of stored magnetic energy (see, e.g., Leka and Barnes, 2007 and
references therein). But in the context of measuring and interpreting the state and behavior
of the solar plasma, conclusions that are drawn must do so in the context of the limitations
of the data employed.
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Appendix A: Constructing Representative Instrument-Binned Spectra When Only
Demodulated Spectra Are Available

For an instrument like Hinode/SP, the demodulation from six states is performed on-board
the spacecraft, so only the four demodulated states are available. Since the demodulated
states do not contain all the information of the original states, we discuss here the impact of
this loss of information on the noise level of the reconstructed states.

Assuming that each of the six polarization states actually observed at a given wavelength,
(I ± P )(λ), is drawn from a Poisson distribution, the expectation value of each distribution
is given by 〈I ± P 〉 ≡ pλ±, where P can be any of Q, U or V . Since each of these is a
Poisson distribution, the variance of each is equal to the expectation value.

The demodulated states actual available are given by

P (λ) ≡ [
(I + P )(λ) − (I − P )(λ)

]
/2 (1)

I (λ) ≡ [
(I + Q)(λ) + (I − Q)(λ) + (I + U)(λ) + (I − U)(λ)

+(I + V )(λ) + (I − V )(λ)
]
/6. (2)

(Henceforth, the wavelength dependence is assumed for clarity.) Working specifically with
I ± Q as an example, since each modulated state will have similar behavior, the recon-
structed modulated states are

(I ± Q)R = I ± Q

= 1

6

[
(I + Q) + (I − Q) + (I + U) + (I − U)

+(I + V ) + (I − V )
] ± 1

2

[
(I + Q) − (I − Q)

]
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= 2

3
(I ± Q) − 1

3
(I ∓ Q)

+1

6

[
(I + U) + (I − U) + (I + V ) + (I − V )

]
(3)

which has an expectation value of

〈
(I ± Q)R(λ)

〉 = 2qλ±
3

− qλ∓
3

+ uλ+ + uλ− + vλ+ + vλ−
6

, (4)

and a variance of

var(I ± Q)R(λ) = 4qλ±
9

+ qλ∓
9

+ uλ+ + uλ− + vλ+ + vλ−
36

, (5)

whereas the expectation value and the variance of the actual state is simply qλ±. In the con-
tinuum (or anywhere the polarization is low), this reduces to

var(I ± Q)c
R = 4qc±

9
+ qc∓

9
+ uc+ + uc− + vc+ + vc−

36

≈ 2

3
pc. (6)

Thus the variance in the reconstructed modulated states, at least in areas of weak polariza-
tion, is smaller than the variance in the original states. Further, since each reconstructed state
is the sum of six Poisson variables, rather than being a single Poisson variable (at a given
wavelength), the distribution of the noise will also differ.

Appendix B: Comparing MDI and Hinode/SP Line-of-Sight “Flux”

As presented in this manuscript, instruments with different resolutions will provide quantita-
tively different descriptions of the solar magnetic field. We began the study with a provoca-
tive “why are these the same, and why are those different?” example. In detail, of course,
there is more to this than simply the spatial resolution of two different instruments. The MDI
data used for De Rosa et al. (2009) were from the level 1.8.1 calibration, the Hinode/SP data
were provided by B.W. Lites, with ostensibly the same inversion that was used here for the
“instrument”-binning exercise (although probably with slightly different implementation),
but which also included a remapping to square pixels using an unknown method. Not only
the spatial sampling but the field of view differs between the Hinode/SP scans of 18:35 and
22:30 UT, as one can see by closely examining Figures 1 and 11.

Here we demonstrate just how sensitive comparisons can be to the details of calibration,
inversion, and very slight variations in the physical area sampled. Table 4 summarizes differ-
ences in the data sources and processing to obtain maps of AR 10953 on 30 April 2007, and
Figure 20 shows the variation in the inferred �los = ∑ |Blos|dA for each. A full propagation
of uncertainties was performed, for MDI following Hagenaar (2001), for Hinode/SP data
using the uncertainties returned from inversions and propagated for Blos. For most points,
the uncertainty is smaller than the plotting symbol.

The entries are combined into three rough groups. The first is based on the 18:35 UT
Hinode/SP “normal” scan used for most of this paper, and the total

∑ |Blos|dA based on
it is deemed the reference. Entries include the results from post-facto “sampling” to match
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Figure 20 The total unsigned
“flux” �los = ∑ |Blos|dA for
NOAA AR 10953 on 30 April
2007 from various sources and
methods of spatial resolution
modeling. See Table 4 and text
for descriptions of tags and the
three groups indicated by vertical
lines. Formal error bars are
included for each point.

Table 4 AR 10953, 30 April 2007, Total
∑ |Blos|dA Details.

Label Data source/Time Details/Area Difference (%)

kdl_bin1 Hinode/SP 18:35 “instrument” bin-1 –

“normal” scan

kdl_bin1_mdisize ” ” “kdl_bin1”+congrid → 1.98′′ −1

kdl_bin12 ” ” “instrument” bin-12 −3

kdl_bin12_mdisize ” ” “kdl_bin12”+congrid → 1.98′′ −4

m1912_1.8.2_trim MDI 19:12 UTa [387:446,429:525]b −0.4

Level 1.8.2

bwl_nlfff Hinode/SP 22:30 Inversion by B.W. Lites for +15

“fast” map De Rosa et al. (2009).

Remapped to square pixels

bwl_nlfff_mdisize ” ” “bwl_nlfff”+congrid→ 1.98′′ +14

m2224_1.8.1_nlfff MDI 22:24 UTc [385:460,429:509] +25

Level 1.8.1

m2224_1.8.2_nlfff Level 1.8.2 ” ” +14

bwl_trim Hinode/SP 22:30 Trimmed in x-dir to +3

“fast” map match Hinode/SP 18:35

bwl_trim_mdisize ” ” “bwl_trim”+congrid→ 1.98′′ +2

m2224_1.8.1_trim MDI 22:24 UTc [400:461,428:509] +13

Level 1.8.1

m2224_1.8.2_trim Level 1.8.2 ” ” +3

afd_M_96m_01d.5232.0012.fits.
bIndexing starts at 0.
cfd_M_96m_01d.5232.0014.fits.

the MDI resolution, and an “instrument” bin-12 to get close to the MDI resolution, with an
additional sampling from that to match it exactly as indicated. These are compared to the
MDI level 1.8.2 dataset closest in time.

The second and third groups are based on the 22:30 Hinode/SP “fast” scan (see Sec-
tion 2), a post-facto “sampled” map based on it, and comparisons to the closest-time MDI
level-1.8.1 and level-1.8.2 data. The difference between these two groups is whether the full
22:30 Hinode/SP is used or whether all are trimmed to match the (slightly) smaller field of
view of the 18:35 UT Hinode/SP scan. The difference is not so slight.
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Clearly, the binning approaches behave as described in the text, however those effects are
insignificant as compared to even small discrepancies in the field of view and calibration.
And evolution: comparing datasets which are as consistent as possible but separated by time,
we see the active region increasing its total magnetic signal during this period (see Okamoto
et al., 2008).

The answer to the small puzzle presented in Section 2 is that in fact the level-1.8.1 MDI
calibration produced systematically larger �los results than could otherwise be explained by
spatial resolution issues; this is mostly accounted for by the recalibrated MDI level-1.8.2
data, as these examples show. And as we have demonstrated, post-facto manipulation of a
magnetogram as in Section 2 does not generally reproduce the differences in instrumental
spatial resolution. There exists still a small offset such that the level-1.8.2 data return a
�los = ∑ |Blos|dA greater by a few percent than expected from the quoted uncertainties
when the best possible match is compared (Table 4, “kdl_bin12” and “kdl_bin12_mdisize”
vs. “m2224_1.8.2_trim”). We acknowledge that this is a single example, and invoke spectral-
line properties and inversion method differences as probable contributors.
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Abstract Extrapolation codes for modelling the magnetic field in the corona in Cartesian
geometry do not take the curvature of the Sun’s surface into account and can only be applied
to relatively small areas, e.g., a single active region. We apply a method for nonlinear force-
free coronal magnetic field modelling of photospheric vector magnetograms in spherical ge-
ometry which allows us to study the connectivity between multi-active regions. We use Vec-
tor Spectromagnetograph (VSM) data from the Synoptic Optical Long-term Investigations
of the Sun (SOLIS) survey to model the coronal magnetic field, where we study three neigh-
bouring magnetically connected active regions (ARs 10987, 10988, 10989) observed on 28,
29, and 30 March 2008, respectively. We compare the magnetic field topologies and the mag-
netic energy densities and study the connectivities between the active regions. We have stud-
ied the time evolution of the magnetic field over the period of three days and found no major
changes in topologies, as there was no major eruption event. From this study we have con-
cluded that active regions are much more connected magnetically than the electric current.
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1. Introduction

To model and understand the physical mechanisms underlying the various activity phenom-
ena that can be observed in the solar atmosphere, e.g., the onset of flares and coronal mass
ejections and the stability of active regions, and to monitor the magnetic helicity and free
magnetic energy, the magnetic field vector throughout the atmosphere must be known. How-
ever, routine measurements of the solar magnetic field are mainly carried out in the pho-
tosphere. The magnetic field in the photosphere is measured using the Zeeman effect of
magnetically sensitive solar spectral lines. The problem of measuring the coronal field and
its embedded electrical currents thus leads us to use numerical modelling to infer the field
strength in the higher layers of the solar atmosphere from the measured photospheric field.
Except in eruptions, the magnetic field in the solar corona evolves slowly as it responds to
changes in the surface field, implying that the electromagnetic Lorentz forces in this low-β
environment are relatively weak and that any electrical currents that exist must be essentially
parallel or antiparallel to the magnetic field wherever the field is not negligible.

Due to the low value of the plasma β (the ratio of gas pressure to magnetic pressure), the
solar corona is magnetically dominated (Gary, 2001). To describe the equilibrium structure
of the static coronal magnetic field when non-magnetic forces are negligible, the force-free
assumption is appropriate:

(∇ × B) × B = 0 (1)

∇ · B = 0 (2)

B = Bobs on photosphere (3)

where B is the magnetic field and Bobs is the measured vector field on the photosphere.
Equation (1) states that the Lorentz force vanishes (as a consequence of J ‖ B, where J is
the electric current density) and Equation (2) describes the absence of magnetic monopoles.

The extrapolation methods based on this assumption are termed nonlinear force-free
field extrapolation (Sakurai, 1981; Amari et al., 1997; Amari, Boulmezaoud, and Mikic,
1999; Amari, Boulmezaoud, and Aly, 2006; Wu et al., 1990; Cuperman, Demoulin, and
Semel, 1991; Demoulin, Cuperman, and Semel, 1992; Inhester and Wiegelmann, 2006;
Mikic and McClymont, 1994; Roumeliotis, 1996; Yan and Sakurai, 2000; Valori, Kliem,
and Keppens, 2005; Wiegelmann, 2004; Wheatland, 2004; Wheatland and Régnier, 2009;
Wheatland and Leka, 2010; Amari and Aly, 2010). For a more complete review of existing
methods for computing nonlinear force-free coronal magnetic fields, we refer to the review
papers by Amari et al. (1997), Schrijver et al. (2006), Metcalf et al. (2008), and Wiegelmann
(2008). Wiegelmann and Neukirch (2006) have developed a code for the self-consistent
computation of the coronal magnetic fields and the coronal plasma that uses non-force-free
magnetohydrodynamic (MHD) equilibria.

The magnetic field is not force-free in the photosphere, but becomes force-free roughly
400 km above the photosphere (Metcalf et al., 1995). Furthermore, measurement errors,
in particular for the transverse field components (i.e., perpendicular to the line of sight of
the observer), would destroy the compatibility of a magnetogram with the condition of be-
ing force-free. One way to ease these problems is to preprocess the magnetogram data as
suggested by Wiegelmann, Inhester, and Sakurai (2006). The preprocessing modifies the
boundary values of B within the error margins of the measurement so that the moduli of
force-free integral constraints of Molodensky (1974) are minimised. The resulting boundary
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values are expected to be more suitable than the original values for an extrapolation into a
force-free field.

In the present work, we use a larger computational domain which accommodates most
of the connectivity within the coronal region, and we also take the uncertainties of measure-
ments in vector magnetograms into account, as suggested in DeRosa et al. (2009). We apply
a preprocessing procedure to Synoptic Optical Long-term Investigations of the Sun (SOLIS)
data in spherical geometry (Tadesse, Wiegelmann, and Inhester, 2009) by taking account of
the curvature of the Sun’s surface. For our observations, performed on 28, 29, and 30 March
2008, respectively, the large field of view contains three active regions (ARs: 10987, 10988,
10989).

The full inversion of SOLIS-Vector Spectromagnetograph (VSM) magnetograms yields
the magnetic filling factor for each pixel, and it also corrects for magneto-optical effects in
the spectral line formation. The full inversion is performed in the framework of the Milne–
Eddington (ME) model (Unno, 1956) only for pixels whose polarisation is above a selected
threshold. Pixels with polarisation below threshold are left undetermined. These data gaps
represent a major difficulty for existing magnetic field extrapolation schemes. Due to the
large area of missing data in the example treated here, the reconstructed field model ob-
tained must be treated with some caution. It is very likely that the field strength in the area
of missing data was small because the inversion procedure, which calculates the surface
field from the Stokes line spectra, abandons the calculation if the signal is below a certain
threshold. However, the magnetic field in the corona is dominated by the strongest flux ele-
ments on the surface, even if they occupy only a small portion of the surface. Thus we are
confident that these dominant flux elements are accounted for in the surface magnetogram,
so that the resulting field model is fairly realistic. At any rate, it is the field close to the real,
which can be constructed from the available sparse data, so we use a procedure which al-
lows us to incorporate measurement error and to treat regions lacking observational data as
in Tadesse et al. (2011). The technique has been tested in Cartesian geometry in Wiegelmann
and Inhester (2010) for synthetic boundary data.

2. Optimisation Principle in Spherical Geometry

Wheatland, Sturrock, and Roumeliotis (2000) proposed that the variational principle be
solved iteratively, which minimises Lorentz forces (Equation (1)) and the divergence of
magnetic field (Equation (2)) throughout the volume of interest, V . Later the proce-
dure was improved by Wiegelmann (2004) for Cartesian geometry in a such way that it
could use only the bottom boundary on the photosphere as input. Here we use an op-
timisation approach for the functional (Lω) in spherical geometry (Wiegelmann, 2007;
Tadesse, Wiegelmann, and Inhester, 2009) and iterate B to minimise Lω . The modifica-
tion concerns the input bottom boundary field Bobs, which the model field B is not forced to
match exactly, but we allow deviations of the order of the observational errors. The modified
variational problem is (Wiegelmann and Inhester, 2010; Tadesse et al., 2011):

B = argmin(Lω)

Lω = Lf + Ld + νLphoto (4)

Lf =
∫

V

ωf(r, θ,φ)B−2
∣∣(∇ × B) × B

∣∣2
r2 sin θ dr dθ dφ

121 Reprinted from the journal



T. Tadesse et al.

Ld =
∫

V

ωd(r, θ,φ)|∇ · B|2r2 sin θ dr dθ dφ

Lphoto =
∫

S

(B − Bobs) · W(θ,φ) · (B − Bobs)r
2 sin θ dθ dφ

where Lf and Ld measure how well the force-free equation (1) and divergence-free condi-
tion (2) are fulfilled, respectively. ωf(r, θ,φ) and ωd(r, θ,φ) are weighting functions for the
force-free term and divergence-free term, respectively, and are identical for this study. The
third integral, Lphoto, is a surface integral over the photosphere which relaxes the field on
the photosphere towards a force-free solution without too much deviation from the original
surface field data, Bobs. In this integral, W(θ,φ) = diag(wradial,wtrans,wtrans) is a diagonal
matrix which gives different weights for observed surface field components depending on its
relative accuracy in measurement. In this sense, lack of data is considered most inaccurate
and is compensated by setting W(θ,φ) to zero in all elements of the matrix.

We use a spherical grid r , θ , φ with nr , nθ , nφ grid points in the direction of radius,
latitude, and longitude, respectively. In the code, we normalise the magnetic field with the
average radial magnetic field on the photosphere and the length scale with a solar radius
for numerical reasons. Figure 1 shows a map of the radial component of the field as colour-
coded with the transverse magnetic field depicted as white arrows. For this particular dataset,
about 86% of the data pixels are undetermined. The method works as follows.

• We compute an initial source surface potential field in the computational domain from
Bobs · r̂, the normal component of the surface field at the photosphere at r = 1R�. The

Figure 1 Surface contour plot of radial magnetic field component and vector field plot of transverse field
with white arrows. The colour coding shows Br on the photosphere. The vertical and horizontal axes show
latitude, θ (in degrees) and longitude, φ (in degrees) on the photosphere. In the area coloured in olive, field
values are lacking. The region inside the black box corresponds to the physical domain where the weighting
function is unity, and the outside region is the buffer zone where it declines to zero. The blue boxes indicate
the domains of the three active regions.
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computation is performed by assuming that a currentless (J = 0 or ∇ ×B = 0) approxima-
tion holds between the photosphere and some spherical surface Ss (source surface where
the magnetic field vector is assumed radial). We compute the solution of this boundary
value problem in a standard form of spherical harmonics expansion.

• We minimise Lω (Equations (4)) iteratively. The model magnetic field B at the surface is
gradually driven towards the observed field Bobs while the field in the volume V relaxes
to force-free. If the observed field, Bobs, is inconsistent, the difference B − Bobs remains
finite depending on the control parameter ν. At data gaps in Bobs, the respective field value
is automatically ignored.

• The iteration stops when Lω becomes stationary as �Lω/Lω < 10−4, where �Lω is the
decrease of Lω during an iterative step.

• A convergence to Lω = 0 yields a perfect force-free and divergence-free state and exact
agreement of the boundary values B with observations Bobs in regions where the elements
of W are greater than zero. For inconsistent boundary data the force-free and solenoidal
conditions can still be fulfilled, but the surface term Lphoto will remain finite. This results
in some deviation of the bottom boundary data from the observations, especially in re-
gions where wradial and wtrans are small. The parameter ν is tuned so that these deviations
do not exceed the local estimated measurement error.

3. Results

In this work, we apply our extrapolation scheme to Milne–Eddington inverted vector mag-
netograph data from the SOLIS survey. As a first step, we remove non-magnetic forces from
the observed surface magnetic field using our spherical preprocessing procedure. The code
takes Bobs as improved boundary condition.

SOLIS-VSM provides full-disk vector magnetograms, but for some individual pixels the
inversion from line profiles to field values may not have been successfully inverted, and
field data there will be missing for these pixels (see Figure 1). The different errors for the
radial and transverse components of Bobs are accounted for by different values for wradial

and wtrans. In this work we used wradial = 20wtrans for the surface preprocessed fields, as the
radial component of Bobs is measured with higher accuracy.

We compute the three-dimensional (3D) magnetic field above the observed surface region
inside a wedge-shaped computational box of volume V , which includes an inner physical
domain V ′ and a buffer zone (the region outside the physical domain), as shown in Figure 2.
The physical domain V ′ is a wedge-shaped volume, with two latitudinal boundaries at θmin =
−26◦ and θmax = 16◦, two longitudinal boundaries at φmin = 129◦ and φmax = 226◦, and two
radial boundaries at the photosphere (r = 1R�) and r = 1.75R�. Note that the longitude
φ is measured from the centre meridian of the back side of the disk. We define V ′ to be
the inner region of V (including the photospheric boundary) with ωf = ωd = 1 everywhere
including its six inner boundaries δV ′. We use a position-dependent weighting function to
introduce a buffer boundary of nd = 10 grid points towards the side and top boundaries of
the computational box, V . The weighting functions ωf and ωd are chosen to be unity within
the inner physical domain V ′ and decline to 0 with a cosine profile in the buffer boundary
region (Wiegelmann, 2004; Tadesse, Wiegelmann, and Inhester, 2009). The framed region
in Figure 1 corresponds to the lower boundary of the physical domain V ′ with a resolution
of 114 × 251 pixels in the photosphere.

The middle panel of Figure 3 shows magnetic field line plots for three consecutive dates
of observation. The top and bottom panels of Figure 3 show the position of the three ac-
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Figure 2 Wedge-shaped
computational box of volume V

with inner physical domain V ′
and a buffer zone. O is the centre
of the Sun.

tive regions on the solar disk for both the SOLIS full-disk magnetogram1 and the Solar and
Heliospheric Observatory (SOHO)/Extreme Ultraviolet Imaging Telescope (EIT)2 image of
the Sun observed at 195 Å on the indicated dates and times. Figure 4 shows some selected
magnetic field lines from reconstruction from the SOLIS magnetograms, zoomed in from
the middle panels of Figure 3. In each column of Figure 4 the field lines are plotted from the
same footpoints to compare the change in topology of the magnetic field over the three-day
period of observation. To compare the fields at the three consecutive days quantitatively, we
computed the vector correlations between the three field configurations. The vector correla-
tion (Cvec) (Schrijver et al., 2006) metric generalises the standard correlation coefficient for
scalar functions and is given by

Cvec =
∑

i vi · ui√∑
i |vi |2

√∑
i |ui |2

(5)

where vi and ui are 3D vectors at grid point i. If the vector fields are identical, then Cvec = 1;
if vi ⊥ ui , then Cvec = 0. The correlations (Cvec) of the 3D magnetic field vectors of 28 and
30 March with respect to the field on 29 March are 0.96 and 0.93, respectively. From these
values we can see that there has been no major change in the magnetic field configuration
during this period.

We also compute the values of the free magnetic energy estimated from the excess energy
of the extrapolated field beyond the potential field satisfying the same Bobs · r̂ boundary
condition. Similar estimates have been made by Régnier and Priest (2007) and Thalmann,
Wiegelmann, and Raouafi (2008) for single active regions observed at other times. From

1http://solis.nso.edu/solis_data.html.
2http://sohowww.nascom.nasa.gov/data/archive.
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Figure 3 Top row: SOLIS-VSM magnetograms of respective dates. Middle row: Magnetic field lines re-
constructed from magnetograms on the top panel. Bottom row: EIT image of the Sun at 195 Å on indicated
dates.

Table 1 The magnetic energy
associated with extrapolated
NLFF field configurations for the
three particular dates.

Date Enlff(1032 erg) Epot(1032 erg) Efree(1032 erg)

28 March 2008 57.34 53.89 3.45

29 March 2008 57.48 54.07 3.41

30 March 2008 57.37 53.93 3.44

the corresponding potential and force-free magnetic field, Bpot and B, respectively, we can
estimate an upper limit to the free magnetic energy associated with coronal currents

Efree = Enlff − Epot = 1

8π

∫
V ′

(
B2

nlff − B2
pot

)
r2 sin θ dr dθ dφ. (6)

The computed energy values are listed in Table 1. The free energy on all three days is about
3.5 × 1032 erg. The magnetic energy associated with the potential field configuration is

125 Reprinted from the journal



T. Tadesse et al.

Figure 4 Some magnetic field line plots reconstructed from SOLIS magnetograms using nonlinear
force-free modelling. The colour coding shows Br on the photosphere.
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Figure 5 Iso-surfaces (ISs) of the absolute nonlinear force-free (NLFF) magnetic energy density
(7.5 × 1016 erg) for the three consecutive dates computed within the entire computational domain.
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Table 2 The percentage of the total magnetic flux shared between the three ARs. �11, �22, and �33 denote
magnetic flux of AR 10989 (left), AR 10988 (middle), and AR 10987 (right) of Figure 1, respectively.

28th 29th 30th

�αβ α = 1 2 3 α = 1 2 3 α = 1 2 3

β = 1 56.37 5.59 0.00 56.50 5.48 0.00 56.50 5.48 0.00

2 13.66 81.12 1.43 13.66 81.22 1.43 13.66 81.22 2.22

3 0.00 0.48 71.47 0.00 0.48 71.80 0.00 0.48 71.80

Elsewhere 29.97 12.82 27.10 29.84 12.82 26.77 29.84 12.82 25.98

Table 3 The percentage of the total electric current shared between the three ARs. I11, I22, and I33 denote
electric current of AR 10989 (left), AR 10988 (middle), and AR 10987 (right) of Figure 1, respectively.

28th 29th 30th

Iαβ α = 1 2 3 α = 1 2 3 α = 1 2 3

β = 1 82.47 0.19 0.00 86.36 0.19 0.00 94.16 0.19 0.00

2 0.65 85.25 1.42 0.65 85.25 1.42 0.65 85.25 3.55

3 0.00 0.38 82.27 0.00 0.38 82.27 0.00 0.38 82.27

Elsewhere 16.88 14.18 16.31 12.99 14.18 16.31 5.19 14.18 14.18

about 54 × 1032 erg. Hence Enlff exceeds Epot by only 6%. Figure 5 shows iso-surface plots
of magnetic energy density in the volume above the active regions. There are strong en-
ergy concentrations above each active region. There were no major changes in the magnetic
energy density over the observation period, and there was no major eruptive phenomenon
during those three days in the region observed.

In our previous work (Tadesse et al., 2011), we have studied the connectivity between
two neighbouring active regions. In this work with an even larger field of view, the three
active regions share a decent amount of magnetic flux compared to their internal flux from
one polarity to the other (see Figure 4). In terms of the electric current they are much more
isolated. In order to quantify these connectivities, we have calculated the magnetic flux and
the electric currents shared between active regions. For the magnetic flux, e.g., we use

�αβ =
∑

i

|Bi · r̂|R2
� sin(θi)�θi�φi (7)

where the summation is over all pixels of ARα from which the field line ends in ARβ or
i ∈ ARα‖ conjugate footpoint(i) ∈ ARβ . The indices α and β denote the active regions and
the index number 1 corresponds to AR 10989, 2 to AR 10988, and 3 to AR 10987 of Fig-
ure 1. For the electric current we replace the magnetic field, Bi · r̂ , by the vertical current
density Ji · r̂ in Equation (7). Whenever the end point of a field line falls outside (blue rect-
angles in Figure 1) the three ARs, we categorise it as ending elsewhere. Tables 2 and 3,
respectively, show the percentage of the total magnetic flux and electric current shared be-
tween the three ARs. For example, the first column of Table 2 shows that 56.37% of positive
polarity of AR1 is connected to negative polarity of AR1; line 2 shows that 13.66% of pos-
itive/negative polarity of AR1 is connected to positive/negative polarity of AR2, and line 3
shows that there are no field lines (0%) connecting positive/negative polarity of AR1 with
positive/negative polarity of AR3. The same technique applies for Table 3. The three active
regions are magnetically connected but much less so by electric currents.
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4. Conclusions

We have investigated the coronal magnetic field associated with three ARs: 10987, 10987,
and 10989, on 28, 29, and 30 March 2008 by analysing SOLIS-VSM data. We used an
optimisation method for the reconstruction of NLFF coronal magnetic fields in spherical
geometry by restricting the code to limited parts of the Sun (Wiegelmann, 2007; Tadesse,
Wiegelmann, and Inhester, 2009; Tadesse et al., 2011). The code was modified so that it
allows us to deal with lacking data and regions with poor signal-to-noise ratio in a systematic
manner (Wiegelmann and Inhester, 2010; Tadesse et al., 2011).

We have studied the time evolution of the magnetic field over the three-day period and
found no major changes in topologies, as there was no major eruption event. The magnetic
energies calculated in the large wedge-shaped computational box above the three ARs were
not far apart in value. This is the first study which contains three well-separated ARs in
our model. It was made possible by the use of spherical coordinates, allowing us to analyse
linkage between the ARs. The ARs share a decent amount of magnetic flux compared to
their internal flux from one polarity to the other. However, in terms of electric current they
are much more isolated.
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Abstract In the last decades, force-free-field modelling has been used extensively to de-
scribe the coronal magnetic field and to better understand the physics of solar eruptions at
different scales. Especially the evolution of active regions has been studied by successive
equilibria in which each computed magnetic configuration is subject to an evolving pho-
tospheric distribution of magnetic field and/or electric-current density. This technique of
successive equilibria has been successful in describing the rate of change of the energetics
for observed active regions. Nevertheless the change in magnetic configuration due to the
increase/decrease of electric current for different force-free models (potential, linear and
nonlinear force-free fields) has never been studied in detail before. Here we focus especially
on the evolution of the free magnetic energy, the location of the excess of energy, and the dis-
tribution of electric currents in the corona. For this purpose, we use an idealised active region
characterised by four main polarities and a satellite polarity, allowing us to specify a com-
plex topology and sheared arcades to the coronal magnetic field but no twisted flux bundles.
We investigate the changes in the geometry and connectivity of field lines, the magnetic
energy and current-density content as well as the evolution of null points. Increasing the
photospheric current density in the magnetic configuration does not dramatically change the
energy-storage processes within the active region even if the magnetic topology is slightly
modified. We conclude that for reasonable values of the photospheric current density (the
force-free parameter α < 0.25 Mm−1), the magnetic configurations studied do change but
not dramatically: i) the original null point stays nearly at the same location, ii) the field-line
geometry and connectivity are slightly modified, iii) even if the free magnetic energy is sig-
nificantly increased, the energy storage happens at the same location. This extensive study
of different force-free models for a simple magnetic configuration shows that some topo-
logical elements of an observed active region, such as null points, can be reproduced with
confidence only by considering the potential-field approximation. This study is a prelimi-

Solar Flare Magnetic Fields and Plasmas
Guest Editors: Y. Fan and G.H. Fisher

S. Régnier (�)
Jeremiah Horrocks Institute, University of Central Lancashire, Preston, Lancashire PR1 2HE, UK
e-mail: SRegnier@uclan.ac.uk

131 Reprinted from the journal

mailto:SRegnier@uclan.ac.uk


S. Régnier

nary work aiming at understanding the effects of electric currents generated by characteristic
photospheric motions on the structure and evolution of the coronal magnetic field.

Keywords Magnetic fields, corona · Active regions, structure · Electric currents and
current sheets

1. Introduction

One key unsolved issue in solar physics is the generation and effects of electric currents from
photospheric motions on the stressed and sheared coronal magnetic field. With the develop-
ment of reliable techniques such as coronal magnetic-field extrapolations based on complex
distributions of photospheric currents (e.g., reviews by Régnier, 2007; Wiegelmann, 2008), it
is important to understand how a modelled magnetic-field configuration is subject to change
due to slight modifications of the photospheric-current distribution and thus the difference
between several force-free assumptions using the same boundary conditions. The main aim
is to understand these changes in the geometry and topology of field lines assuming that
the magnetic field is in a force-free equilibrium. In Régnier and Priest (2007), we have per-
formed a first comparison between four different active regions with different behaviours
due to the complex distribution of the photospheric field and of the electric currents repre-
senting the history of the evolution of the active region. This comparison was done for the
same force-free model, namely the nonlinear force-free field. We showed that, statistically
speaking, the magnetic-field lines are longer and higher in a nonlinear force-free field com-
pared to the corresponding potential field. To develop our understanding of the effects of
electric currents on magnetic configurations, Régnier (2009) compared the behaviour of a
simple bipolar field subject to different distributions of electric current using different force-
free models. The bipolar field has been studied in terms of magnetic-energy storage and
magnetic-helicity changes. We showed that the amount of electric currents that can be in-
jected in a magnetic-equilibrium configuration depends strongly on the spatial distribution
of the currents, the existence of return currents having a stabilising effect on the magnetic
configuration. The next step developed in this article is to understand the effects of electric
currents on a magnetic configuration having predominant topological elements (i.e. a null
point in the domain of interest).

In the past decades, magnetic topology has become a key ingredient in understanding the
origin of flares in active regions.

The general definition of magnetic topology concerns the properties of magnetic-field
lines and magnetic-flux surfaces that are invariant under continuous deformation in plasma
conditions satisfying the frozen-in assumption (Low, 2006, 2007; Janse, Low, and Parker,
2010; Berger and Prior, 2006). This definition implies that the number of null points does
not change and the connectivity of field lines rigidly anchored to the boundaries of the do-
main is also invariant under the above conditions. However, we focus here on the evolution
of topological elements and connectivity of field lines obtained from force-free models: the
field lines are not rigidly anchored (the models allow for reconnection of field lines) in order
to maintain a force-free state. Since the magnetic topology is not required to be preserved,
we restrict the definition of the magnetic topology for a given equilibrium state to the en-
semble of topological elements forming the magnetic skeleton (Bungey, Titov, and Priest,
1996). Despite an extensive literature on magnetic topology, the theoretical background in
three dimensions was developed only recently (see review by Priest and Forbes, 2000). The
3D topological elements constituting the skeleton of a magnetic configuration can be divided

Reprinted from the journal 132



Magnetic Energy and Current Density

into two parts: the true topology containing null points, separatrix surfaces, and separators,
and the quasi-topology including quasi-separatrix layers and hyperbolic flux tubes (and the
true topology). We focus especially on the location and properties of null points as a proxy
for describing the topology of magnetic configuration. This study aims at understanding the
possible changes of properties and location of null points subject to the continuous variation
of a free parameter in various force-free models.

It has been proven that the topological elements of a coronal magnetic configuration are
of prime importance to study the onset of flares and coronal mass ejections (CMEs). For in-
stance, in the classical model of a flare, magnetic reconnection occurs at a null point or in a
current sheet formed along a topological element. Combining observations and coronal-field
models, Aulanier et al. (2000) have shown that a powerful flare associated with a CME in-
volves a coronal null point and a spine field line. This topological study in conjunction with
EUV observations supports the breakout model (Antiochos, Devore, and Klimchuk, 1999)
as a triggering mechanism for this particular event. Recently, Zhao et al. (2008) have derived
the skeleton of an active region and its temporal evolution before and after an eruptive event.
The authors have found several coronal null points in a quasi-force-free field configuration.
Unfortunately, the null points found by Zhao et al. (2008) did not satisfy the properties of
null points for force-free fields and for divergence-free fields (see Appendix A). Other topo-
logical studies have been carried out to better understand the release of magnetic energy and
the reconnection processes in active region evolution (Démoulin, Hénoux, and Mandrini,
1994; Deng et al., 2005; Barnes, Longcope, and Leka, 2005; Régnier and Canfield, 2006;
Li et al., 2006; Luoni et al., 2007; Barnes, 2007), during blinkers (Subramanian et al.,
2008), and in the quiet Sun (Schrijver and Title, 2002; Close, Heyvaerts, and Priest, 2004;
Régnier, Parnell, and Haynes, 2008)

Our work has been motivated by two earlier articles on this topic by Démoulin, Hé-
noux, and Mandrini (1994) and Hudson and Wheatland (1999). Démoulin, Hénoux, and
Mandrini (1994) have compared the topology of potential and linear force-free fields for a
quadrupolar configuration with a coronal null. They found that the topology is similar for
the point-charge model but they also noticed that for a bipolar model (based on extended
sources) another null can be created in the linear force-free configuration for large value of
the force-free parameter [α]. Based on the point-charge model, Bungey, Titov, and Priest
(1996) reached the same conclusion for different charge distributions. Hudson and Wheat-
land (1999) have considered a symmetric quadrupolar distribution to study the connectivity
of field lines for potential, linear, and nonlinear force-free fields. They concluded that the
topology can be drastically different from one model to the other. For non-symmetric cases,
Brown and Priest (2000) have found that the topology of a force-free configuration can be
similar using the point-charge model. As a step forward to the understanding of the mag-
netic topology of reconstructed coronal fields, we carry out a comparison between different
models of magnetic fields (potential, linear and nonlinear force-free fields) for a configura-
tion having a coronal null point assuming a continuous distribution of magnetic field at the
bottom boundary and no symmetry. We describe the changes in the magnetic configurations
based on the evolution of the geometry and connectivity of magnetic-field lines and in terms
of distribution of magnetic energy and electric currents. In addition, we study the properties
of null points as a proxy of the complexity of the field, keeping in mind that the separa-
tors and separatrices play an important role in the release of magnetic energy (e.g., Priest,
Longcope, and Heyvaerts, 2005). It is worth noticing that we only focus on the modelling of
magnetic-field equilibria and their changes through the increase of electric currents, whilst
recently Santos, Büchner, and Otto (2011) have described the changes in magnetic fields
subject to characteristic photospheric motions using a magnetohydrodynamic (MHD) ap-
proach. They have found that the topology of a quadrupolar magnetic field remains stable
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Figure 1 (Left) Quadrupolar distribution of the vertical component of the magnetic field [Bz] used as initial
field (black and white are negative (N1 and N2) and positive (P1 and P2) polarities). The total magnetic flux
is balanced. (Right) Close-up of a few field lines (red and green) depicting the geometry and topology of
the potential-field configuration. White polarities and red contours (black polarities and blue contours) are
positive (negative) values of Bz .

whatever the perturbations imposed even in the case of strong currents. The authors claimed
that their results can easily be generalised to more complex magnetic-field distributions and
non-generic and symmetric cases. Despite their sophisticated MHD approach, they do not
study the changes in magnetic energy or in the connectivity of field lines.

In Section 2.1, we construct a magnetic configuration with a coronal null point from
which we will reconstruct the different models (see Section 2.2). We thus analyse the geom-
etry of field lines in Section 3 and their connectivity in Section 4. The change in topology in
the different models is discussed in Section 5. In addition, we study how the magnetic energy
is stored (Section 6) and the electric currents are concentrated (Section 7). In Section 8, we
discuss the implications for future topological studies from reconstructed magnetic fields.

2. Constructing a Coronal Null Point

2.1. The Potential-Field Distribution

We first build a quadrupolar distribution of the vertical component of the magnetic field [Bz]
at the bottom boundary (see Figure 1 left). The polarities are defined as Gaussian distribu-
tions with the field strength at the centre and the width of the distribution as free parameters:
N1 and N2 (P1 and P2) are negative (positive) polarities. To realistically model a solar active
region, we assume that the spatial resolution is 1 Mm giving a characteristic size of 140 Mm.
The four polarities are placed such that there is no symmetry. Each polarity has a maximum
field strength of 2000 G in absolute value and a different width of the Gaussian distribution.
The total magnetic flux is balanced.

From the magnetogram depicted in Figure 1 left, we compute the potential field in the
coronal volume [
: 140 pixels × 140 pixels × 120 pixels] imposing closed boundary con-
ditions on the sides and top of the computational box. A few magnetic field lines have been
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Figure 2 (Left) Distribution of the vertical component of the magnetic field at the bottom boundary (black
and white for negative and positive polarities); (Right) Typical ring distribution of Jz that we impose on the
positive polarities.

selected in Figure 1 right to show the geometry and topology of the potential field associated
with this quadrupolar distribution. There is no null point in the potential-field configuration.
However, the magnetic configuration has a topology characterised by quasi-separatrix layers
(QSLs) as shown in Figure 1 right, by the red field lines dividing the domain in four distinct
regions. The study of the QSLs is beyond the scope of this article. We note that the simplest
magnetic configuration with a topology is a configuration with three polarities as studied in
detail by Brown and Priest (1999). We have chosen a quadrupolar configuration in order to
confine the null point inside the strong-field region.

To create a coronal null point, we emerge a polarity N3 (negative in this experiment) at
the location where there is a field-strength minimum of the quadrupolar distribution (see
Figure 2 left). The total magnetic flux is kept balanced. We then compute the potential field
associated with this new magnetogram, and with the same boundary conditions as in the
quadrupolar case. The height of the null point depends on the field strength of the polarity
N3: for a maximum field strength of –800 G, the null point is located 6.9 Mm above the
bottom boundary (see also Table 1). In the following experiment, we will use the vertical
component of the magnetic field depicted in Figure 2 left as a boundary condition for the
different force-free models.

2.2. The Magnetic-Field Models

2.2.1. The Grad–Rubin Algorithm

The computed linear and nonlinear force-free fields are based on the Grad and Rubin (1958)
numerical scheme described by Amari et al. (1997, 1999) and Amari, Boulmezaoud, and
Aly (2006). The same boundary conditions are used for all the models: the vertical magnetic-
field component everywhere and the distribution of α in one chosen polarity on the bottom
boundary, and closed boundary conditions on the sides and top of the computational box.
Using the same boundary conditions for all models allows us to perform a direct comparison
of the magnetic energy and the topology of the different magnetic configurations.
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The force-free field in the volume above the bottom boundary is thus governed by the
following equations:

∇ × B = αB, (1)

B · ∇α = 0, (2)

∇ · B = 0, (3)

where B is the magnetic-field vector in the domain 
 above the photosphere [δ
], and α is
a function of space defined as the ratio of the vertical current density [Jz], and the vertical
magnetic field component [Bz]. From Equation (2), α is constant along a field line. In terms
of the magnetic field B, the Grad–Rubin iterative scheme can be written as follows:

B(n) · ∇α(n) = 0 in 
, (4)

α(n)|δ
± = h, (5)

where δ
± is defined as the domain on the photosphere for which Bz is positive (+) or
negative (−) and,

∇ × B(n+1) = α(n)B(n) in 
, (6)

∇ · B(n+1) = 0 in 
, (7)

B(n+1)
z |δ
 = g, (8)

lim|r|→∞ |B| = 0. (9)

The boundary conditions on the photosphere are given by the distribution [g] of Bz on
δ
 (see Equation (8)) and by the distribution [h] of α on δ
 for a given polarity (see
Equation (5)). We also impose that

Bn = 0 on � − δ
 (10)

where � is the surface of the computational box, n refers to the component normal to the
surface. These conditions mean that no field line can enter or leave the computational box.
To ensure the latter condition, we have chosen a bottom boundary large enough for the
magnetic-field strength to tend to zero near the edges of the field-of-view.

2.2.2. Linear Force-Free Fields

The linear force-free models are based on the Grad–Rubin algorithm where the distribution
of α is a constant. We choose values of α ranging from –1 to 1 Mm−1 with a step δα =
0.02 Mm−1. These α values correspond to active-region values reported, for instance, by
Leka and Skumanich (1999) and computed by assuming that the measured photospheric
field is force-free.
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2.2.3. Nonlinear Force-Free Fields

In addition to the vertical component of the magnetic field, the Grad–Rubin scheme requires
a distribution for the current density [or α] in order to derive the nonlinear force-free field.
Our choice goes to the so-called ring distribution defined by a second-order Hermite poly-
nomial function as follows:

Jz = 2Jz0

[
r2 − C0

]
exp

(
− r2

σ 2

)
, (11)

where r is measured from the centre of the source and C0 is a constant that ensures a zero
net current. An example of a ring distribution is depicted in Figure 2 right. For the sake of
comparison, we choose Jz0 [−20,−10,10,20] mA m−2, which are characteristic values of
the current density in active regions as has been measured in the photosphere from vector
magnetograms (e.g., Leka and Skumanich, 1999). The distribution of α is then given by

α = μ0Jz

Bz

. (12)

In accordance with the Grad–Rubin mathematically well-posed boundary-value problem,
we impose the distribution of α in one chosen polarity (the positive polarities in this experi-
ment) as boundary condition for the nonlinear force-free field. We use the same grid and the
same side and top boundary conditions as for the potential and linear force-free fields.

This particular choice of the vertical current distribution is justified by the study reported
by Régnier (2009), which analysed the behaviour of a simple bipolar field under the as-
sumption of a nonlinear force-free field by using several distribution of Jz (or α). This study
showed that the ring distribution of current gives magnetic configurations that are more
stable, and in which a large amount of current can be injected. The conclusion is easily
explained by the stabilising effects of the return currents. Ring-current distributions have
been used before for simulating twisted flux tubes in MHD models (Magara and Longcope,
2003).

3. Statistical Study of Field-Line Geometry

To study the differences between the different magnetic configurations obtained for each
model, the first step is to analyse the changes in the geometry of field lines. So we first
select field lines by considering their footpoints with a field strength above 100 G in absolute
value. In the following, we will focus on four different distributions, which are characteristic
of this study: the potential field, two linear force-free field configurations for α = −0.62 and
0.74 Mm−1, and one nonlinear force-free field with Jz0 = 20 mA m−2.

In Figure 3, the scatter plots of the length and height of the selected field lines are shown
for the four configurations. It is clear that the injection of electric currents in a magnetic
configuration changes, in a statistical sense, the geometry of field lines compared to the
potential field but not the same way for each model. The changes in geometry are more
pronounced for the linear force-free models whilst the geometry remains similar for the
nonlinear force-free field. As mentioned above, the similarity of the nonlinear force-free
model and the potential field and the differences with the linear force-free fields are due to
the existence of return currents and their stabilising effects. We now study more closely how
the changes in the geometry of field lines evolve when the current density is increased. In
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Figure 3 Scatter plots of the length and height of selected field lines for (a) the potential field, (b) and (c)
the linear force-free field with α = −0.62 and 0.74 Mm−1 respectively, and (d) the nonlinear force-free field
with Jz0 = 20 mA m−2.

Figure 4, we plot the cumulative-distribution functions of the length (left) and height (right)
of selected field lines. We determine that 50% of the field lines are shorter than 25 Mm
and lower than 5 Mm for the potential field, whilst 50% of the field lines reaches 50 Mm
in length and 15 Mm in height for α = 1 Mm−1. The differences between the different
linear force-free models occur for field lines longer than 50 Mm and higher than 10 Mm.
We also notice that the main differences occur for values of α greater than 0.25 Mm−1.
The CDFs are consistent with the analysis of Régnier and Priest (2007): by studying the
force-free-field configurations of four different active regions, the authors have concluded
that, statistically, the field lines in a nonlinear force-free field are longer and higher than for
the corresponding potential-field configuration. We will later refer to values of α less than
0.25 Mm−1 as reasonable values of α.

4. Field-Line Connectivity

To depict the connectivity of the field lines, we associate, on a 2D map, the location of the
footpoint of a field line to its length. The connectivity plots are drawn for the four char-
acteristic force-free fields in Figure 5. We first notice that the connectivity of the parasitic
polarity is not modified for the different models. The changes of connectivity mostly affect
the field lines on the outer edges of the polarities and not the regions of strong magnetic-field
concentrations. It is worth noticing that the Grad–Rubin algorithm computes the nonlinear
force-free field from the positive polarities. For the linear force-free fields, we notice that
the long field lines are moved counter-clockwise (clockwise) when the negative (positive)
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Figure 4 Cumulative distribution function [CDF] for the linear force-free models (coloured curves for the
different values of α) for the field-line length (left) and the field line height (right). We only plot the distribu-
tion for positive values of α to avoid confusion.

Figure 5 Connectivity maps for a restricted field of view (x = [30,110], y = [30,110]) depicting the field
lines having the same length for the potential field (top left), the force-free field with α = −0.62 Mm−1 (top
right) and α = 0.74 Mm−1 (bottom left), and the nonlinear force-free field with Jz0 = 20 mA m−2 (bottom
right). The colour bar indicates the loop lengths in Mm.

values of α are increased in absolute value. For the nonlinear force-free field, a positive
(negative) value of Jz0 gives the same behaviour as a negative (positive) value of α in the
linear force-free configurations. Therefore the connectivity of field lines depends strongly
on the amount of electric current injected in the magnetic configurations.
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Figure 6 Location of the null
point (yellow triangle) located at
z = 6.9 Mm in the potential-field
configuration. The background
image is the distribution of the
vertical component of the
magnetic field (black and white
for negative and positive
polarities).

Figure 7 Same as Figure 6: (Left) linear force-free fields with α varying from −1 to 1 Mm−1. NP0 is
depicted by a square symbol whilst other null points are depicted by a diamond (circle) symbol when their
height is greater (lower) than NP0. (Right) nonlinear force-free fields with Jz0 = [−20,−10,10,20] mA m−2

(diamonds).

5. Null Point Properties

5.1. Location of Null Points

We locate the null points within the magnetic configurations using the trilinear interpolation
method developed by Haynes and Parnell (2007). We then compare the location of the null
points for the different models. We plot the location of the null points onto the x–y-plane
for the potential field in Figure 6, for the linear force-free fields with α between −1 and
1 Mm−1 in Figure 7 left, and for the nonlinear force-free fields using several values of Jz0

in Figure 7 right. There is only one null point NP0 in the potential field located 6.9 Mm
above the parasitic negative polarity (see Figure 6). In Figure 7, the null points present in
the magnetic configuration for both the linear and nonlinear force-free fields can be divided
into two groups:

i) Near the location of the potential null point, a null point is found for all models whatever
the value of the current density or the force-free parameter α.

ii) Other null points can appear mostly near the boundaries but also in strong field regions.
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Figure 8 Height of the null
points in the potential and linear
force-free field models for α

varying from −1 to 1 Mm−1.
The dashed line indicates the
height of NP0 in the potential
configuration. Triangles
(diamonds) indicate positive
(negative) null points.

For the first group, we conclude that the null point NP0 created in the potential field is stable
in the other models, and its location is just slightly influenced by the current density: the null
point is moving up and down, left and right depending on the sign of the current density. For
the second group, we can already notice that most of the null points are located near the side
boundaries, and in addition the null point NP1 is moving towards strong-field regions when
α is increased (see Figure 7 left). However, we need to investigate the properties of the null
point to draw conclusions (see Section 5.2).

In Figure 8, we plot the distribution of null points as a function of height for the linear
force-free configurations. We indicate the sign of the null points: triangles (diamonds) for
positive (negative) null points. This plot allows us to track the null points depending on the
value of the parameter α and on the sign of the null points. We notice that the potential-field
null point NP0 evolves smoothly when the α parameter (in absolute value) increases: the
null point height varies continuously from 4 Mm to 7.5 Mm whilst the null point height in
the potential field is 6.9 Mm as indicated by the dashed line in Figure 8 (see also Table 1).

Other null points appear when |α| > 0.1 Mm−1 (see Figure 8). We obtain up to five null
points at α ≈ 0.7 Mm−1 (see Table 1). Several null points are located near the bottom bound-
ary. All null points are at a height less than 40 Mm (one-third of the vertical length of the
computational box) where the bipolar field is dominant: the complexity of the quadrupolar
and parasitic polarities is located below 40 Mm. Note that the bipolarisation of the magnetic
field and its associated height are also measures of the complexity of the magnetic field.

The height of the stable null point decreases when α is negative and it increases when α

is positive. Nevertheless for α > 0.5 Mm−1, the height starts to decrease, influenced by the
null point NP1 propagating in the strong field region towards NP0 (see Figure 7 left).

In Figure 7 right, we find the same groups of null points for the nonlinear force-free
fields. We note that, for this experiment, a nonlinear force-free field with negative (positive)
values of Jz0 has the same behaviour as a linear force-free field with positive (negative)
values of α.

5.2. Properties

As discussed in Appendix A, the null points can be classified as negative and positive de-
pending on whether the fan field lines are radiating in or out, respectively, from the null
point. To derive the spectral properties of a null point, we first need to derive the Jacobian
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Table 1 Properties of null points (type, location, eigenvalues) for the potential, linear force-free fields with
α = [−0.62,0.74] Mm−1 and nonlinear force-free fields with Jz0 = [−20,−10,10,20] mA m−2. aOne real
and two complex eigenvalues (only the real parts are reported).

Model α or Jz0 Type Location Eigenvalues

(x0, y0, z0) (λ1 = ±ρJ , λ2, λ3)

Potential + (64.30, 72.94, 6.90) (−0.026,0.021,5.5 × 10−3)

Linear −0.62 + (63.43,71.2,5.63) (−0.032,0.023,9.28 × 10−3)

Force-Free − (68.8,134.9,5.12) (9.26,−4.8,−4.8) × 10−5 a

[α] 0.74 + (65.8,74.2,6.78) (−0.026,0.021,5.7 × 10−3)

+ (6.14,85.2,6 × 10−4) (−2.68,2.28,0.836) × 10−4

− (64.31,81.63,17.62) (5.8,−4.5,−1.0) × 10−3

− (4.22,83.12,4.85) (5.83,−3.17,−3.17) × 10−5 a

+ (4.58,82.44,7.21) (−10,4.86,4.86) × 10−5 a

Nonlinear −20 + (65.54,73.57,6.31) (−0.024,0.019,4.86 × 10−3)

Force-Free − (63.54,79.64,17.23) (4.71,−3.78,−0.88) × 10−3

[Jz0] + (15.70,108.5,36.98) (−4.38,3.72,0.35) × 10−5

−10 + (64.84,73.39,6.77) (−0.021,0.017,4.55 × 10−3)

− (52.33,89.19,30.59) (4.02,−3.83,−0.21) × 10−4

+ (40.44,100.7,36.39) (−1.17,1.13,0.028) × 10−4

10 + (63.87,72.49,7.12) (−0.020,0.016,4.24 × 10−3)

− (30.59,124.7,0.06) (7.27,−6.62,−0.69) × 10−5

20 + (63.53,72.10,7.65) (−0.024,0.019,4.9 × 10−3)

− (34.29,114.3,0.025) (7.6,−5.9,−1.9) × 10−4

− (35.82,112.5,14.29) (6.8,−6.3,−0.66) × 10−4

matrix and then to compute the eigenvalues. To describe these properties, we thus introduce
a quantity that helps us to classify the nature of the null points, the spectral radius of the
Jacobian matrix [ρJ], as follows:

ρJ = max
i

(|λi |
)

for i = 1,2,3 (13)

where the λi are the (real or complex) eigenvalues of the Jacobian matrix. For a Jacobian
matrix having two complex-conjugate eigenvalues, the spectral radius [ρJ] is the real eigen-
value for a divergence-free magnetic field.

In Table 1, we summarise the properties of the null points (type, location, eigen-
values, spectral radius) for the potential field, the linear force-free fields with α =
[−0.62,0.74] Mm−1, and the nonlinear force-free fields with Jz0 = [−20,−10,10,

20] mA m−2. The eigenvalues are sorted in such way that the spectral radius corresponds
to the absolute value of the first eigenvalue. The null point present in the potential config-
uration is a positive null point with one negative and two positive eigenvalues. This null
point [NP0] is also present in the linear and nonlinear force-free configurations with a slight
displacement up and down, left and right depending on the sign of the α values. Thus, the
null point [NP0] originally created in the potential field is stable for all force-free models.
In particular, NP0 is always a positive null point and the spectral radius is almost constant.
Therefore we conjecture that the spectral radius gives a good proxy for the stability of a
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Figure 9 Magnetic energy [Em]
relative to the potential field
energy [Epot] as a function of the

force-free parameter [α: Mm−1]
for the linear force-free
extrapolations. The solid lines
indicate the relative energy levels
Em/Epot for the nonlinear
force-free extrapolations for
Jz0 = [−20,−10,10,20] mA m−2.

null point in a magnetic-field configuration. Note that a large spectral radius indicates large
magnetic-field gradients.

In addition to NP0, other null points can appear in the magnetic configuration depending
on the strength of the current density. It is noticeable that null points are mostly created in
pairs (negative and positive null points) or they have complex eigenvalues. The latter case,
which indeed cannot exist in the force-free assumption, corresponds to null points appearing
at locations where

i) the Taylor expansion in the vicinity of the null point is not valid anymore, or
ii) the null-point finder algorithm breaks down, or

iii) the Jacobian matrix elements cannot be derived with enough accuracy (especially in
weak-field regions).

Note that we only found four values of α (among 120) for which complex-conjugate eigen-
values exist.

6. Magnetic Energy Budget

6.1. Total Magnetic Energy

In Figure 9, we plot the magnetic energy [Em] above the potential-field energy [Epot] in the
computational volume [
]. As the potential field is a minimum-energy state, Em is always
above Epot. The latter inequality is true if and only if both the force-free and potential fields
are computed with the same normal component of the magnetic field on each side of the
computational box.

The energy curve as a function of α is similar to the second-order polynomial curve
obtained in Figure 11 of Régnier and Priest (2007) for a solar active region. For α ranging
from −1 to 1 Mm−1, the magnetic energy of linear force-free fields is not more 50% of
the potential-field energy. The curve of the free magnetic energy as a function of α is not
symmetric with respect to the potential field [α = 0]: the magnetic energy is increasing more
rapidly for the positive values of α.

The different levels of magnetic energy for the nonlinear force-free fields are plotted
in Figure 9 as straight solid lines: Em/Epot = [1.0279,1.0065,1.0058,1.022] for Jz0 =
[−20,−10,10,20] mA m−2, respectively. This small amount of magnetic energy stored in
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Figure 10 Energy-density maps integrated along the z-axis (in arbitrary unit) for the potential field (top left),
the force-free field with α = −0.62 Mm−1 (top right) and α = 0.74 Mm−1 (bottom left), and the nonlinear
force-free field with Jz0 = 20 mA m−2 (bottom right). The colour bar indicates the energy density in arbitrary
units.

the nonlinear force-free configurations (less than 3%) is a consequence of the particular
current distribution: the ring distribution has no net current in a single polarity and return
currents on the edges of the flux bundles, which confine the magnetic field in strong-field
regions without generating twisted flux bundles.

6.2. Energy Density Distributions

In Figure 10, we plot the magnetic-energy density integrated along the z-axis to study the
distribution of the magnetic energy of the four magnetic fields analysed above. For the poten-
tial field, the distribution of the energy density is dominated by the energy (or field strength)
near the bottom boundary for the five magnetic polarities. We notice that there is a local
minimum of magnetic-energy density where the null point NP0 is located. In addition, there
is another obvious local minimum located on the other side of the parasitic polarity with
respect to NP0 (location: x = 62, y = 78). For the two linear force-free fields, the magnetic-
energy-density distribution is dominated by the four polarities of the initial quadrupolar field
where the magnetic-field strength is large, whilst the parasitic polarity does not influence the
distribution. Again we notice that there is a strong local minimum at the location of NP0 and
in addition there is an annulus-like series of local minima connecting NP0 and NP1 around
the parasitic polarity. The other null points located in weak-field regions are not observed
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on the energy-density maps. For the nonlinear force-free field, the energy-density distribu-
tion looks very much like the distribution of the potential field with a maximum of energy
density slightly increased.

We notice that we are able to easily identify null points as local minima in the distribution
of energy density where strong magnetic-field gradients are observed (large spectral radius).

7. Electric Currents

In Figure 11, we plot the electric-current density integrated along the z-axis for three of the
four characteristic magnetic-field computations. We have computed the three components
of the current density from the curl of the magnetic field and then plotted the current-density
strength (or modulus). The potential field has zero electric current (or only tiny currents due
to the errors when the magnetic-field components are differentiated). The distribution of the
current density is different from the distributions of the energy density (see Figure 10). The
five polarities contribute a large amount to the current-density distribution. As noticed for
the energy-density distribution, there exists a local minimum where the null point NP0 is
located, and an annulus-like series of local minima exists connecting the null points NP0
and NP1 in the linear force-free fields. For the nonlinear force-free-field configuration, the
electric-current-density distribution is similar to the linear force-free distribution with a local
minimum at the location of NP0.

Except for the location of null points, it is not obvious where to locate with this method
the other topological elements where the current density is supposed to be increased. This
shows that, for this configuration, the storage of current density along topological elements
is not an efficient mechanism compared to the current density stored in the strong-field
regions above the magnetic polarities.

8. Discussion and Conclusions

We investigated the changes in the magnetic-field configurations obtained for different
force-free models (potential, linear and nonlinear force-free fields) using the same bound-
ary conditions. We analysed the changes in terms of geometry and connectivity of field
lines, magnetic energy, and electric-current distributions. We performed this analysis for a
continuous magnetic-field distribution with no symmetry. We imposed an electric-current
distribution that we have proven to be stable when a large amount of current is injected into
the magnetic configuration (Régnier, 2009). Despite the previous works on this topic, we
have here provided an extended analysis of magnetic configurations with a topology that
has never been performed before.

For this experiment, the initial configuration corresponds to a potential field with five
sources (two large bipoles and one parasitic polarity) having a null point NP0 in the corona.
By injecting currents in the magnetic configuration, the geometry and topology of the linear
and nonlinear force-free configurations are modified such that:

• The geometry of the field lines is modified similarly to previous results obtained on the
same topic: statistically, the field lines are higher and longer when the absolute value of
electric current is increased.

• The connectivity of the field lines can be strongly modified near the topological elements
(where the connectivity is changed rapidly).
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• The initial null point NP0 is moved slightly up or down when the force-free parameter [α]
varies but remains with the same basic properties, in particular the spectral radius remains
almost constant.

• Other null points (up to five) can appear in the magnetic configurations; most of them are
located near the boundaries but one [NP1] of which propagates towards the strong-field
region when the current density is increased.

• The magnetic energy and current distributions can highlight the location of stable null
points where strong magnetic-field gradients are present.

We also noticed that for reasonable values of the electric current injected or the force-
free parameter α (< 0.25 Mm−1 in this experiment) the magnetic configuration is almost not
modified compared to the potential-field configuration.

We thus state that null points existing in potential-field configurations are also present
in force-free configurations with the same properties (e.g., sign, spectral radius). This state-
ment means that the null points found in a potential field with a large spectral radius can be
considered as stable null points in other magnetic-field models. Even if true for this exper-
iment, we need to confirm this statement in a future statistical study of solar active-region
magnetic fields. It is important to note here that this statement is true i) when the force-free
fields are computed with the same boundary conditions, and ii) when there is no noise in
the datasets. In Appendix B, we note that the null points in potential-field configurations are
slightly affected by boundary conditions (periodic, closed, . . . ), spatial resolution or size of
field-of-view: the null point with the strongest spectral radius remains stable.

From this study, we also provide a benchmark for analysing the topology of a magnetic
configuration: it is possible to retrieve important information about the topology just by
analysing the distribution of magnetic-energy density and of the electric-current density
in the volume. Moreover, we emphasise the importance of checking the divergence-free
property of the magnetic field in the vicinity of a null point.

Acknowledgements SR thanks Eric Priest and Clare Parnell (University of St Andrews) for fruitful dis-
cussions on this topic. The computations of force-free field extrapolations have been performed using the
XTRAPOL code developed by T. Amari (Ecole Polytechnique, France).

Appendix A: Null Point Description

As a first approximation, we assume that the magnetic field around the null point approaches
zero linearly. The magnetic field [B] near a neutral point can then be expressed as a first-
order Taylor expansion:

B = M · r, (14)

where M is the Jacobian matrix with elements Mij = ∂Bi/∂xj for all i, j = 1,2,3 and r is
the position vector (x, y, z). The Jacobian matrix has some interesting properties:

i) As the magnetic field is divergence-free, Tr(M) = 0 – this property holds at each point
of the magnetic-field configuration.

ii) For potential and force-free fields that satisfy ∇ ∧ B = 0 or ∇ ∧ B = αB, M is sym-
metric at the location of the null point. Therefore, M has three real eigenvalues and the
eigenvectors are orthogonal.

From the first property and for force-free fields, we obtain the following relationship be-
tween the three real eigenvalues (λ1, λ2, λ3):

λ1 + λ2 + λ3 = 0, (15)
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meaning that two eigenvalues, λ2 and λ3 say, have the same sign, and that |λ1| = |λ2 + λ3|
implying that |λ1| > |λ2|, |λ3|. According to Parnell et al. (1996), the single eigenvalue [λ1]
defines the direction of the spine field line whilst the two other eigenvalues [λ2, λ3] indicate
the directions of the fan plane. Therefore we can classify null points as positive null points
with two positive and one negative eigenvalues, and negative null points with two negative
and one positive eigenvalues. For a positive (negative) null point, the magnetic-field lines in
the fan plane are directed away from (towards) the null point, whereas the spine field line is
pointing towards (away from) the null point. Following Hornig and Schindler (1996), a null
point is unstable if det (M) = 0. The determinant of M is

det (M) =
3∏

i=1

λi, (16)

with det (M) < 0 for a positive null point and det (M) > 0 for a negative one. For potential
and force-free fields, null points are stable, except if one eigenvalue [λ2 or λ3] vanishes
reducing the null point to a 2D null point unstable in the 3D configuration. If λ1 vanishes,
then all eigenvalues have to be zero, and thus the first-order Taylor expansion is no longer
valid and the null-point properties are thus derived from the Hessian matrix instead of the
Jacobian matrix.

Appendix B: On the Topology of Potential Fields

In this article, we have studied in detail the topology of force-free fields for a distribution
of photospheric magnetic field inducing the existence of a null point. In order to compare
the magnetic energy and properties of the different configurations, we have used the same
boundary conditions. But is a magnetic configuration modified when the boundary condi-
tions are changed? and is the topology influenced by the spatial scales of the bounded box?
To address these questions, we perform a comparison of different potential fields and differ-
ent spatial scales.

B.1. Effect of Boundary Conditions

The above computation was performed using a Grad–Rubin numerical scheme and assuming
closed boundary conditions on the sides and top of the computational box. We now compute
the magnetic configurations for a potential field with open boundary conditions and with
periodic boundary conditions. In Figure 12 top row, we plot the location of the null points
for these new boundary conditions. This has to be compared to Figure 6. The location of
NP0 is similar for all models and the spectral radius of NP0 is again the strongest (see
Table 2). The potential field with periodic boundary conditions has created two negative
null points near the sides of the computational box. The topology of the potential field is
slightly influenced by the boundary conditions for this experiment.

B.2. Effect of Spatial Resolution

To study the effects of the spatial resolution on the topology of potential fields, we modify
the pixel size by a factor of 0.5 and 2 (Figure 12 middle row). We also make sure that the total
unsigned magnetic flux remains unchanged (variation less than 1%). The computations are
carried out with periodic boundary conditions. NP0 is located nearly at the same location for
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Figure 12 Location of null points (triangles) on the x–y-plane for different potential fields. Top row: poten-
tial fields with different boundary conditions: (Left) open sides and top boundaries, (Right) periodic. Middle
row: potential fields with a different spatial resolution for the same field of view: (Left) decreased by a factor
of two, (Right) increased by a factor of two. Bottom row: potential fields for different field-of-view: (Left)
reduced by 20 pixels on each edge, (Right) increased by 20 pixels on each edge.
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Table 2 Properties of null points (type, location, eigenvalues) for the different potential fields.

Model Type Location Eigenvalues

[x0, y0, z0] [λ1 = ±ρJ , λ2, λ3]

Boundary Conditions

Closed Boundaries + (64.30,72.94,6.90) (−0.026,0.021,5.5 × 10−3)

Open Boundaries + (63.3,71.96,7.39) (−0.019,0.016,5.2 × 10−3)

Periodic Boundaries + (62.93,71.25,7.91) (−0.023,0.017,5.5 × 10−3)

− (61.4,123.8,0.02) (8.6,−5.1,−3.5) × 10−3

− (126,12.15,5.38) (2.3,0.02,2.28) × 10−4

Spatial Resolution

70 × 70 × 60 + (31.7,35.8,3.91) (−0.047,0.035,0.01)

− (31.06,61.75,0.01) (1.9,−1.1,−0.7) × 10−3

− (63.05,6.51,3.14) (4.73,−4.68,−0.04) × 10−4

280 × 280 × 240 + (127.37,144,15.84) (−0.011,2.8 × 10−3,8.7 × 10−3)

− (124.74,246.8,0.022) (4.7,−2.76,−1.92) × 10−4

− (124.66,247.22,0.022) (4.6,−2.72,−1.9) × 10−4

− (124.4,248.57,0.023) (4.4,−2.58,−1.81) × 10−4

− (124.22,249.57,0.024) (4.25,−2.5,−1.75) × 10−4

− (124.08,250.32,0.024) (4.15,−2.44,−1.71) × 10−4

− (123.8,251.91,0.025) (3.97,−2.32,−1.64) × 10−4

− (123.77,252.06,0.025) (3.96,−2.31,−1.63) × 10−4

− (253.49,25.76,8.39) (1.15,−1.16,−0.007) × 10−4

Field-of-View

100 × 100 + (43.5,51.59,7.83) (−0.024,0.017,5.7 × 10−3)

− (44.9,91.1,0.18) (5.5,−2.9,−2.6) × 10−3

− (90.07,7.59,14.8) (8.8,−8.4,−0.48) × 10−4

180 × 180 + (83.41,91.8,7.92) (−0.023,0.017,5.5 × 10−3)

− (77.9,154.57,0.025) (2.6,−1.64,−0.99) × 10−4

− (161.7,19.45,1.16) (7.93,−7.72,−2.18) × 10−5

both spatial resolutions. The other null points are similar to those appearing in the potential
field with periodic conditions. The cluster of eight null points suggests that there is a null
line at this location. The topology of the potential field is thus similar to the topology of the
potential field with closed boundary conditions. We again emphasise that the spectral radius
of NP0 remains almost constant and is the strongest (see Table 2).

B.3. Effect of Field-of-View

We now modify the field-of-view of the experiment but keep the same spatial resolution and
the same total unsigned magnetic flux. In Figure 12 bottom row, we plot the location of the
null points for two different fields-of-view using a potential field with periodic conditions:
we decrease or increase the number of pixels by 40 pixels in each direction (20 pixels on
each edge). The properties of the null points are summarised in Table 2. The number of null
points is the same for the different fields-of-view. The spectral radius of NP0 is similar and
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still the strongest. The topology of the magnetic configuration is almost not influenced by
the field-of-view for this experiment. It is worth noticing that the field-of-view was modified
in such way that there is no magnetic flux on the edges of the computational box as this
would strongly influence the magnetic configuration and also that it would have unexpected
effects due to the violation of the solenoidal condition.

References

Amari, T., Boulmezaoud, T.Z., Aly, J.J.: 2006, Astron. Astrophys. 446, 691 – 705. doi:10.1051/0004-6361:
20054076.

Amari, T., Aly, J.J., Luciani, J.F., Boulmezaoud, T.Z., Mikic, Z.: 1997, Solar Phys. 174, 129 – 149.
Amari, T., Boulmezaoud, T.Z., Mikic, Z.: 1999, Astron. Astrophys. 350, 1051.
Antiochos, S.K., Devore, C.R., Klimchuk, J.A.: 1999, Astrophys. J. 510, 485 – 493.
Aulanier, G., DeLuca, E.E., Antiochos, S.K., McMullen, R.A., Golub, L.: 2000, Astrophys. J. 540, 1126 –

1142. doi:10.1086/309376.
Barnes, G.: 2007, Astrophys. J. 670, 53 – 56. doi:10.1086/524107.
Barnes, G., Longcope, D.W., Leka, K.D.: 2005, Astrophys. J. 629, 561 – 571. doi:10.1086/431175.
Berger, M.A., Prior, C.: 2006, J. Phys. A, Math. Gen. 39, 8321 – 8348. doi:10.1088/0305-4470/39/26/005.
Brown, D.S., Priest, E.R.: 1999, Proc. Roy. Soc. London Ser. A, Math. Phys. Sci. 455, 3931 – 3951.
Brown, D.S., Priest, E.R.: 2000, Solar Phys. 194, 197 – 204.
Bungey, T.N., Titov, V.S., Priest, E.R.: 1996, Astron. Astrophys. 308, 233 – 247.
Close, R.M., Heyvaerts, J.F., Priest, E.R.: 2004, Solar Phys. 225, 267 – 292. doi:10.1007/s11207-004-4279-5.
Démoulin, P., Hénoux, J.C., Mandrini, C.H.: 1994, Astron. Astrophys. 285, 1023 – 1037.
Deng, N., Liu, C., Yang, G., Wang, H., Denker, C.: 2005, Astrophys. J. 623, 1195 – 1201. doi:10.1086/

428821.
Grad, H., Rubin, H.: 1958, In: Proc. 2nd Int. Conf. on Peaceful Uses of Atomic Energy 31, UN, Geneva, 190.
Haynes, A.L., Parnell, C.E.: 2007, Phys. Plasmas 14, 2107. doi:10.1063/1.2756751.
Hornig, G., Schindler, K.: 1996, Phys. Plasmas 3, 781 – 791.
Hudson, T.S., Wheatland, M.S.: 1999, Solar Phys. 186, 301 – 310.
Janse, Å.M., Low, B.C., Parker, E.N.: 2010, Phys. Plasmas 17(9), 092901. doi:10.1063/1.3474943.
Leka, K.D., Skumanich, A.: 1999, Solar Phys. 188, 3 – 19.
Li, H., Schmieder, B., Aulanier, G., Berlicki, A.: 2006, Solar Phys. 237, 85 – 100. doi:10.1007/s11207-006-

0173-7.
Low, B.C.: 2006, Astrophys. J. 649, 1064 – 1077. doi:10.1086/506586.
Low, B.C.: 2007, Phys. Plasmas 14(12), 122904. doi:10.1063/1.2822151.
Luoni, M.L., Mandrini, C.H., Cristiani, G.D., Démoulin, P.: 2007, Adv. Space Res. 39, 1382 – 1388. doi:10.

1016/j.asr.2007.02.005.
Magara, T., Longcope, D.W.: 2003, Astrophys. J. 586, 630 – 649.
Parnell, C.E., Smith, J.M., Neukirch, T., Priest, E.R.: 1996, Phys. Plasmas 3, 759 – 770.
Priest, E.R., Forbes, T.: 2000, Magnetic Reconnection: MHD Theory and Applications, Cambridge University

Press, Cambridge, 34 – 37.
Priest, E.R., Longcope, D.W., Heyvaerts, J.: 2005, Astrophys. J. 624, 1057 – 1071. doi:10.1086/429312.
Régnier, S.: 2007, Mem. Soc. Astron. Ital. 78, 126.
Régnier, S.: 2009, Astron. Astrophys. 497, 17 – 20. doi:10.1051/0004-6361/200811502.
Régnier, S., Canfield, R.C.: 2006, Astron. Astrophys. 451, 319 – 330.
Régnier, S., Priest, E.R.: 2007, Astron. Astrophys. 468, 701 – 709.
Régnier, S., Parnell, C.E., Haynes, A.L.: 2008, Astron. Astrophys. 484, 47 – 50. doi:10.1051/0004-6361:

200809826.
Santos, J.C., Büchner, J., Otto, A.: 2011, Astron. Astrophys. 525, 3. doi:10.1051/0004-6361/201014758.
Schrijver, C.J., Title, A.M.: 2002, Solar Phys. 207, 223 – 240.
Subramanian, S., Madjarska, M.S., Maclean, R.C., Doyle, J.G., Bewsher, D.: 2008, Astron. Astrophys. 488,

323 – 329. doi:10.1051/0004-6361:20079315.
Wiegelmann, T.: 2008, J. Geophys. Res. 113(A12), 3. doi:10.1029/2007JA012432.
Zhao, H., Wang, J.X., Zhang, J., Xiao, C.J., Wang, H.M.: 2008, Chin. J. Astron. Astrophys. 8, 133 – 145.

doi:10.1088/1009-9271/8/2/01.

151 Reprinted from the journal

http://dx.doi.org/10.1051/0004-6361:20054076
http://dx.doi.org/10.1051/0004-6361:20054076
http://dx.doi.org/10.1086/309376
http://dx.doi.org/10.1086/524107
http://dx.doi.org/10.1086/431175
http://dx.doi.org/10.1088/0305-4470/39/26/005
http://dx.doi.org/10.1007/s11207-004-4279-5
http://dx.doi.org/10.1086/428821
http://dx.doi.org/10.1086/428821
http://dx.doi.org/10.1063/1.2756751
http://dx.doi.org/10.1063/1.3474943
http://dx.doi.org/10.1007/s11207-006-0173-7
http://dx.doi.org/10.1007/s11207-006-0173-7
http://dx.doi.org/10.1086/506586
http://dx.doi.org/10.1063/1.2822151
http://dx.doi.org/10.1016/j.asr.2007.02.005
http://dx.doi.org/10.1016/j.asr.2007.02.005
http://dx.doi.org/10.1086/429312
http://dx.doi.org/10.1051/0004-6361/200811502
http://dx.doi.org/10.1051/0004-6361:200809826
http://dx.doi.org/10.1051/0004-6361:200809826
http://dx.doi.org/10.1051/0004-6361/201014758
http://dx.doi.org/10.1051/0004-6361:20079315
http://dx.doi.org/10.1029/2007JA012432
http://dx.doi.org/10.1088/1009-9271/8/2/01


Solar Phys (2012) 277:153–163
DOI 10.1007/s11207-011-9816-4

S O L A R F L A R E M AG N E T I C F I E L D S A N D P L A S M A S

Can We Determine Electric Fields and Poynting Fluxes
from Vector Magnetograms and Doppler Measurements?

G.H. Fisher · B.T. Welsch · W.P. Abbett

Received: 21 January 2011 / Accepted: 9 June 2011 / Published online: 26 July 2011
© Springer Science+Business Media B.V. 2011

Abstract The availability of vector-magnetogram sequences with sufficient accuracy and
cadence to estimate the temporal derivative of the magnetic field allows us to use Fara-
day’s law to find an approximate solution for the electric field in the photosphere, using a
Poloidal–Toroidal Decomposition (PTD) of the magnetic field and its partial time deriva-
tive. Without additional information, however, the electric field found from this technique
is under-determined – Faraday’s law provides no information about the electric field that
can be derived from the gradient of a scalar potential. Here, we show how additional in-
formation in the form of line-of-sight Doppler-flow measurements, and motions transverse
to the line-of-sight determined with ad-hoc methods such as local correlation tracking, can
be combined with the PTD solutions to provide much more accurate solutions for the solar
electric field, and therefore the Poynting flux of electromagnetic energy in the solar photo-
sphere. Reliable, accurate maps of the Poynting flux are essential for quantitative studies of
the buildup of magnetic energy before flares and coronal mass ejections.

Keywords Flares, dynamics · Helicity, magnetic · Magnetic fields, corona

1. Introduction

The launch of SDO, with its ability to measure the Sun’s vector magnetic field anywhere on
the disk with a high temporal cadence, promises to usher in a new era of solar astronomy.
This new era of measurement demands new approaches for the analysis and use of these
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data. We show in this article how the vector magnetic field and Doppler-flow measurements
that can now be made with HMI (Scherrer and The HMI Team, 2005) lead to new methods
for determining the electric field vector and the Poynting-flux vector

S = 1

4π
cE × B (1)

at the solar photosphere. The Poynting flux measures the flow of electromagnetic energy at
the layers where the magnetic field is determined. Quantitative observational studies of how
energy flows into the corona depend on deriving accurate estimates of the Poynting flux.

Most work estimating the Sun’s electric field or Poynting flux either explicitly or im-
plicitly assumes that the electric field is determined by ideal MHD processes, and therefore
the problem can be reduced to determining a velocity field associated with the observed
magnetic-field evolution. One class of velocity-estimation techniques are known as “Local
Correlation Tracking” (LCT) methods, which essentially capture pattern motions of the line-
of-sight magnetic field or white-light intensity. This approach was pioneered by November
and Simon (1988). Other implementations include the Lockheed–Martin LCT code (Title
et al., 1995; Hurlburt et al., 1995), “Balltracking” (Potts, Barrett, and Diver, 2004), and
the FLCT code (Fisher and Welsch, 2008). Another class of velocity-estimation methods
incorporate solutions of the vertical component of the magnetic induction equation into
determinations of the velocity field (Kusano et al., 2002; Welsch et al., 2004; Longcope,
2004; Schuck, 2006, 2008; Chae and Sakurai, 2008). The work that we present in this arti-
cle incorporates solutions of the three-dimensional magnetic-induction equation, using the
electric field as the fundamental variable, rather than the velocity field.

The temporal evolution of the Sun’s magnetic field is governed by Faraday’s law,

∂B
∂t

= −∇ × cE. (2)

If one can make a map on the photosphere of ∂B/∂t , can one determine E by uncurling
this equation? Addressing this question was the focus of Fisher et al. (2010), in which a
poloidal–toroidal decomposition (PTD) of the temporal derivative of the magnetic field was
used to invert Faraday’s law to find E. Fisher et al. (2010) found that one could indeed find
solutions for E that solve all three components of Faraday’s law, but the solutions are not
unique: the gradient of a scalar function can be added to the PTD solutions for E without
affecting ∇ × E. Fisher et al. (2010) explored two different methods for determining the
scalar function using ad-hoc and variational methods, both of which enforced the assump-
tion, from ideal MHD, that E must be normal to B. Unfortunately, the agreement with a test
case from an MHD solution, while better than conventional correlation-tracking methods,
was still disappointing. The authors concluded that including additional information from
other observed data was one possible approach for improving the electric field inversions.

In this article, we use the same MHD simulation test case used in Welsch et al. (2007) and
Fisher et al. (2010) to show that using Doppler-flow measurements to determine the electric
scalar potential, especially in regions where the magnetic field is primarily horizontal, can
dramatically improve the inversion for the electric field and the Poynting flux.

In Section 2 we review the PTD formalism, which describes how one can derive the
purely inductive part of the electric field from measurements that estimate the time derivative
of B, and the technique of Section 3.2 of Fisher et al. (2010), showing how one can derive
a potential electric field, which, when added to the inductive part of the electric field, is
normal to the magnetic field. This is useful in generating electric-field solutions that are
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both consistent with Faraday’s law and with ideal MHD, which is generally believed to be a
good approximation in the solar photosphere.

Section 3 argues from physical grounds why magnetic-flux emergence may make a large
contribution to the part of the electric field attributable to a potential function. Then, starting
from this argument, we derive a Poisson equation for an electric-field potential function that
is determined primarily from knowledge of the vertical velocity field, as determined from
Doppler measurements, and the horizontal magnetic field near polarity inversion lines where
the field is nearly horizontal. The electric field from this contribution is then added to that
determined from the PTD solutions. We then apply this technique to the MHD simulation
test data, to compare the electric field from the simulation with that from PTD alone, and
with that from combining PTD with Doppler measurements.

In Section 4, we try a similar approach, but instead of using contributions to the horizontal
electric field from Doppler measurements, we use non-inductive contributions to the electric
field determined from the FLCT correlation-tracking technique, applicable in regions where
the magnetic field is mainly vertical. This technique is essentially the three-dimensional
analogue of the ILCT technique described by Welsch et al. (2004). We also try combining
PTD with contributions from both the Doppler measurements and those from FLCT, and
compare with the simulation data.

Our results are summarized in Section 5, along with a discussion of where additional
work is needed.

2. Poloidal–Toroidal Decomposition

Here, we present only a brief synopsis of the PTD method of deriving an electric field [E]
that obeys Faraday’s law. More details can be found in Section 2 of Fisher et al. (2010).

Since the three-dimensional magnetic-field vector is a solenoidal quantity, one can ex-
press the magnetic field in terms of two scalar functions [B (the “poloidal” potential) and J
(the “toroidal” potential)] as follows:

B = ∇ × ∇ × Bẑ + ∇ × J ẑ. (3)

Taking the partial time derivative of Equation (3) one finds

Ḃ = ∇ × ∇ × Ḃẑ + ∇ × J̇ ẑ. (4)

Here, the overdot denotes a partial time derivative. We will now assume a locally Cartesian
coordinate system, in which the directions parallel to the photosphere are denoted with a
“horizontal” subscript h, and the vertical direction is denoted with subscript z. One can then
re-write Equations (3) and (4) in terms of horizontal and vertical derivatives as

B = ∇h

(
∂B
∂z

)
+ ∇h × J ẑ − ∇2

h Bẑ, (5)

and

Ḃ = ∇h

(
∂Ḃ
∂z

)
+ ∇h × J̇ ẑ − ∇2

h Ḃẑ. (6)

One useful property of the poloidal–toroidal decomposition is that the scalar functions
Ḃ, J̇ , and ∂Ḃ/∂z can all be determined by knowing the time derivative of the magnetic-field
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vector in the plane of the photosphere. By examining the z-component of Equation (6), the
z-component of the curl of Equation (6), and the horizontal divergence of Equation (6), one
can derive the following three two-dimensional Poisson equations for Ḃ, J̇ , and ∂Ḃ/∂z:

∇2
h Ḃ = −Ḃz, (7)

∇2
h J̇ = −(4π/c)J̇z = −ẑ · (∇ × Ḃh

)
, (8)

and

∇2
h

(
∂Ḃ/∂z

) = ∇h · Ḃh. (9)

Here, Ḃz and Ḃh denote the partial time derivatives of the vertical and horizontal components
of the magnetic field, respectively. Solving these three Poisson equations provides sufficient
information to determine an electric field that satisfies Faraday’s law.

By comparing the form of Equation (2) with Equations (4) and (6) it is clear that the
following must be true:

∇ × cE = −∇ × ∇ × Ḃẑ − ∇ × J̇ ẑ (10)

= −∇h(∂Ḃ/∂z) − ∇h × J̇ ẑ + ∇2
h Ḃẑ. (11)

Uncurling Equation (10) yields this expression for the electric field E:

cE = −∇ × Ḃẑ − J̇ ẑ − c∇ψ ≡ cEI − c∇ψ. (12)

Here, −∇ψ is the contribution to the electric field from a scalar potential, for which solu-
tions to Faraday’s law reveal no information. The solution for E without the contribution
from −∇ψ [EI ] is the purely inductive solution determined from the PTD method. Within
this article, this solution will be referred to simply as the PTD solution or the PTD electric
field. Note that the PTD solution is not unique. While solutions for ∂Ḃ/∂z are necessary to
ensure that Faraday’s law is obeyed, the PTD solution for the electric field itself depends
only on Ḃ and J̇ . This means that the PTD electric field is the same for distributions of Ḃz

and Ḃh which have differing values of ∇h · Ḃh, but the same values of (∇h × Ḃh) · ẑ and Ḃz.
Thus the PTD solutions for EI are under-determined.

Fisher et al. (2010) described two techniques for deriving an electric-field contribution
from a scalar potential, in an effort to resolve the under-determined nature of the PTD solu-
tions. The first technique, described in Section 3.2 of that article, presents an ad-hoc iterative
method for deriving a scalar potential electric field that, when added to the PTD solution,
results in an electric field that is normal to B, and hence consistent with ideal MHD. The
second technique, based on a variational method, finds a scalar potential electric field that,
when added to the PTD solution, minimizes the area integral of |E|2 or |v|2. When compared
to the original electric field from the simulation test case, the iterative method applied to the
PTD solutions showed a qualitative consistency, but not detailed agreement with the simu-
lation electric field, while the electric field computed with the variational technique showed
poor agreement. Fisher et al. (2010) concluded that significant improvement in the agree-
ment of the inverted electric field with the real electric field requires additional observational
information beyond the temporal evolution of B.
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3. The Importance of Doppler Flow Measurements to the Electric Field

We argue here that when flux emergence occurs, much of the missing information about
non-inductive contributions to the electric field is contained in Doppler-flow information
(see also Ravindra, Longcope, and Abbett, 2008 and Schuck et al., 2010), particularly near
polarity inversion lines (PILs), where the horizontal magnetic field is much stronger than
the vertical field. We illustrate this point with a simple thought-experiment, shown schemat-
ically in Figure 1. Consider the emergence of new magnetic flux in an idealized bipolar-flux
system, where the PIL maintains its orientation as flux continuously emerges from below the
photosphere. Imagine that vector-magnetogram and Doppler observations are taken from a
vantage point normal to the solar surface. Let us focus attention on what is happening near
the center of the PIL. Suppose the magnetic field there remains time-invariant as flux con-
tinues to emerge, so the time derivative of the magnetic field there is zero, implying that
Faraday’s law cannot be used to infer the physics of the emerging flux. Yet the electric field
at this location should be very large, driven by the upward motion of the plasma carrying
the strong, horizontal field. In this case, magnetic-flux emergence will have a strong induc-
tive signature at the edges of the idealized active region, where the vertical magnetic field
is changing rapidly, but not near the center of the PIL. Thus, it seems plausible that the
electric field near PILs in more realistic emerging-flux configurations will have a significant
non-inductive component.

Starting from this perspective, we have explored enhancements to the PTD method that
use Doppler-flow information to more tightly constrain the PTD electric-field solutions,
with the additional assumption that the photospheric electric field is primarily governed by
ideal MHD processes. Directly above PILs, the vertical velocity and the observed horizontal
component of the magnetic field unambiguously determine the horizontal electric field:

cED
h = −vzẑ × Bh, (13)

where we assume that |Bz|/|Bh| is small. If we can use line-of-sight Doppler-velocity mea-
surements to estimate vz, we add a powerful constraint to the PTD solution for the electric

Figure 1 Schematic illustration
of the emergence of new flux
over a time interval �t , viewed
in a vertical plane normal to the
polarity inversion line (PIL) in an
idealized bipolar flux system.
The emerging flux is rising at a
speed vz , which could be inferred
by the Doppler shift measured by
an observer viewing the PIL from
above. The width of the bipolar
flux system (the distance from
the outer edge of one pole to the
outer edge of the other pole) at
the beginning of �t is 2x0.
Notice that the change in Bz at
the outer edges of the
emerging-flux region is large,
while the change in Bz at the PIL
itself – where the flux is actually
emerging – is zero (see text).
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field. Of course, we would like to use the Doppler information away from PILs as well, but
are hindered by two complications: i) flows parallel to the magnetic field will not affect the
electric field at all, but may contribute to the observed Doppler velocity signal, and ii) when
the vertical component of the magnetic field [Bz] becomes significant compared to the hori-
zontal field [Bh], there is an additional contribution to the horizontal electric field from flow
parallel to the surface, which is not accounted for.

We now develop a formal solution for a non-inductive contribution to the electric field
that includes information from Doppler-shift measurements, and apply it to a test case with
a known electric field. First, from the pair of synthetic vector magnetograms taken from the
ANMHD simulation test case described in Welsch et al. (2007) and Section 3.1 of Fisher
et al. (2010), we use the PTD method to find an electric-field solution, neglecting any con-
tribution from a scalar electric-field potential function. We use the numerical techniques and
boundary conditions described in Section 3.1 of Fisher et al. (2010). Second, we compute a
candidate horizontal electric field from vertical velocities taken from the simulation as syn-
thetic Doppler-flow measurements, and horizontal magnetic fields from the synthetic vector
magnetograms, from Equation (13) above. This electric field is then multiplied by a “con-
fidence function”, which is near unity at PILs, but decreases to zero when |Bz/Bh| is no
longer small. This reflects our lack of confidence in the accuracy of this horizontal Doppler
electric field in those locations, for the reasons described earlier. The specific form for the
confidence function is probably not important. Here, we assume that the confidence function
w is given by

w = exp
[−(|Bz|/|Bh|

)2
/σ 2

]
, (14)

where σ is a free parameter that can be adjusted, and in the specific cases shown in this
article was set somewhat arbitrarily to 0.6. We define the “modulated” electric field within
the plane of the magnetogram as

EM
h = wED

h . (15)

Third, we take the divergence of this modulated horizontal electric field EM
h , and find the

electric-potential function that can best represent it by setting

cEχ = −∇hχ, (16)

where χ solves the Poisson equation

∇2
hχ = −∇h · cEM

h . (17)

Because the synthetic vector magnetograms and Doppler flows taken from the MHD sim-
ulation use periodic boundary conditions, we use FFT techniques to solve Equation (17).
Adding this contribution onto the PTD solutions means that information about the electric
field at PILs has been incorporated, while also maintaining consistency with Faraday’s Law,
since Eχ has no curl. Since we generally expect ideal MHD to be a good approximation for
conditions in the solar photosphere, we next remove the components of E parallel to B by
adding the electric field from a second potential function [ψ ], using the iterative technique
described in Section 3.2 of Fisher et al. (2010):

cEtot = cEI + cEχ − ∇ψ, (18)

where ∇ψ · B = (cEI + cEχ ) · B.
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The resulting solutions for E are shown in the third row of Figure 2, with a scatterplot
comparison of Sz of the PTD method and the PTD plus Doppler information with the actual
simulation electric fields shown in the top two panels of Figure 3. These portions of the
figures show that the recovery of the electric-field components and the Poynting flux is
dramatically better than PTD alone.

4. How Important Are Horizontal, Non-inductive Flows?

In the previous section, we considered the role of Doppler-flow measurements in determin-
ing non-inductive contributions to the horizontal electric field, and found that combining this
information with the PTD solutions for Faraday’s law results in a dramatic improvement in
the recovery of the electric field. However, this treatment neglects possible contributions to
the horizontal electric field away from PILs where a cross product of horizontal velocity with
vertical magnetic field could also contribute to the horizontal electric field. Contributions to
the horizontal electric field that solve the induction equation have already been incorporated
by the PTD solutions, but as with vertical velocities, there could be a sub-space of horizontal
flows that do not contribute to Faraday’s law.

To evaluate this effect, we estimate horizontal velocities using the FLCT local-correlation
tracking (LCT) code (see Fisher and Welsch, 2008), available from http://solarmuri.ssl.
berkeley.edu/~fisher/public/software/FLCT/C_VERSIONS/ using images of the vertical com-
ponent of the magnetic field. Velocities were not computed for pixels with a vertical mag-
netic field strength below 370 G (see discussion in Welsch et al., 2007), with the windowing
parameter σ set to five pixels. The low-pass filtering option was not invoked. The result is
a map of the apparent horizontal-velocity field [Uh ≡ Ux x̂ + Uy ŷ] computed at the strong
vertical magnetic-field locations, and with velocities at all other locations set to zero. A can-
didate horizontal electric field is estimated by setting

cELCT
h = −Uh × ẑBz. (19)

To consider only non-inductive contributions from Uh, we perform the same general opera-
tion as in the previous section, namely to multiply ELCT

h by a confidence function, and then
eliminate the inductive part of the electric field. Here, the confidence function will be the
complement of the confidence function used for the Doppler case, since the LCT estimates
are nearly useless near PILs, where the Doppler results should be reliable, while the LCT
results should be best when the magnetic field is mostly vertical (and where the Doppler
measurements are useless).

We define cEζ = −∇hζ , and assume that

∇2
hζ = −∇h · (1 − w)cELCT

h . (20)

Once this equation has been solved and Eζ has been computed, it can be added to the
PTD solutions for EI , and as in the previous section, a second potential solution can be found
that eliminates components of E parallel to B. Note that combining the PTD solutions with
Eζ in this way is like the approach used in the ILCT technique described by Welsch et al.
(2004), except that solutions of a single component of the induction equation are replaced
by solutions to all three components of the induction equation.

The resulting electric field and Poynting flux can be compared to the actual case, the
un-altered PTD case, and the case where only the Doppler information is used. The electric
field and Poynting-flux results are shown as the fourth row of panels in Figure 2 and a
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Figure 2 The three components of the electric field and the vertical Poynting flux. Each panel represents an
area approximately 100 Mm on a side. Top row: The MHD reference simulation of emerging magnetic flux
in a turbulent convection zone. See Welsch et al. (2007) for details. Second row: The inductive components
of E and Sz determined using the PTD method. Third row: E and Sz derived by incorporating Doppler flows
around PILs into the PTD solutions. Note the dramatic improvement in the estimate of Sz . Fourth row: E
and Sz derived by incorporating only non-inductive FLCT-derived flows into the PTD solutions. Note the
poorer recovery of Ex , Ey , and Sz relative to the case that included only Doppler flows. Fifth row: E and
Sz derived by including both Doppler flows and non-inductive FLCT flows into the PTD solutions. Note the
good recovery of Ex , Ey , and Sz , and the reduction in artifacts in the low-field regions for Ey (best viewed
in the electronic version of the article).
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Figure 3 Upper left: A comparison of the vertical component of the Poynting flux derived from the PTD
method alone with the actual Poynting flux of the MHD reference simulation. Upper right: A comparison
between the simulated results and the improved technique that incorporates information about the vertical
flow field around PILs into the PTD solutions. Lower left: Comparison of the vertical Poynting flux when
non-inductive FLCT-derived flows are incorporated into the PTD solutions. Lower right: Comparison of
the vertical Poynting flux when both Doppler-flow information and non-inductive FLCT-derived flows are
incorporated into the PTD solutions. Each scatterplot also shows the computed linear correlation coefficient,
as well as the slope of the fit derived with IDL’s LADFIT function. Poynting-flux units are in [105 G2 km s−1].

scatterplot of the Poynting-flux values with the actual values is shown in the lower-left panel
of Figure 3. While the overall performance of the FLCT case is better than that of PTD
alone, it is not significantly better than simply applying the iterative method directly to the
PTD results as was described in Section 3.2 of Fisher et al. (2010). It is definitely not as
good as the performance that we show from the Doppler-only case. We conclude that most
of the useful information about the non-inductive electric field, at least for this particular
simulation of strong flux emergence, is contained within the Doppler flow information.

Does the LCT information, when added to the Doppler-flow information, significantly
improve the resulting estimate for the electric field? To answer this question, we have added
both the LCT and Doppler electric-field information to the PTD solutions, and again found
a potential function to eliminate components of E parallel to B. The resulting electric-field
and Poynting-flux maps are shown in the fifth row of panels in Figure 2, and a scatterplot of
the vertical Poynting flux is shown in the lower-right panel of Figure 3.
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The linear-correlation coefficient in the Poynting-flux scatterplot is not significantly im-
proved by adding the LCT results to the Doppler results, but the slope of the fit (determined
by using IDL’s LADFIT function) is somewhat better. Further, examining the maps of Ex

and Ey shows a reduction in artifacts in the behavior of the recovered electric-field compo-
nents, compared to the Doppler and LCT cases. We conclude that at least for this simulation,
which exhibited strong flux emergence, most of the additional useful information beyond so-
lutions to Faraday’s law is contained within the Doppler velocity measurements, with some
additional improvement when non-inductive LCT-derived electric fields are added.

Finally, we wish to add a comment about solutions to the PTD equations themselves.
The PTD solutions used in this article did not use FFT solutions for Ḃ and J̇ , even though
the simulations are periodic, but instead used Neumann boundary conditions for Ḃ for the
reasons described in Section 2.2 of Fisher et al. (2010). For the current study, we compared
the results of using FFT solutions of the PTD equations with those shown in the figures in
this article, and found noticeable degradations in the fits of the model Poynting fluxes to the
actual model values. If one is interested in the most accurate reconstruction of the vertical
Poynting flux, we recommend not using FFT solutions of the PTD equations.

5. Discussion and Conclusions

We review how the PTD solutions of Faraday’s law for E can be found using temporal
sequences of vector magnetograms, which can be obtained with the HMI instrument on
NASA’s SDO mission. We discuss why these solutions are under-determined, and we con-
sider the importance of determining the contributions to the electric field that can be derived
from a scalar potential.

We demonstrate, using simulation data where the true electric field is known, that knowl-
edge of the vertical-velocity field (obtainable by Doppler measurements) can provide im-
portant information about the electric field. When this information is combined with the
PTD solutions of Faraday’s law, dramatically more accurate recovery of the true electric
field is possible. We find that additional information about flows from local correlation-
tracking methods can also be combined with the PTD solutions, but the additional informa-
tion is significantly less important than that from the Doppler measurements. We are able to
quantitatively reconstruct the electromagnetic Poynting flux in the simulations by using our
combination of the PTD solutions and those from Doppler measurements.

This “proof-of-concept” demonstration argues strongly for the development of electric-
field and Poynting-flux tools to be used routinely in the analysis of HMI vector magnetic-
field measurements. Routinely available Poynting-flux maps will be useful for scientific
studies of flare-energy buildup, understanding the flow of magnetic energy in the solar at-
mosphere prior to CME initiation, and will aid in understanding the flow of energy that heats
the corona. Further, the PTD formalism for the magnetic field itself (Equation (5)) allows
for a straight-forward decomposition of the Poynting flux into changes in the potential-field
energy, and the flux of free magnetic energy (see Welsch, 2006 and the end of Section 2.1 of
Fisher et al., 2010). The flux of free magnetic energy is especially important in determining
how energy builds up in flare-productive active regions.

To find solutions for E and the Poynting flux S using the PTD formalism plus Doppler
measurements requires only the solution of three two-dimensional Poisson equations. While
real vector-magnetogram patches will not have periodic boundary conditions (as were em-
ployed in this article), straightforward numerical techniques exist to solve these equations
routinely. Preliminary investigations also indicate that generalizing the PTD solutions and
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Doppler measurements to cases of non-normal viewing angle will be straightforward. In our
opinion, the major obstacle that remains before such solutions can be routinely applied to
the HMI data is a detailed understanding of how measurement errors and disambiguation
errors in the vector magnetograms will affect the solutions, and how the effects of these
errors are best ameliorated.
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Abstract In order to better understand the solar genesis of interplanetary magnetic clouds
(MCs), we model the magnetic and topological properties of four large eruptive solar flares
and relate them to observations. We use the three-dimensional Minimum Current Corona
model (Longcope, 1996, Solar Phys. 169, 91) and observations of pre-flare photospheric
magnetic field and flare ribbons to derive values of reconnected magnetic flux, flare energy,
flux rope helicity, and orientation of the flux-rope poloidal field. We compare model predic-
tions of those quantities to flare and MC observations, and within the estimated uncertainties
of the methods used find the following: The predicted model reconnection fluxes are equal
to or lower than the reconnection fluxes inferred from the observed ribbon motions. Both
observed and model reconnection fluxes match the MC poloidal fluxes. The predicted flux-
rope helicities match the MC helicities. The predicted free energies lie between the observed
energies and the estimated total flare luminosities. The direction of the leading edge of the
MC’s poloidal field is aligned with the poloidal field of the flux rope in the AR rather than
the global dipole field. These findings compel us to believe that magnetic clouds associ-
ated with these four solar flares are formed by low-corona magnetic reconnection during
the eruption, rather than eruption of pre-existing structures in the corona or formation in the
upper corona with participation of the global magnetic field. We also note that since all four
flares occurred in active regions without significant pre-flare flux emergence and cancela-
tion, the energy and helicity that we find are stored by shearing and rotating motions, which
are sufficient to account for the observed radiative flare energy and MC helicity.
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1. Introduction

Coronal mass ejections (CMEs) expel plasma, magnetic flux, and helicity from the Sun
into the interplanetary medium. At 1 AU, in the interplanetary medium, CMEs appear as
interplanetary coronal mass ejections (ICMEs). At least one third (Gosling, 1990) or perhaps
a larger fraction (Webb et al., 2000) of the ICMEs observed in situ are magnetic clouds
(MCs) (Burlaga et al., 1981), coherent “flux-rope” structures characterized by low proton
temperature and strong magnetic field whose direction typically rotates smoothly as they
pass the spacecraft.

MCs originate from eruptions of both quiescent filaments and active regions (ARs). The
3D magnetic models and geomagnetic relationships are better understood for filament erup-
tions than for ARs (Marubashi, 1986; Bothmer and Schwenn, 1998; Zhao and Hoeksema,
1998; Yurchyshyn et al., 2001). However, the most geoeffective MCs originate from ARs
(Gopalswamy et al., 2010). In this article we focus exclusively on the latter.

Comparison of the properties of MCs with those of their related ARs clarifies our un-
derstanding of both domains. Assuming MCs to be twisted flux ropes in magnetic equilib-
rium, several authors have succeeded in inferring global properties such as MC axis ori-
entation, net magnetic flux, and magnetic helicity (see review by Démoulin, 2008). For a
sample of twelve MCs, Leamon et al. (2004) found that the percentage of MC poloidal
flux relative to unsigned vertical AR flux varied widely: from 1% to 300%. For one MC,
Luoni et al. (2005) did a similar study and found a factor of ten times lower flux in
the MC than the AR, in agreement with other previous studies (Démoulin et al., 2002;
Green et al., 2002). More recently, for a sample of nine MCs, Qiu et al. (2007) found that
the MC poloidal flux matches the “observed” reconnection flux, i.e. reconnection flux in the
two-ribbon flare associated with it, and the toroidal flux is a fraction of the reconnection
flux. The Qiu et al. (2007) results may be interpreted as evidence of formation of the helical
structure of magnetic-flux ropes by reconnection, in the course of which magnetic flux, as
well as helicity, is transported into the flux rope.

The other quantity that is very useful for relating MCs to their associated flares is
magnetic helicity, which describes how sheared and twisted the magnetic field is com-
pared to its lowest energy state (Berger, 1999; Démoulin and Pariat, 2007). Since helic-
ity is approximately conserved in the solar atmosphere and the heliosphere (Berger and
Field, 1984), it is a very powerful quantity for linking solar and interplanetary phenom-
ena. For six ARs, Nindos, Zhang, and Zhang (2003) found that photospheric helicity in-
jection in the whole AR is comparable with the MC helicity. However, it is worth re-
membering that this approach is simplified, since the liftoff of the flux rope does not
remove all of the helicity available in the AR (Mackay and van Ballegooijen, 2006;
Gibson and Fan, 2008). Mandrini et al. (2005) and Luoni et al. (2005) compared, respec-
tively, the helicity released from a very small AR and a very large AR, with the helicity
of their associated MC. They found a very good agreement in the values (small AR with
small MC, and large AR with large MC), despite a difference of three orders of magnitude
between the smaller and the larger events.

There exist two basic ideas about the solar origin of magnetic clouds: MCs are formed
either globally or locally. In the global picture, the MC topology is defined by the over-
all dipolar magnetic field of the Sun (Crooker, 2000). In this case, the field lines of the
helmet-streamer belt become the outermost coils of the MC through reconnection be-
hind the CME as it lifts off. Hence the leading field direction of the magnetic cloud
tends to follow that of the large-scale solar dipole, reversing at solar maximum (Mulli-
gan, Russell, and Luhmann, 1998; Bothmer and Schwenn, 1998; Li et al., 2011). In the
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local picture, on the other hand, the flux rope is formed within the AR and its proper-
ties are defined by properties of the AR. We can categorize the “local” models into two
sub-classes: In the first, the magnetic-flux rope emerges from beneath the photosphere
into the corona (Chen, 1989; Low, 1994; Leka et al., 1996; Abbett and Fisher, 2003;
Fan and Gibson, 2004). In this scenario the flux ropes formed may maintain stability for
a relatively long time prior to the explosive loss of equilibrium (Forbes and Priest, 1995;
Lin, Raymond, and van Ballegooijen, 2004) or a breakout type reconnection that opens up
the overlying flux rope of opposite polarities (Antiochos, Devore, and Klimchuk, 1999).
Such a flux rope is therefore pre-existing before its expulsion into interplanetary space. In
the second case the flux rope is formed in situ by magnetic reconnection. The magnetic
reconnection suddenly reorganizes the field configuration in favor of expulsion of the “in-
situ” formed magnetic-flux rope out of the solar atmosphere. The results of Qiu et al. (2007)
support this case. Qiu et al. (2007) found that the reconnection flux from observations of
flare-ribbon evolution is greater than toroidal flux of the MC but comparable and propor-
tional to its poloidal flux, regardless of the presence of filament eruption. Their conclusion
agrees with the inference from the study by Leamon et al. (2004), although through a very
different approach.

Our working hypothesis is that MCs associated with the ARs originate from the ejection
of locally in-situ formed flux ropes. In this case shearing and rotation of the photosphere
magnetic-flux concentration before the flare lead to the build-up of magnetic stress, which
is removed during the flare by reconnection. As a result a magnetic-flux rope is formed and
erupts, producing a MC.

To test our hypothesis we apply a quantitative, non-potential, self-consistent model, the
Minimum Current Corona (MCC) model (Longcope, 1996, 2001), to predict the proper-
ties of the in-situ formed flux rope in four two-ribbon flares. Using the MCC model with
SOHO/MDI magnetogram sequences we construct a three-dimensional model of the pre-
flare magnetic-field topology and make quantitative predictions of the amount of magnetic
flux that reconnects in the flare, the magnetic self-helicity of the flux rope created, and the
minimum energy release the topological change would yield. We then compare the predicted
flare helicity and energy to MC helicity and flare energy, inferred from fitting the magnetic
cloud (Wind, ACE) and GOES observations correspondingly. We compare the predicted
reconnected flux to the amount of photospheric flux swept up by the flare ribbons using
TRACE 1600 Å data and the poloidal MC flux inferred from fitting the magnetic-cloud ob-
servations. We find that for the four studied flares our results support, from the point of view
of flux, energy and helicity, the scenario in which the MC progenitor is a helical flux rope
formed in situ by magnetic reconnection in the low corona immediately before its expulsion
into interplanetary space. We also find that MC topology is defined by the local AR structure
rather than the overall dipolar magnetic field of the Sun in the events studied.

This article is organized as follows: in Section 2 we describe the methods and uncertain-
ties of our analysis. In Section 3 we describe the four flares studied, the flux and helicity of
the ARs in which the flares occurred, and the magnetogram sequence during the build-up
time. In Section 4 we discuss our results, and in Section 5 summarize our conclusions.

2. Methods: Calculating Reconnection Flux, Energy and Helicity

In this section we describe the methods that we use to predict the reconnection flux, energy,
and helicity from SOHO/MDI magnetogram sequences and the Minimum Current Corona
model (see Section 2.1) and determine observed values of these quantities from GOES,
TRACE, ACE, and Wind observations (see Section 2.2)
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Table 1 Flare and AR Properties (see Section 3). Number is the NOAA number of the AR associated with
the flare; �AR, in units of 1022 Mx, is the AR’s unsigned magnetic flux; and HAR, in units of 1042 Mx2, is
helicity injected into the AR during the magnetogram sequence starting at t0 and ending at tflare.

i Flare Active region M-gram sequence

Date Time Class Number �AR HAR t0 tflare

1 13 May 2005 16:57 M8 10759 2.0 −12 ± 1.2 11 May 23:59 13 May 16:03

2 7 Nov 2004 16:06 X2 10696 2.1 −15 ± 1.5 6 Nov 00:03 7 Nov 16:03

3 14 Jul 2000 10:03 X6 09077 3.4 −27 ± 2.7 12 Jul 14:27 14 Jul 09:36

4 28 Oct 2003 11:10 X17 10486 7.5 −140 ± 14.0 26 Oct 12:00 28 Oct 10:00

2.1. Minimum Current Corona Model

The key improvement of our study relative to Leamon et al. (2004) and Qiu et al. (2007)
is the use of the Minimum Current Corona model, which allows us to estimate the en-
ergy and helicity associated with the in-situ formed flux rope (Longcope, 1996, 2001). The
MCC model extends the basic elements of the CSHKP (Carmichael, 1964; Sturrock, 1968;
Hirayama, 1974; Kopp and Pneuman, 1976) two-ribbon flare scenario to three dimensions,
including the shearing of an AR along its polarity-inversion line (PIL) to build up stress.
After this pre-flare stress build-up, the MCC model quantifies the result of eliminating some
or all of the stress and creating a twisted flux rope overlying the AR, through magnetic
reconnection.

To describe the evolution of the pre-flare photospheric motions that lead to stress build-
up we use a sequence of SOHO/MDI full-disk magnetograms (Scherrer et al., 1995). As the
starting point we take t0, right after the end of a large flare, which we call the zero-flare. We
assume that at t0 the AR’s magnetic field becomes fully relaxed. As the ending time we take
tflare, right before the time when the flare of study occurred but avoiding artifacts associated
with the onset of the flare brightening (Qiu and Gary, 2003). To achieve the maximum
energy release, the field reconnecting during the flare would need to relax to its potential
state, hence we assume the field to be potential at tflare. As a result, we form a sequence of
magnetograms, which covers �t hours of stress build-up prior to the flare (see Table 1).

For quantitative analysis of the pre-flare magnetic field we divide each magnetogram
into a set of unipolar partitions and then into unipolar magnetic charges (e.g. see partitioned
magnetogram in Appendix, Figure 4). Firstly, for all successive pairs of magnetograms we
derive a local correlation tracking (LCT) velocity field (November and Simon, 1988; Chae,
2001) and then group pixels into individual partitions that have persistent labels. In the
second step we represent each magnetic partition with a magnetic point charge (or magnetic
point source) which has the flux of the partition and is located at its center of flux. Finally,
using the LCT velocity field we calculate the helicity injected by the motions of the magnetic
point charges of the whole AR (HAR, see Table 1 and Longcope et al. (2007)). We make
sure that the amount of helicity injected by the motions of the continuous photospheric
partitions matches the helicity injected by the motions of the magnetic point charges. Their
equality gives us confidence that the centroid motions of the point charges accurately capture
helicity injection. As has been shown by Chae (2007), computing the vector potential via the
Fourier approach of Chae (2001), as we choose to do, reults in the higher values (10%) in the
helicity flux compared to that from the approach by Pariat, Démoulin, and Berger (2005).
In addition, the LCT method that we use yields systematically lower values than the DAVE
velocity-inversion algorithm with a difference in helicity flux of less than ≈ 10% (Welsch
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Table 2 Flare physical properties: MCC model predictions vs. observations: predicted �r,MCC and inferred
from observations �r,ribbon reconnection fluxes and MC poloidal fluxes �p,MC, predicted EMCC and ob-
served EGOES energy values, predicted HMCC and observed HMC helicity values (see Section 3).

i �r,MCC �r,ribbon �p,MC EMCC EGOES HMCC HMC

1021 Mx 1021 Mx 1021 Mx 1031 ergs 1031 ergs 1042 Mx2 1042 Mx2

1 2.8 ± 0.4 4.1 ± 0.4 6.3±4.2 1.0 ± 0.3 3.1 ± 0.6 −7.0 ± 1.2 −7.5 ± 5.0

2 5.4 ± 0.8 4.8 ± 0.5 5.25±3.5 6.4 ± 1.8 2.0 ± 0.1 −5.0 ± 0.6 −8.3 ± 5.5

3 6.0 ± 0.9 12.8 ± 3.0 9.9±6.6 9.1 ± 2.6 10.1 ± 2.1 −20.1 ± 3.6 −22.5 ± 15.0

4 15.0 ± 2.6 23.0 ± 7.0 18.0±12.0 18.0 ± 5.2 13.6 ± 0.6 −48.0 ± 8.6 −45.0 ± 30.0

et al., 2007). Those two effects result in an uncertainty of 10% in the HAR value which we
take into account.

The MCC model characterizes the changes in the pre-flare magnetic field purely in terms
of the changes in the magnetic domains: volumes of field lines connecting pairs of opposite
point charges. Replacing each partition with a single magnetic point charge as we chose to
do results in values of domain fluxes that are only slightly different from the actual domain
fluxes (Longcope, Barnes, and Beveridge, 2009). As magnetic charges move, the magnetic
field, first relaxed by the zero-flare, becomes increasingly stressed and hence non-potential.
Under the assumption that no reconnection, flux emergence, or flux cancelation occur be-
tween the zero-flare and the flare of interest, the domain fluxes could not have changed.
(Note that for our analysis we selected only flares associated with ARs with no significant
flux emergence or cancelation during the period between t0 and tflare.) To provide both the
domain flux conservation and the increasing field non-potentiality, the MCC model includes
currents only on the intersections between the domain boundaries, called separators. In this
way the lack of reconnection leads to storage of free magnetic energy, energy above that of
the potential field, which could then be released by reconnection in the flare. To achieve the
maximum energy release, the field inside the domains associated with the flare (flaring do-
mains) would need to relax to its potential state. Thus to find the reconnection flux we first
need to find the flaring domains and then calculate the changes in their domain flux from
t0 to tflare. More specifically, we first overlay the magnetic point charges rotated to the time
of the TRACE 1600 Å flare ribbons onto the ribbons image (e.g. of Figure 5 in Appendix)
and then use a Monte-Carlo method (Barnes, Longcope, and Leka, 2005) to find the fluxes
of the flaring domains at t0 and tflare. Finally, we separately sum up the absolute values of all
the positive and negative changes in the domain fluxes to calculate the model reconnection
flux [�r,MCC, see Table 2]. This is the model estimate of the net flux transfer that must occur
in the two-ribbon flare through the flare reconnection.

To find the flaring separators, we find the topology of the magnetic field at tflare and select
those separators that connect nulls that are located on the flare ribbons. Through the MCC
model, the changes in the domain fluxes under those flaring separators allow us to calculate
current, free energy, and helicity liberated on each separator (for a detailed description of
the method see Longcope (1996) and Appendix B of Kazachenko et al. (2009)). The total
model energy [EMCC] released during the flare is a sum of energies released at each flar-
ing separator. It is a lower bound on the energy stored by the pre-flare motions, since the
MCC model uses the point-charge representation and hence applies a smaller number of
constraints than point-for-point line tying. It can be shown that the energy stored by ideal,
line-tied, quasi-static evolution will always exceed the energy of the corresponding flux-
constrained equilibria (Longcope and Magara, 2004). The total mutual helicity injected on
all flaring separators is a sum of the helicities injected on each flaring separator. However,
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the liftoff of the flux rope does not remove all of the helicity available in the flux rope
(Mackay and van Ballegooijen, 2006). For an MHD-simulated eruption, Gibson and Fan
(2008) found that 41% of the helicity is lost with the escaping rope, while 59% remains.
For simplicity, we assume that 50% of the total mutual helicity from the MCC model ends
up as self-helicity of the flux rope created by reconnection: HMCC = ∑

Hi/2. Finally we
note that the MCC model depends on the way that we partition the magnetogram sequence
(Beveridge and Longcope, 2006). We experimented with different values of saddle points
in the partitioning and apodizing windows in the LCT and found that this contributes an
uncertainty in the MCC reconnection flux, MCC energy, and MCC helicity that we include
in Table 2.

2.2. Flare and MC Observations

For comparison with the predictions of the MCC model, we must infer values of reconnec-
tion flux [�r,ribbon] from the observations, MC poloidal flux [�p,MC], energy [EGOES], and
helicity [HMC] (see Table 2).

To infer values of reconnection flux [�r,ribbon] from the observations, we use flare-ribbon
motion (Poletto and Kopp, 1986; Fletcher and Hudson, 2001) observed in 1600 Å images
from TRACE. To find the total magnetic flux swept out by a moving ribbon, we count all
pixels that brightened during any period of the flare and then integrate the unsigned magnetic
flux encompassed by the entire area taking into account the height of the ribbon’s forma-
tion, a ≈ 20% correction (Qiu et al., 2007). The uncertainties in the �r,ribbon are estimated
by artificial misalignment between the MDI and TRACE data, ribbon-edge uncertainty, and
inclusion of transient non-ribbon features with the ribbon areas. To quantify the misalign-
ment contribution, we perform a set of trials whereby magnetogram and 1600 Å images are
offset by up to two MDI pixels. To find the uncertainty due to ribbon-edge identification,
we perform the calculation for different ribbon-edge cutoff values ranging from six to ten
times the background intensity. We also compare the MCC reconnection flux [�r,MCC] to
the poloidal MC flux [�p,MC] derived from fits to the in situ MC ACE/Wind observations
using the Grad–Shafranov reconstruction method (Hu and Sonnerup, 2001). As Qiu et al.
(2007) showed from observations, �r,ribbon ≈ �p,MC. Hence if the MCC model captures the
reconnection flux correctly, �r,MCC should match �p,MC unless reconnection of the ICME
with the ambient solar wind makes an important contribution (Dasso et al., 2006).

During the flare, the magnetic free energy that has been slowly stored by photospheric
motions [EMCC] is rapidly released by reconnection and then dissipated. We estimate energy
losses not only due to radiation [Er], as Kazachenko et al. (2009) and Kazachenko et al.
(2010) did, but also due to conductive cooling [Ec] and the enthalpy flux [Eent], which in
some numerical cases is as large as radiative energy losses (Bradshaw and Cargill, 2010).
Since it is not clear whether the source for the CME kinetic energy is the magnetic free
energy stored in the active region and not the energy stored, e.g., in the interplanetary current
sheet, we neglect the energy carried away by the CME.

To quantify the three components of EGOES = Er + Ec + Eent (see Table 3) we use GOES
analysis software in SolarSoft and the observed GOES X-ray fluxes in the two channels
(1–8 Å and 0.5–4 Å). Those provide an estimate of the plasma temperature T and emis-
sion measure EM = n2

eV , where ne is the electron density and V is the emitting vol-
ume. Radiative energy losses Er depend on the emission measure, temperature and com-
position of emitting plasma. We find their magnitude using the temperature-dependent
Mewe radiative-loss function (Mewe, Gronenschild, and van den Oord, 1985). To cal-
culate the conductive energy losses [Ec] we integrate the conductive energy loss rate to
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Table 3 Observed energy budget, in units of 1031 ergs: radiative losses Er, conductive losses Ec, en-
thalpy fluxes Eent, total energy EGOES = Ec + Er + Eent and estimated value for flare luminosity EFL ≈
(3.15 ± 1.05) × EGOES. For comparison with the observations, the predicted model energy EMCC is given
(see Section 2.2 and Section 3).

i L (Mm) Er Ec Eent EGOES EFL EMCC

1 145 ± 31 1.0 0.45 ± 0.05 1.6 ± 0.6 3.1 ± 0.6 10.3 ± 5.1 1.0 ± 0.3

2 43 ± 20 0.9 0.4 ± 0.1 0.7 ± 0.1 2.0 ± 0.1 6.4 ± 2.4 6.4 ± 1.8

3 151 ± 50 2.5 2.6 ± 0.2 4.9 ± 1.9 10.1 ± 2.1 34.0 ± 17.2 9.1 ± 2.6

4 107 ± 18 5.3 2.75 ± 1.35 5.5 ± 0.7 13.6 ± 0.6 43.5 ± 16.1 18.0 ± 5.2

the chromosphere [Pcond = Uth/τcond] where Uth is thermal energy content of the plasma,
Uth = 3nekT V = 3kT

√
EM × V and τcond is the cooling time scale

τcond ≈ 3kne(L/2)2

κ0T 5/2
, (1)

for a loop of full length L, Boltzmann constant k, and Spitzer conductivity κ0 ≈ 10−6 (Long-
cope et al., 2010). We quantify the volume of the emitting material [V ] by assuming that
Ec ≈ Er at late times, as should be the case in a static equilibrium (Rosner, Tucker, and Va-
iana, 1978; Vesecky, Antiochos, and Underwood, 1979). From the volume [V ] and emission
measure [EM] we derive the electron density ne = √

EM/V . For the loop length [L] we use
the distribution of the lengths of the flaring separators (with the energy weights) whose geo-
metrical properties are found from the coronal magnetic topology at tflare (Section 2.1). The
mean and standard deviations of the lengths of the flaring separators yield the mean and the
standard deviation of the values of Ec. Finally, we estimate the enthalpy flux [Eent] using
model calculations by Bradshaw and Cargill (2010). From Tables 1 and 2 in Bradshaw and
Cargill (2010) and the loop lengths of the flaring separators, we first derive a coefficient [δ]
which describes the ratio between the radiative cooling and the enthalpy-flux time scales
and then the enthalpy flux itself.

We get an additional idea for the value of the uncertainty in EGOES by comparing it to the
flare luminosity [FL, EFL] from the Total Irradiance Monitor (TIM) on the Solar Radiation
and Climate Experiment (SORCE). Unfortunately, FL measurements are not available for
the four flares studied here. However, FLs have been measured for four other large (> X10)
solar flares (see Table 2 in Woods, Kopp, and Chamberlin (2006)), for which we may cal-
culate EGOES. For these four flares we find that the FLs are approximately two to four times
larger than the EGOES. We use this scaling to limit our energy estimates from above (see
Table 3): EFL ≈ (3.15 ± 1.05) × EGOES.

Finally, we compare the model MCC flux-rope helicity with the helicity of the mag-
netic cloud associated with the flare [HMC]. We calculate HMC applying the Grad–Shafranov
method (Hu and Sonnerup, 2001) to the ACE/Wind MC observations. There are several un-
certainties and limitations in the determination of HMC, which are as well applicable to MC
poloidal-flux calculations. First, the inferred value of HMC is model-dependent: e.g. within
the cylindrical hypothesis, force-free and non-force-free models give helicities values that
differ by up to 30% (Dasso et al., 2003, 2006). However, this variation remains small com-
pared to the variation of helicity values computed for different MCs (Gulisano et al., 2005).
Second, the MC boundaries can be defined by several criteria, which do not always agree.
This introduces an uncertainty on the magnetic helicity which can be comparable to the un-
certainty obtained with different models (Dasso et al., 2006). Finally, the distribution of the
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twist along the flux rope as well as the length of the flux rope are generally not known. So
far only in one case has the length of the flux rope LMC = 2.5 AU been determined pre-
cisely from impulsive electron events and solar type III radio bursts (Larson et al., 1997).
We take the value of 0.5 AU as the lower limit of LMC (DeVore, 2000) and 2.5 AU as the
upper limit of LMC (Larson et al., 1997). Such choices of the lower and upper limits of LMC

would change poloidal MC flux and MC helicity to vary between roughly half and twice the
measured values.

3. Data: Flares Studied

We apply the methods described in the previous section to four large eruptive flares (Table 1).
This number of events is limited by several necessary flare selection criteria. Firstly, we
selected only events that have good observations of both the flare and the MC. Secondly,
except for the 13 May 2005 flare, we selected only ARs where two successive flares larger
than M-class were present, in order to make plausible our assumption of initial relaxation of
the AR’s magnetic field to potential state. Thirdly, both the flare of study and the zero-flare
should happen no farther than 40° from the central meridian so that the stress build-up could
be observed. Finally, we selected only flares associated with ARs with no significant flux
emergence or cancelation during the period between t0 and tflare.

Our topological analysis using the MCC model has been applied previously for three
of the four flares: M8 flare on 13 May 2005 (Kazachenko 2009), X2 flare on 7 November
2004 (Longcope et al., 2007), X17 flare on 28 October 2003 (Kazachenko et al., 2010). The
results of the MCC analysis for the X5.7 flare on 14 July 2000 are described in this article
for the first time (see Appendix). In Table 1 we list the flare number i in this work, date, time
and X-ray class of each flare; the NOAA number of the AR associated with the flare, AR’s
unsigned magnetic flux [�AR] and helicity injected into the AR during the magnetogram
sequence [HAR]; start [t0] and end time [tflare] of the magnetogram sequence. The flares are
sorted by X-ray class. In Table 2 we compare MCC-model predicted physical properties
with the observations: predicted and inferred from the ribbon-motion reconnection fluxes
and MC poloidal fluxes, predicted and observed from the GOES observations energy values,
predicted and observed from the Wind/ACE observations helicities. Finally in Table 3 we
detail the observed energy budget for each flare.

The first flare listed in Table 1 is the M8 flare that occurred on 13 May 2005 in NOAA
10759 (Kazachenko et al., 2009; Yurchyshyn et al., 2006; Liu et al., 2007; Jing et al., 2007;
Liu, Zhang, and Zhang, 2008). NOAA 10759 had a large positive sunspot which contained
more than a half of the total positive flux of the AR and rotated with the rate of 0.85 ± 0.13°
per hour during the 40 hours before the flare (Kazachenko et al., 2009). Such fast rotation,
along with the fact that the spin-helicity flux is proportional to the magnetic flux squared,
makes the effect of sunspot rotation dominant in the helicity budget of the whole AR. As for
the flare itself, the rotation of the sunspot produced three times more energy and magnetic
helicity than in the hypothetical case in which the sunspot does not rotate; the inclusion of
sunspot rotation in the analysis brings the model into substantially better agreement with
GOES and interplanetary magnetic-cloud observations. Rotation is energetically important
in the flare and alone can store sufficient energy to power this M8 flare.

The second flare in Table 1 is the X2 flare on 7 November 2004 (Longcope et al., 2007).
The start time was plausibly taken to be that of an M9.3 flare which occurred 40 hours before
the flare of interest. The MCC model predicts a value of the flux needed to be reconnected
in the flare that compares favorably with the flux swept up by the flare ribbons. The MCC
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model places a lower bound on the energy stored by the 40-hour build-up shearing motions
that is at least three times larger than the observed energy losses. The helicity assigned to
the flux rope that is assumed in the model is comparable to the magnetic cloud helicity. Note
that our estimate for HMCC in Table 2 is higher than the one in Longcope et al. (2007) (see
Table 2 in Longcope et al. (2007)): we estimate HMCC as a sum of the helicities over all
eight flaring separators, while Longcope et al. (2007) took a sum over only the three most
energetic separators.

The third flare in Table 1 is the X6 flare on 14 July 2000 (Lepping et al., 2001;
Yurchyshyn et al., 2001; Fletcher and Hudson, 2001; Masuda, Kosugi, and Hudson, 2001).
Our analysis of this flare is described in this article for the first time (see Appendix). We
take as the zero-flare an X1.9 flare around 48 hours before the flare of interest. We use the
MCC model to find that the released energy is comparable to the observed energy losses.
The amount of flux reconnected during the flare according to the model is at least one and a
half times smaller than the reconnection flux observed with TRACE. The model estimate for
the helicity is comparable with the helicity from the MC observations. No sunspot rotation
is associated with the pre-flare evolution.

The fourth event in Table 1, the X17 Halloween flare (Yurchyshyn, Hu, and Abra-
menko, 2005; Régnier and Priest, 2007; Schrijver et al., 2006; Mandrini et al., 2006;
Lynch et al., 2005; Zhang, Liu, and Zhang, 2008), occurred in an AR with a fast-rotating
sunspot. We find that the MCC reconnection flux is consistent with the reconnection flux in-
ferred from the observations. We find that the sunspot rotation increases the total AR helicity
by ≈ 50%. However, in contrast to the flare on 13 May 2005, where rotation is dominant
in the energetics, rotation increases the free energy and flux-rope helicity of this flare by
only ≈ 10%. Shearing motions alone store sufficient energy and helicity to account for the
flare energetics and ICME helicity content within their observational uncertainties. Thus this
flare demonstrates that the relative importance of shearing and rotation in this flare depends
critically on their location within the parent AR topology.

4. Results: MCC Model Predictions Versus Observations

The main global property that describes the flare’s reconnection is the amount of magnetic
flux that participates. Figure 1 shows predicted [(�r,MCC] and observed [�r,ribbon] reconnec-
tion fluxes for each event, the AR-average unsigned magnetic flux [�AR] and the poloidal
MC flux [�p,MC]. The first thing that we notice is that the fraction of the AR magnetic flux
that is observed to reconnect during the four flares ranges from 18% to 49%. Secondly, in
the second and fourth flares the predicted reconnection flux matches the reconnection flux
inferred from the observations, while in the first and third flares the highest probable value
of the MCC reconnection flux is lower than the lowest probable value of the observed recon-
nection flux by 13% and 29% correspondingly. The lower model reconnection flux is likely
due to additional reconnections not accounted for in the model. That means that the MCC
model captured a lower limit of the amount of magnetic flux that has reconnected in these
flares and hence the lower limit on the amount of energy released. Finally, in all four cases
the value of poloidal MC flux matches both the observed and model reconnection fluxes, al-
though the uncertainties in �p,MC due to the unknown MC length are quite large. According
to the CSHKP model, on which the MCC model builds, reconnection contributes solely to
the incremental poloidal component of the flux-rope flux. Therefore, the derived agreement
between the poloidal MC flux and the reconnection fluxes means that the flux rope is formed
in situ.
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Figure 1 Predicted and
observed magnetic-flux values
for the four events. The
horizontal axis shows the
maximum X-ray flux of each
flare. For details see Tables 1
and 2. For discussion see
Section 4.

Figure 2 Predicted and
observed energy values for the
four events. For details see
Table 3. For discussion see
Section 4.

The MCC model gives a lower limit of the free magnetic energy released in each flare
(Longcope, 2001). In Figure 2 we compare the predicted MCC model free energy [EMCC,
diamonds] with the observed time-integrated sum of radiative and conductive energy losses
and the enthalpy flux [EGOES, stars]; we also show the estimated flare luminosity [EFL, blue
squares]. Figure 2 indicates that for the third and fourth flares the predicted energy [EMCC]
matches the observed energy [EGOES], while for the second flare the predicted energy is
around three times larger than EGOES. In all four cases the flare luminosity is higher than
both EGOES and EMCC. This is not surprising, since the MCC model uses a point-charge
representation rather than line tying and yields a lower limit on the free energy released
in the flare. Summarizing, within the uncertainties, for three flares i = 2,3,4 the predicted
free energy lies between the observed estimate of released energy and the estimated flare
luminosity. Only for the 13 May 2005 flare is the model energy lower than the observed
estimate. Note, that this flare is the only flare that did not have a zero-flare at t0. Since
rotation is the dominant source of helicity injection in this flare and the rotation rate was
around zero before t0, we believe that our analysis plausibly captures the major source of
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Figure 3 Predicted and
observed helicity values for the
four events. For details see
Table 1 and Table 2. For
discussion see Section 4.

helicity injection in this flare. Nevertheless, the absence of a zero-flare indicates that there
might have been additional energy storage before t0. Hence, our estimate is a lower limit to
the reconnection flux and the magnetic energy of this M8 flare.

One must keep in mind that one of the basic assumptions of the MCC model is the poten-
tiality of the magnetic field after the zero-flare. Su, Golub, and Van Ballegooijen (2007) an-
alyzed TRACE observations of 50 X- and M-class, two-ribbon flares and found that 86% of
these flares show a general decrease in the shear angle between the main polarity-inversion
line and pairs of conjugate bright ribbon kernels. They interpreted this as a relaxation of
the field toward a more potential state because of the eruption that carries helicity/current
with it, but one can readily argue that a similar decrease in shear angle would be seen if
sequentially higher, less-sheared post-flare loops light up with time as the loops cool af-
ter reconnection. These results are consequently ambiguous: they may show a decrease
in shear, or they may reflect that flares generally do not release all available energy and
part of the flux-rope configuration remains. In other words, the MCC model potentiality
assumption may mean that additional energy and reconnection flux are stored before the
zero-flare.

Because magnetic helicity is approximately conserved in the corona, even in the presence
of reconnection, it is instructive to compare HMCC to HMC. Figure 3 shows the relationship
between the predicted [HMCC, diamonds] and observed [HMC, stars] values of helicity. The
blue + signs show the amount of the helicity for the whole AR [HAR]. In all four cases we get
MCC model helicities that are of comparable magnitude and same sign as the observed MC
values and are smaller than the helicity of the whole AR. Our analysis shows that pre-flare
motions contribute enough stress to account for observed helicity values, however, more
accurate estimate of the MC length is required in order to lower the error bars in the MC
helicities and improve our understanding of MC–flare relationship. It is interesting that the
most energetic of the four flares (i = 4, which happened in the southern hemisphere) had the
helicity sign opposite to the hemispheric helicity preference (Pevtsov and Balasubramaniam,
2003). Hence its sign cannot be predicted from the global solar properties, but only from a
case study like this.

The properties of the magnetic field in a MC are determined by the initial conditions of
the eruption, which we derive with the MCC model as well as by how the MC interacts with
the interplanetary medium during its travel toward the Earth. Above we found a consistency
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between the MC flux and predicted model and observed flare-reconnection fluxes, the MC
and predicted flare flux-rope helicities, observed and predicted flare energy releases. The
agreement between those supports our local in-situ formed flux-rope hypothesis.

One more quantity that is frequently compared between the MC and AR flux rope is the
direction of the poloidal field. Li et al. (2011) found that the poloidal field of MCs with low
axis inclination relative to the ecliptic (≈ 40% of all MCs) has a solar-cycle dependence.
They note that during the solar minima, the orientation of the leading edge of the MC is
predictable: it is the same as the solar dipole field. However, during the maximum and the
declining phases, when most of the geoeffective MCs happen, both (north and south) orien-
tations are present, although the global dipole-field orientation of the beginning of the cycle
dominates.

It is instructive to consider how the four flares of our study relate to these results. Assum-
ing that the poloidal field in the ejected flux rope is oriented along the flaring separators, we
define its orientation relative to the ecliptic plane using the North–South classification: North
(30 < θ < 90°, Bz > 0, in the solar ecliptic coordinate system) or South (−90 < θ < −30°,
Bz < 0). We then determine the orientation of the leading edge of the MC poloidal field us-
ing the same North–South classification and compare two quantities: the orientation of the
poloidal field in the active region and the orientation of the leading edge of the MC poloidal
field. We find that the MC produced by the Bastille day flare during the solar maximum
has a South-oriented leading MC poloidal field, the same as both the remnant weak dipole
orientation and poloidal-field orientation of the flux rope at the Sun. In contrast, the flares
that occurred during the declining phase, on 13 May 2005 and 7 November 2004, produced
magnetic clouds with South-oriented leading MC poloidal fields, opposite to the direction
of the global dipole field, but the same as the poloidal-field orientation predicted for a flux
rope in the modeled AR. Finally the MC produced by the Halloween flare lay perpendicular
to the ecliptic plane and thus was not relevant to the observed Li et al. (2011) rule; however,
a good agreement was also found between the directions of the poloidal field in the MC and
in the source AR (Yurchyshyn, Hu, and Abramenko, 2005).

Summarizing the above: although there is a tendency for ARs to follow the dipole-field
orientation during the solar minimum (Li et al., 2011), during the solar maximum and the
declining phase, when the largest MCs occur, the local AR field is important. We find that
for the four studied large events, the direction of the leading MC poloidal field is consistent
with the poloidal-field orientation in the AR rather than to the global dipole field, in agree-
ment with Leamon, Canfield, and Pevtsov (2002). This implies that the magnetic clouds
associated with large ARs inherit the properties of the AR rather than those of the global
dipole field, as a result of reconnection in the active region rather than with the surrounding
dipole field. Although here we compare the poloidal post-flare arcade field with the poloidal
MC field, this supports the conclusion by Yurchyshyn et al. (2007), who found that 64% of
CMEs are oriented within 45° to the MC axes (MC toroidal field) and 70% of CMEs are ori-
ented within 10° to the toroidal field of EUV post-flare arcades (Yurchyshyn, Abramenko,
and Tripathi, 2009). In other words, despite the fact that CME flux ropes may interact sig-
nificantly with the ambient solar wind (Dasso et al., 2006) or other flux ropes (Gopalswamy
et al., 2001), a significant group of MCs reflects the magnetic field orientation of the source
regions in the low corona.

5. Conclusions

The main purpose of this study is to understand the mechanism of the CME flux-rope for-
mation and its relationship with the MC. Notably, we use the Minimum Current Corona
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model (Longcope, 1996) which, using the pre-flare motions of photospheric magnetic fields
and flare-ribbon observations, quantifies the reconnection flux, energy, and helicity budget
of the flare. We apply this model to four major eruptive solar flares that produced MCs and
compare the predicted flux-rope properties to the observations.

We compare model predictions to observations of four quantities: the predicted model
reconnection fluxes to the MC poloidal fluxes and ribbon-motion reconnection fluxes, the
predicted flux-rope helicities to the MC helicities, the predicted released energies to the total
radiative/conductive energy losses plus the enthalpy fluxes, and the direction of the magnetic
field in the AR arcade to the direction of the leading edge of MC poloidal field.

Our comparison reveals the following: The predicted reconnection fluxes match the re-
connection fluxes inferred from the observations for the 7 November 2004 and Halloween
flares. For the 13 May 2005 and Bastille Day flares, the minimum probable differences be-
tween the predicted and observed reconnection fluxes are 13% and 29%, correspondingly.
In all four cases the values of poloidal MC fluxes match both the observed and the model
reconnection fluxes. The predicted flux-rope helicities match the MC helicities. For three
flares of study the predicted free energies lie between the observed energy losses (radiative
and conductive energy losses plus the enthalpy fluxes) and the flare luminosities. Only for
the flare on 13 May 2005, the predicted free energy is one third of the observed estimate. We
relate this mismatch to the fact that 13 May 2005 flare was the only event without a zero-
flare, hence additional energy might have been stored before t0. Finally, we find that in all
four cases the direction of the leading MC poloidal field is consistent with the poloidal com-
ponent of the local AR arcade field, whereas in two cases the MC poloidal-field orientation
is opposite to that of the global solar dipole.

These findings compel us to believe that magnetic clouds associated with these four erup-
tive solar flares are formed by low-corona magnetic reconnection during the eruption, rather
than eruption of pre-existing structures in the corona or formation in the upper corona by
the global field. Our findings support the conclusions of Qiu et al. (2007) and Leamon et al.
(2004), although through a very different approach: while Qiu et al. (2007) and Leamon
et al. (2004) inferred the solar flux-rope properties only from observations, we infer them
from both the MCC model and the observations. Using the pre-flare magnetic field evolution
and the MCC model, we find that we are able to predict the observed reconnection fluxes
within a 29% uncertainty and the observed MC poloidal-flux and helicity values within the
MC length uncertainty. For the flares associated with zero-flares, we are able to estimate
a lower limit for the free magnetic energy. We note that, since all four flares occurred in
ARs without significant pre-flare flux emergence/cancelation, the flux/energy/helicity that
we find is stored by shearing and rotating motions, which is sufficient to account for the
observed energy and MC flux and helicity.

Our work brings up several interesting questions that require further exploration. Firstly,
the results of this article are based on only a small number of events, which are similar in that
all have a large radiative signature. Hence a study of observations of a class of events with
small radiative signature would be challenging: smaller flares that are nevertheless associ-
ated with major CMEs (Aschwanden,Wuelser, and Nitta, 2009). If the MCC model is valid,
it should be able to explain both the energy and helicity content of flare/CME events whose
flare energy output is disproportionately small. Secondly, in this article, we estimated the fi-
nal flare energy as a sum of energy losses by radiation, conduction, and enthalpy, neglecting
the energy carried away by the CME. To our knowledge, no systematic empirical study of
the source of energy for the CME has yet been conducted, so it is unknown what proportion
of its energy budget arises from the AR. From the limited sample, Ravindra and Howard
(2010) found that a 50% contribution may be a reasonable first-order approximation. In-
cluding CME energy losses into our flare analysis would help us understand how much of
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the CME energy arises from the active region and may lead to a greater understanding of
the onset mechanism for CMEs.
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Appendix

The X5.7 Bastille Day flare occurred on 14 July 2000 at 10:03 UT in NOAA 9077. Our
magnetic-field data describing the evolution of the magnetic field before this flare consist
of a sequence of SOHO/MDI full-disk magnetograms (2′′, level 1.8) starting at t0 = 12 July
2000 14:27 UT, after the X1.9 flare (12 July 2000 10:18 UT), and ending at tflare = 14 July
09:36 UT, 27 minutes before the Bastille day X5.7 flare. Thus we form a sequence of 28
low-noise magnetograms with a 96-minute cadence, which cover 43 hours of the stress
build-up prior to the X5.7 flare on 14 July 2000 10:03 UT. Firstly, for all successive pairs
of magnetograms we use a Gaussian apodizing window of 7′′ to derive a local correlation
tracking (LCT) velocity. We then take a magnetogram at tflare and group pixels, exceeding a
threshold Bthr = 45 Gauss downhill from each local maximum, into individual partitions. We
combine partitions by eliminating any boundary whose saddle point is less than 350 Gauss
below either maximum it separates. Each partition is assigned a unique label which main-
tains through the sequence by using the LCT velocity pattern. Figure 4 shows the spatial
distribution of these partitions at tflare. For expediting the assessment of the field’s connec-
tivity, we represent each magnetic partition with a magnetic point charge which contains the
magnetic flux of the whole partition concentrated in the partition’s centroid. We find that
the magnetic field is well balanced at tflare (�+(�−) = 3.3(−3.5) × 1022 Mx) and exhibits
no significant emergence/cancelation during the 43 hours of pre-flare stress build-up time.
From the LCT velocity and magnetic field at each point we find the flux of relative helicity
into the corona to be HAR = −(27 ± 2.7) × 1042 Mx2, no significant spin-helicity content
(rotation) has been detected.

To find the model estimate of the reconnection flux, we determine the magnetic point
charges associated with the flare using the flare UV observations by TRACE 1600 Å. Fig-
ure 5 shows a superposition of the elements of the topological skeleton at tflare onto the
UV flare-ribbon image. The spines (red solid lines) that are associated with ribbons form
the footprint of a combination of separatrices that overlay the flaring domains. The over-
lay suggests that the northern ribbon is associated with the spines connecting flaring point
sources P08, P11, P20, P01, P02, P16, P04, and P03; and the southern ribbon is associ-
ated with the spines connecting N20, N13, N02, N11, N04, N07, N06, N09, N10, N12,
N03, N01, N18, N19, N15, and N05. Field lines connecting the pairs of opposite point
charges listed above form a set of flaring domains. The amount of flux that those domains
exchanged, the model reconnection flux, is �r,MCC = (6.0 ± 0.9) × 1021 Mx, fifty percent
smaller than the lower value of the observed reconnection flux from the flare-ribbon evolu-
tion (�r,ribbon = (12.8 ± 3) × 1021 Mx).

From the set of flaring point charges and nulls lying between them, we find twenty six
flaring separators (see Figure 6). The total free energy and helicity output on those separa-
tors is EMCC = (9.1 ± 2.6) × 1031 ergs and HMCC = −(20.1 ± 3.6) × 1042 Mx2. However,
out of the 26 flaring separators, 90% of the total free energy is contained in separators orig-
inating in nulls B08 and B11 which lie between poles P01, P02, and P16 (note the most

Reprinted from the journal 178



Predictions of Energy and Helicity in Four Major Eruptive Solar Flares

Figure 4 Positive (P) and
negative (N) polarity partitions
for NOAA 9077 on 14 July 09:36
UT. The gray-scale magnetogram
shows magnetic field scaled from
−1000 G to 1000 G. The
partitions are outlined and the
centroids are denoted by + and
× signs (positive and negative,
respectively). Axes are labeled in
arcseconds from disk center.

Figure 5 TRACE 1600 Å image, plotted as reverse gray scale, with elements of the topological skeleton su-
perimposed. The skeleton calculated for 14 July 09:36 UT is projected onto the sky after its tangent plane has
been rotated to the time of the TRACE observations (10:33 UT). Positive and negative sources are indicated
by + and × signs, respectively. The triangles represent the labeled null points. The red curved line segments
show spine lines associated with the reconnecting domains. Axes are in arcseconds from disk center.

Figure 6 Flaring separators
derived from the MCC model.
Colors indicate the logarithm of
the free energy available for
release during the flare on each
separator, in units of ergs.
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red separators in Figure 6). Moreover, 64% of the total flare free energy is partitioned be-
tween three separators: A19/B11, A20/B11, and A20/B08. According to the MCC model,
the poles associated with those nulls (P01, P02, P16 and N10, N01, N03, N18) indicate the
locations of the largest free-energy release. Figure 6 indicates that the brightest observed
loops in TRACE 1600 Å are the loops connecting point charges N12, N10, N01, and N18
with P02, consistent with the results of the MCC model presented above.
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Abstract Well-developed filament channels may be present in the solar atmosphere even
when there is no trace of filament material inside them. Such magnetic systems with filament
channels without filaments can result in coronal mass ejections that might appear to have no
corresponding solar surface source regions. In this case study, we analyze CMEs on 9 August
2001 and 3 March 2011 and trace their origins to magnetic systems with filament channels
containing no obvious filament material on the days around the eruptions.

Keywords Coronal mass ejections, low coronal signatures · Coronal mass ejections,
initiation and propagation · Magnetic fields, corona · Prominences, formation and
evolution · Filaments, filament mass

1. Introduction

Coronal mass ejections (CMEs) are typically associated with flares or filament eruptions.
Some studies suggest that the majority of CMEs can be traced back to filament eruptions
(Subramanian and Dere, 2001). There are, however, cases of CME when no flare or filament
eruption has been observed. For example, Robbrecht, Patsourakos, and Vourlidas (2009) re-
ported a STEREO observation of a CME without a clear signature of a solar source region in
the photosphere, chromosphere, or low corona. A recent statistical study by Ma et al. (2010)
finds that about one third of CMEs observed in 2009 exhibit no signature of the eruption
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in the low corona. We suggest that some of these CMEs “from nowhere” may originate in
magnetic systems encompassing filament channels without conspicuous filaments.

A filament channel is a necessary “feature” of the chromospheric-coronal filament sys-
tem (for review, see Gaizauskas, 1998). Filament channels overlay magnetic polarity rever-
sal boundaries (also called polarity inversion lines or “neutral lines”). However, a filament
channel is not a line, but a volume of space around and encompassing a filament (when it
is present) or its future location. Not every polarity reversal boundary has a corresponding
filament channel above and around it: a vital precondition for the formation of a filament
channel is a magnetic field in it having a strong horizontal component aligned with the po-
larity reversal boundary (Gaizauskas, Mackay, and Harvey, 2001). In Hα, filament channels
can be distinguished by “voids” of coronal mass and an anti-parallel pattern of fibrils on
opposite sides of a polarity reversal boundary (Foukal, 1971; Martin, 1998; Martin, Lin, and
Engvold, 2008; Martin and Panasenco, 2010; Panasenco, 2010). As summarized by Martin
(1998) no fibrils cross the polarity reversal line in a fully developed filament channel. Be-
cause fibrils are field-aligned this implies that the same is probably true for magnetic field
lines associated with fibrils, i.e., no magnetic field lines from active region or network mag-
netic fields cross this polarity reversal boundary at the chromospheric level (Smith, 1968;
Martin, 1990). In other words, magnetic systems associated with filament channels do not
have low-lying long-lived loops across the channel except in their flaring or post-flaring
state (Martin, 1990). However, long-lived loops always exist high above the channel and
high above filament mass in a channel (Martin, 1990).

Filament channels are readily identifiable in He II 304 Å images during the active phase
of solar cycles as dark narrow “corridors”, but they are not clearly visible during the mini-
mum of solar cycles or in circumstances when there is very little magnetic flux surrounding
the polarity reversal boundary. Similarly, dark filament channels can be identified in 195 Å
images (e.g., Vásquez, Frazin, and Kamalabadi, 2009). Apparent coronal voids often coin-
cide with filament channels. Not every polarity reversal boundary has a filament channel,
and not every filament channel has a filament (Gaizauskas, 1998). Panasenco and Pevtsov
(2010) have analyzed the evolution of a stable and apparently empty filament channel during
a period of low solar activity, and found that it had some of the ingredients necessary for
filament formation:

i) A magnetic neutral line.
ii) An arcade field overlying the neutral line (Martin, 1990).

iii) A coronal cavity below the arcade.

Panasenco and Pevtsov (2010) did observe an episode, when relatively hot chromo-
spheric material (as observed in He II 304 Å) was injected into the filament channel from
outside (see, Figure 1 in Panasenco and Pevtsov, 2010). However, the emission from this
material rapidly disappeared as the plasma cooled down. Based on the analysis of mag-
netic fields, Panasenco and Pevtsov (2010) concluded that the prime reason for filaments
not forming in that channel was a deficiency in the mechanism that supplies mass for fila-
ments. Several studies have indicated that the existence of filaments is closely related to the
magnetic flux cancellation rate within the filament channel (e.g., Martin, Livi, and Wang,
1985; Martin, 1990; Litvinenko, 1999; Litvinenko and Martin, 1999; Wood and Martens,
2003). In a more recent study, Mackay, Gaizauskas, and Yeates (2008) confirmed that the
convergence of magnetic flux leading to either flux cancellation or reconnection is required
for filament formation.

Partially empty or completely empty filament channels can be observed not only in the
quiet Sun, but also in active regions (Zirker et al., 1997; Martin, 1998). Filament channels
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Figure 1 SOHO/EIT 304 Å images on (a) 01 August 2001 at 19:19 UT, (b) 11 August 2001 at 07:19 UT,
(c) 14 August 2001 at 07:19 UT. The prominence at the east limb (a) corresponds to the filament channel
observed as a dark void in 304 Å and indicated by the arrows at (b) and (c).

without filament mass in Hα in active regions are less common than among the more dis-
persed and lower density magnetic fields on the quiet Sun. In this paper, we present two
case studies of CME originating from a magnetic system on the quiet Sun; each encom-
passes a filament channel largely devoid of filament mass during two to four days prior to
the eruption of the filament. Informally the term “empty” has been occasionally used to refer
to filament channels without the presence of a conspicuous filament material as observed in
Hα and/or He II 304 Å. We cannot rule out that there could be some material present with a
low-enough column density that is undetectable by observations. For example, Heinzel et al.
(2008) have found a column density in Hα filaments in a range of 1 – 5 × 10−5 g cm−2. The
results of their investigation suggest that if the column density is below 1 × 10−5 g cm−2,
no filament will be seen in Hα observations.

2. Magnetic Systems Encompassing Empty Filament Channels

2.1. Case 1: Eruption from Empty Filament Channel on 9 August 2001

Our first case of a magnetic system with an empty filament channel was observed through-
out its entire disk passage during 1 – 14 August 2001. Hα observations show no indication
of continuous filament material in the observed channel during the entire period of observa-
tions. He II 304 Å data also show no filament except on 1 and 2 August when a relatively
hot material visible in 304 Å was periodically injected into the filament channel from one of
its ends. Images taken during these two days show a prominence forming along the filament
channel (see Figure 1a). However, this prominence/filament does not persist. Its material
cools down rapidly and vanishes. This filament plasma behavior is similar to one described
in Panasenco and Pevtsov (2010) and can be evidence of a filament channel with periodic
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flow of mass along the filament channel without a clear Hα or 304 Å filament in it. As the
region rotates onto the disk, the filament channel becomes visible as a dark void in EUV
lines (Figure 1b, c). There are also small fragments of filament mass visible in Hα that
can be identified in a few places along the filament channel. Similar mass fragments were
described in Pevtsov and Neidig (2005). They might correspond to filament pillars (barbs)
extending down to the chromosphere. In Hα images, higher density exists in the barbs and
lower parts of filaments whereas in He II 304 Å images, the upper parts of the filament are
brighter or not seen in Hα (Lin, 2004).

Figure 2a, b shows an Hα image of the solar disk and a corresponding MDI magnetogram
on 6 August 2001. The white box marks the approximate location of the filament channel
without a filament, and the corresponding area of the magnetic polarity reversal boundary in
the photosphere. The channel has an approximate length of 50 solar degrees. It runs nearly
along the solar meridian and extends from the northern to the southern hemisphere across
the equator. The extrapolation of the photospheric magnetic field using a Potential Field
Source Surface (PFSS) model shows the coronal arcade above the filament channel (Fig-
ure 2c). Here and in the following discussion we use the PFSS model to represent a possible
magnetic connectivity in the corona. Proper modeling of the magnetic environment in the
filament channel would require a more sophisticated model, and is outside the scope of this
paper. From analyzing the data we conclude that this channel developed during four previous
solar rotations. We estimate that at least five decaying regions from both hemispheres con-
tributed to its formation. An example of such long-lived development of a filament channel
has been described by Gaizauskas, Mackay, and Harvey (2001).

Figure 3 shows the evolution of the area marked on Figure 2a during its disk passage (to
save space, data for 7 August are not shown). The first three images in Figure 3a – c (5, 6 and
8 August) show the filament channel before its eruption. The small fragments of the filament
plasma are still visible in Hα on 5 and 6 August but completely disappear two days before
the eruption on 9 August 2001. One can speculate that such a complete disappearance might
be due to a slow rise of the magnetic system of the filament channel and the surrounding
coronal loop system before its eruption accompanied by an expansion of the filament volume
and a corresponding decrease in the filament density; alternatively the disappearance might
be due to the quenching of the mechanism supplying filament material to the channel. As
described in Pevtsov and Neidig (2005), the fragments of dark material tracing the filament
channel as observed in Hα represent the filament barbs and their disappearance may be due
to gradual detachment from the chromosphere during slow rise phase of the filament system
before its eruption. Figure 3d shows the filament channel on 9 August, approximately seven
hours after the beginning of the eruption. Figure 3e – g show partial reformation of some
filament fragments after the eruption.

The filament channel just before the associated CME eruption is shown in Figure 4 (top).
The void of the filament cavity observed against the disk in 195 Å is indicated by white ar-
rows. Flare-like ribbons at the ends of the loops are rendered more visible by wavelet image
processing (Figure 4, bottom). The direction of the skew of the flare loops is left-handed,
which when combined with known one-to-one chiral relationships (Martin, 1998) implies
dextral chirality for this filament channel. In Figure 5 the post-eruption trans-equatorial ar-
cade is observed in the EIT 284 Å image.

A partial halo coronal mass ejection was observed in the LASCO C2 coronagraph on 9
August 2001 by 10:54 UT above NW limb (Figure 6). At first glance, coronal activity on the
disk did not show any dramatic evolution suggesting the occurrence of a CME. Upon close
examination, however, the changes in the corona around the long trans-equatorial filament
channel provide evidence for this channel to be the key site around which the CME occurs.
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Figure 2 (a) The filament
channel of the prominence in
Figure 1, here marked by a white
box. It was recorded in Hα at
BBSO, 06 August 2001 at
16:54 UT; (b) MDI magnetogram
and (c) PFSS extrapolation of the
magnetic arcade above the
filament channel on 06 August
2001 at 16:03 UT. While the
PFSS model is an approximation
of the coronal field lines, it
confirms the continued existence
of the channel where it appears to
be empty; an overlying coronal
arcade which is one of the
necessary conditions for the
existence of a filament channel
(Martin, 1990).
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Figure 4 SOHO/EIT 195 Å wavelet-enhanced images before (top row) and after the eruption (bottom row)
around 10:54 UT on 9 August. Upper row: at the left is shown the filament channel before the eruption inside
a white box; at the right, white arrows point to the 195 Å dark linear feature identifying the filament channel
(09 August 2001 at 03:00 UT). Bottom row: filament channel soon after the eruption; A white arrow points to
flare-loop like features above the filament channel. The left-skew of these loops is evidence that the filament
channel beneath has dextral chirality according to the established one-to-one solar chiral relationships. (09
August 2001 at 15:12 UT.)
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Figure 5 SOHO/EIT 284 Å images taken prior to a CME (a: 9 August 2001, 7:06 UT) and early in the
eruption (b: 9 August 2001, 12:06 UT). New, post-eruption, trans-equatorial, bright, unresolved structure is
clearly visible near west of an isolated coronal hole that is elongated and has a north–south orientation and
crosses the equator near central meridian.

Figure 6 Although originating
from near disk center, this partial
halo CME is seen entirely at the
west limb. This is evidence that
the CME was strongly non-radial
away from the elongated coronal
hole nearly along the central
meridian in Figure 5.
(SOHO/LASCO C2 09 August
2001 at 12:30 UT.)

The timing of events in this first case, observed on the solar disk in EIT 195 Å data,
provides observational evidence for a CME originating from above and around the trans-
equatorial filament channel situated near the disk center on 9 August. No filament material
was observed in this channel in Hα or He II 304 Å spectral lines. Therefore, we refer to it
as an “empty” filament channel at the time of the associated CME and during the preceding
day. A wide post-eruption trans-equatorial set of “loops” crossing the filament channel was
observed in EIT 284 Å (Figure 5b) and soft X-ray (Yohkoh) images, which indicates the
presence of high temperature coronal plasma formed at the sides of the filament channel
during the CME formation. Hα images show no brightenings along the filament channel that
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Figure 7 Magnetic field lines from the PFSS model on 08 August 2001 18:04 UT (a) “on disk” and (b) “off
limb” projections. White lines correspond to closed field lines of the arcade overlying the filament channel;
the green lines are open field lines originating in an isolated coronal hole east of the filament channel. Under
these circumstances, any CME originating from the coronal arcade is expected to be non-radial to the west
away from the magnetic field of the coronal hole as indicated in Figure 6.

could indicate a reconnection process if a “flux rope” structure was formed at the beginning
of the eruption. On the other hand, we do see two compact brightenings near the northern
and southern ends of the filament channel in the early stages of the eruption (no figure is
shown). These brightenings suggest that a horizontal structure with at least one continuous
field line connecting the two ends of the filament channel has already been present at the
very early stages of the eruption. Additionally, EIT 304 Å and 195 Å images show weak
brightenings on opposite sides of the filament channel near its middle part, as well as thin
bright loops reminiscent of post-flare loops. This evolution observed during the early stages
of the eruption around this filament channel shows several aspects typical for the classical
two-ribbon flare scenario, albeit with much weaker intensity.

The potential field extrapolation (Figures 2c and 7) reveals the presence of a magnetic
arcade above the filament channel. The magnetic polarity of the footpoints on the eastern
side of the arcade is positive, the same as that of the coronal hole situated to the east of the
filament channel. In the LASCO C2 coronagraph, the CME front can be clearly identified
in images taken at 10:54 UT. Using difference images, we manually traced the CME’s front
in five consecutive images. The change in height of the CME front (FCME) with time (t)
was fitted by second degree polynomial to arrive at an initial speed of 257 km s−1 and an
acceleration of ≈ 0.024 km s−2 relative to its first appearance at 10:54 UT: FCME = (257 ±
20) · t + (0.012 ± 0.002) · t2. By the time the CME left the LASCO C2 field of view, the
CME front was moving with a speed of about 450 – 480 km s−1 in the image plane.

Although the CME had originated around the filament channel near the disk center, the
CME was observed propagating mostly from the west limb of the Sun. We suggest, based on
use of the PFSS modeling (Figure 7), that the CME had non-radial motion that is consistent
with deflection toward the west by the open magnetic field of an isolated coronal hole.
Deflection of CMEs by coronal hole boundaries has been reported by several researchers
(e.g., Gopalswamy et al., 2003, 2009; Cremades and Bothmer, 2004; Panasenco et al., 2011).
Figure 7 shows that the approximate configuration of the coronal hole, situated farther away
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from the filament channel, would allow deflection of the CME to take place high in the
corona.

Between 12 August (about 10:40 UT) and 13 August (≈ 11:00 UT), in situ measurements
from ACE and WIND spacecraft registered a passage of an interplanetary CME (ICME).
Taking the first indication of the ICME disturbance in ACE data as the ICME front yields
an average ICME velocity of about 580 km s−1, which seems to be in general agreement
with estimates based on LASCO observations. The ICME had a complicated structure with
multiple reversals in the direction of all three components of its magnetic field. Due to this
complexity, we did not attempt fitting any axi-symmetric model of magnetic cloud to ACE
data.

Geomagnetic measurements of the Ap-index show an onset of a major geomagnetic
storm at approximately 22:40 UT on 12 August (Ap-index = 56 at storm’s maximum at
4:30:43 UT on 13 August). Using the calculated time difference (≈ 3.5 days) between the
estimated CME eruption and the beginning of geomagnetic storm yields an average speed
of the CME of about 500 km s−1, which, again, is in agreement with CME speed measured
from LASCO C2 images. This general agreement between CME speeds measured near the
Sun, at the location of ACE, and at 1 AU supports our conjecture for a causal relation be-
tween this CME and the ensuing geomagnetic storm.

Observations from the LASCO C3 coronagraph show two CMEs on 9 August 2001
(one from the west limb studied here, and the other leaving the east limb at approximately
22:18 UT). The measured speed of the CME associated with the empty filament channel
suggests that the interplanetary CME observed by ACE and WIND is caused by the CME
from the west limb. However, the size of the ICME at the locations of ACE and WIND is
significantly larger than one that can be inferred from a relatively short-duration geomag-
netic storm. Also, the timing between, the ICME onset at the location of ACE and WIND
and the onset of the geomagnetic storm, suggests that this ICME had largely missed the
Earth. Thus, the geomagnetic storm observed on 13 August can be associated with one of
the “threads” of the ICME observed at ACE and WIND. The complex magnetic topology of
the ICME could be explained as the result of interactions between CME flux rope structure
originating from the magnetic field over the filament channel and the magnetic field of the
coronal hole.

2.2. Case 2: Eruption from a Filament Channel on 3 March 2011

A CME without a clearly identifiable source region on the disk was observed on 3 March
2011 by the two STEREO and the SOHO spacecraft. The separation angle between
STEREO A and B was about 182◦ allowing observation of the CME from its two opposite
sides while the front view was deduced from SOHO/LASCO data (see Figure 8). Similar to
case 1, there initially was no clearly identifiable source region for this CME. By applying
a geometric triangulation method to STEREO A and B data, we have estimated the heli-
ographic coordinates of the source region as ≈S35◦ ± 10◦, W15◦ ± 10◦. Figure 9 shows
the derived area against SDO/AIA 193 Å, SDO/HMI magnetogram and Hα BBSO images.
Additional inspection of this data around the triangulated heliographic coordinates places
the source of the CME on a filament channel without a definite filament in the southern
hemisphere. Figure 10 shows three consecutive images during the early and late stages of
eruption. White arrows in Figure 10 indicate the two-ribbon flare-like emission developing
in the corona on both sides of filament channel at the time of the overlying eruption. The fil-
ament channel is clearly identifiable in Hα images (Figure 11). On Figure 11 (upper panel),
the filament channel can be seen as a slightly darker curved “path” that begins south-west
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Figure 8 Left and right panels: the CME observed by the COR2 instrument onboard STEREO-B and
STEREO-A, respectively, on 03 March 2011 at 09:09 UT. The simultaneous observations of a CME on
both STEREO A and B in these orientations can only be due to an event with its origin near the middle of the
solar disk. Middle panel: Half-halo CME observed by SOHO/LASCO C2 03 March 2011 at 09:12 UT.

(below and to the right) of bright active region plage, and “arches” below the active region
to the east. On Figure 11 (lower panel), the location of the filament channel is marked by
dark fragments of filament material. The background of the channel appears to be slightly
darker on average than the surrounding areas (Figure 11, top) due to the relative absence of
plagettes or bright areas in the channel. In images of higher spatial resolution than these,
one would typically be able to see some of the fibrils in the channel. Especially near the fila-
ment segments and along the boundary between the opposite polarities, fibrils align with the
polarity reversal boundary or have a component aligned with the polarity reversal boundary.

As the characteristics of observed changes are gradual and minor in the chromosphere
and corona, we suggest there is gradual loss of equilibrium prior to the onset of this CME.
As one possibility, the new flux emergence in the vicinity of the filament channel may lead
to the destabilization of filaments contained within them (e.g., Bruzek, 1952). The Bruzek
relationship of specific erupting quiescent filaments to the birth of new active regions has
been verified in subsequent studies (Feynman and Martin, 1995; Wang and Sheeley, 1999;
Feynman and Ruzmaikin, 2004; Jing et al., 2004; Balasubramaniam et al., 2011). The erup-
tion on 3 March 2011 happened at the time when a new strong active region began to emerge
northwest from the filament channel. Figure 12 shows PFSS magnetic field line extrapola-
tions in the vicinity of the filament channel before and after the new active region’s emer-
gence.

Our application of the model allows us to deduce whether the new flux could or does
interact with the coronal fields that straddle the filament channel. It is clear from Figure 12,
as new magnetic flux emerges, some of its field lines connect to preexisting flux of an-
other active region. In turn, this leads to establishing new magnetic connections between the
mature active region and one of polarities of magnetic arcade overlying filament channel.
Thus, new large flux emergence could result in a change to the overall magnetic configu-
ration around the filament channel and a weakening or decrease of the overlying coronal
arcade field by transferring connectivity to the newly emerged adjacent magnetic flux. Sim-
ilar changes in magnetic connectivity have been recently observed by Balasubramaniam et
al. (2011) prior to a filament eruption. We should emphasize, however, that we use field lines
extrapolated from the PFSS model only as a graphical representation of possible change in
the topology. To properly model this development, a more sophisticated model would be
needed that takes into account possible non-potentiality of the magnetic field around fila-
ment channel. It is worth noticing, however, a recent paper by Liu, Zhang, and Su (2011)
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Figure 9 The source region of the CME in Figure 8 is identified with the filament channel and polarity
boundary within the white boxes. From top to bottom (all on 2 March 2011): (a) SDO/AIA 193 Å at 18:00 UT,
(b) BBSO Hα at 17:56 UT, and (c) SDO/HMI at 17:53 UT.
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Figure 10 Brightenings reminiscent of a weak two-ribbon flare were observed after the slow CME eruption
by SDO/AIA 193 Å: (a) 14:00 UT, 2 March 2011, (b) 21:15 UT, 2 March 2011, and (c) 09:15 UT, 3 March
2011. Unlike post-flare loops, these coronal structures on each side of the channel (shown by the white arrows)
do not appear to straddle the empty filament channel although they develop together with a small transient
coronal hole southward from channel.
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Figure 11 Chromospheric pattern of plagettes and fibrils along the filament channel (a) before and (b) after
the flare-like brightenings and CME that both straddle this filament channel. Small fragments of the filament
plasma are seen here inside this relatively empty channel observed in Hα (BBSO). Panel (a) shows data from
2 March 2011 at 17:56 UT, and (b) is for 3 March 2011 at 17:56 UT.

who compared the configuration of coronal magnetic fields from PFSS and non-linear force-
free (NLFFF) models. They found that NLFFF and PFSS extrapolations agree reasonably
well at the heights > 2000 km above the photosphere. Wang and Sheeley (1999) used the
PFSS model to investigate the effects of a newly emerging flux on coronal arcades overlying
filaments. They concluded that emergence of a new magnetic flux in the vicinity of filaments
will weaken the coronal arcade above filaments and may lead to their eruption. The situa-
tion shown on Figure 12 appears to be in agreement with conclusions of Wang and Sheeley
(1999).

Unlike the eruption of 9 August 2001 (our case 1), this CME did not produce an ICME at
the ACE spacecraft location. No geomagnetic storm associated with this CME was observed
either. Given the observed trajectory, we suggest that the CME passed the Earth orbit below
the ecliptic plane.
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Figure 12 SDO/HMI magnetograms and corresponding magnetic field lines from the PFSS model before
(panel (a), 2 March 2011) and during the emergence of the new active region (panels (b) 3 March 2011,
(c) 4 March 2011, and (d) 5 March 2011. Time in all panels corresponds to 06:10 UT). While the PFSS
model is not expected to exactly represent conditions of solar magnetic fields, it provides evidence that at
least the depicted amount of change most likely occurred in association with the emerging active region and
that these changes would be consistent with altering the magnetic configuration sufficiently to result in the
flare in Figure 10 and the associated CME in Figure 8.

3. Discussion

Two examples described in this article indicate that CMEs can erupt from relatively empty
filament channels, and that such CMEs can produce both geoeffective and non-geoeffective
CMEs. In the absence of a clearly identifiable source region on the disk, successful detec-
tion of the origin of such “stealth” CMEs requires a wide and complex examination of the
filament channels as candidate sources, together with the monitoring of new flux emergence
in the vicinity of filament channels.

CMEs from magnetic systems encompassing filament channels without conspicuous fila-
ments, similar to the ones described in this article, may explain CMEs that appear as having
no obvious source regions on the solar disk. Close examination of EIT 304 Å images taken
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around the time of the event reported in Robbrecht, Patsourakos, and Vourlidas (2009) shows
a compact brightening similar to footpoint brightenings characteristic of the phase of max-
imum acceleration of erupting filaments (Wang, Muglach, and Kliem, 2009). Also, after
the CME, we see the formation of two elongated fragments of the chromospheric filament
material inside the channel. These fragments are indicative of the location of the chromo-
spheric filament channel, which apparently did not contain dense material prior to the CME.
In our opinion, these post-eruption features suggest that the CME described in Robbrecht,
Patsourakos, and Vourlidas (2009) could also have originated from a magnetic system with a
filament channel without a conspicuous filament. For additional examples of CMEs without
obvious solar surface source regions, we refer the reader to the events described in Bhatnagar
(1996), McAllister et al. (1996), and Shakhovskaya, Abramenko, and Yurchyshyn (2002).
Another more recent example is the CME eruption on 23 May 2010 at about 16:00 UT ob-
served by Solar Dynamics Observatory (SDO). Preliminary analysis of data suggests that
this CME may have also originated from a filament channel without an obvious filament.
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